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#### Abstract

Let $S_{n}$ be a random walk in $\mathbf{Z}^{d}$ and let $R_{n}$ be the range of $S_{n}$. We prove an almost sure invariance principle for $R_{n}$ when $d=3$ and a law of the iterated logarithm for $R_{n}$ when $d=2$.


1. Introduction. Let $S_{n}$ be a random walk taking values in $\mathbf{Z}^{d}$ and let $R_{n}$ be the range of $S_{n}$. That means that $R_{n}$ is the number of points visited at least once by $S_{k}, k \leq n$. The subject of the asymptotics of $R_{n}$ has a long history in probability. Despite this, the problem of proving a law of the iterated logarithm for dimensions $d=2,3$ has remained open, even for the case of simple symmetric random walk. Our purpose in this paper is to provide such LILs.

The strong law of large numbers for $R_{n}$ was proved in Dvoretzky and Erdős [5]. The central limit theorem for $d \geq 3$ can be found in Jain and Pruitt [13, 16], for example, while the case $d=2$ was proved by Le Gall [18]. See Le Gall and Rosen [21] for a central limit theorem when the random walk is in the domain of attraction of a stable law. The LIL for $d \geq 4$ can be found in Jain and Pruitt [14]. An almost sure invariance principle for $R_{n}$ in the case $d \geq 4$ was recently proved by Hamana [8]. For information on large deviations, see Donsker and Varadhan [4] and Hamana and Kesten [11, 10]. Questions about the range have as analogues questions about the volume of the Wiener sausage. See, for example, Le Gall [19].

In this paper we first consider the case of dimension 3. We show that under some moment assumptions on $S_{n}$ an almost sure invariance principle holds. Changing the probability space if necessary, we show there exists a Brownian motion $B_{t}$, an explicit constant $\sigma$, and another constant $q<1 / 2$ such that

$$
\frac{R_{n}-E R_{n}}{\sigma}-B_{n \log n}=O\left(\sqrt{n}(\log n)^{q}\right) \quad \text { a.s. }
$$

Our rate is quite poor and can probably be improved. However, our results are strong enough to yield the analogues of the usual LILs for Brownian motion. For

[^0]example, we show
$$
\limsup _{n \rightarrow \infty} \frac{R_{n}-E R_{n}}{\sqrt{n \log n \log \log n}}=c_{1.1} \quad \text { a.s. }
$$
where $c_{1.1}$ is an explicitly determined constant. The extra $\log n$ term in the almost sure invariance principle and in the LIL is a consequence of the fact that $\operatorname{Var} R_{n} \asymp n \log n$, where $f_{n} \asymp g_{n}$ means the ratio $f_{n} / g_{n}$ is bounded above and below by positive constants not depending on $n$.

The case $d=2$ is considerably harder. Under somewhat stronger assumptions on the random walk, we show there exists a constant $c_{1.2}$ such that

$$
\limsup _{n \rightarrow \infty} \frac{R_{n}-E R_{n}}{n \log \log \log n /(\log n)^{2}}=c_{1.2} \quad \text { a.s. }
$$

In the case $d=2$ it is known (see [15]) that $\operatorname{Var} R_{n} \asymp n^{2} /(\log n)^{4}$, which explains part of the rate. The presence of a $\log \log \log n$ term instead of the expected $\log \log n$ term is perhaps surprising.

In Section 2 we give a precise statement of our results. We prove the threedimensional case in Section 3 and the two-dimensional case in Section 4. Overviews of the proofs of Theorems 2.1 and 2.5 are given near the beginning of Section 3 and after the statements of Propositions 4.1 and 4.4. Throughout the paper $c_{n, i}$ will denote the $i$ th fixed constant in Section $n$; other positive finite constants $c_{i}$ will be also be used, but will be fixed within a given proof.
2. Main theorems and known results. In this section, we will recall several known results and state our main theorems. We first explain the setting. Let $\left\{X_{j}\right\}$ be an i.i.d. sequence of random variables taking values in $\mathbf{Z}^{d}$ ( $d=3$ in Section 2.1 and $d=2$ in Section 2.2) such that $E X_{1}=0$ and $E\left[\left|X_{1}\right|^{2+\delta}\right]<\infty$ for some $\delta>0$ and set $S_{n}=\sum_{j=1}^{n} X_{j}$. Let $R_{n}$ be the range of $S_{0}, \ldots, S_{n}$, that is, $R_{n}$ is the cardinality of the set $\left\{S_{0}, S_{1}, \ldots, S_{n}\right\}$.

Define

$$
p=P\left(S_{k} \neq 0 \text { for all } k \in \mathbf{N}\right) .
$$

Throughout this paper, we assume $p<1$ as otherwise $R_{n}=n+1$ a.s. and there is no interest in this case. We also assume that the random walk $\left\{S_{n}\right\}$ is genuinely $d$-dimensional; that is, if

$$
\begin{aligned}
R^{+} & =\left\{x \in \mathbf{Z}^{d}: P^{0}\left(S_{n}=x\right)>0 \text { for some } n \geq 0\right\}, \\
\hat{R} & =\left\{x \in \mathbf{Z}^{d}: x=y-z \text { for some } y \in R^{+} \text {and } z \in R^{+}\right\},
\end{aligned}
$$

then $\hat{R}$ is $d$-dimensional. When $\hat{R}$ is a proper subgroup of $\mathbf{Z}^{d}$, it is isomorphic to $\mathbf{Z}^{d}$, so by a suitable transformation we can suppose $\hat{R}=\mathbf{Z}^{d}$; that is, the transformed random walk is aperiodic. As the transformation does not change $R_{n}$ and $p$, there is no loss of generality in considering the case $\hat{R}=\mathbf{Z}^{d}$.

For sequences $\left\{f_{n}\right\}$ and $\left\{g_{n}\right\}$, we write $f_{n} \sim g_{n}$ when $\lim _{n \rightarrow \infty} f_{n} / g_{n}=1$. Define $\log _{2} a=\log \log a$ and $\log _{3} a=\log \log \log a$.
2.1. Main theorem: three-dimensional case. When $d=3$, our main theorem is an almost sure invariance principle for $R_{n}$.

Theorem 2.1. Suppose $d=3$. Let $q=\frac{15}{32}$. Changing the probability space if necessary, there exist a one-dimensional Brownian motion and a constant $\sigma>0$ such that

$$
\begin{equation*}
\frac{R_{n}-E R_{n}}{\sigma}-B_{n \log n}=O\left(\sqrt{n}(\log n)^{q}\right) \quad \text { a.s. } \tag{2.1}
\end{equation*}
$$

As we will see in the proof, $\sigma^{2}=2 p^{4}(2 \pi)^{-2}|Q|^{-1}$ where $Q$ is the covariance matrix for $X_{1}$.

Using the laws of the iterated logarithm for Brownian motion, we have the following LILs for $R_{n}$ as an immediate corollary of the theorem.

Corollary 2.2. Suppose $d=3$. The following hold $P$-a.s.:

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \frac{R_{n}-E R_{n}}{\sqrt{n \log n \log _{2} n}}=\sqrt{2} \sigma, \\
\liminf _{n \rightarrow \infty} \frac{R_{n}-E R_{n}}{\sqrt{n \log n \log _{2} n}}=-\sqrt{2} \sigma, \\
\liminf _{n \rightarrow \infty} \frac{\sup _{m \leq n}\left|R_{m}-E R_{m}\right|}{\sqrt{n \log n / \log _{2} n}}=\frac{\pi \sigma}{\sqrt{8}} .
\end{aligned}
$$

An analogue of Strassen's LIL also holds.
REMARK 2.3. Let $Q_{n}^{(p)}$ be the number of distinct sites that $\left\{S_{i}: 0<i \leq n\right\}$ has visited exactly $p$ times. Hamana [9] has informed us that by using our arguments and some estimates for $Q_{n}^{(p)}$, one can prove the analogue of Theorem 2.1 for $Q_{n}^{(p)}$ (with a different constant for $\sigma$ ). We will briefly sketch the argument in Remark 3.4.
2.2. Main theorem: two-dimensional case. When $d=2$, our main theorem is a law of the iterated logarithm for $R_{n}$. In this case, we need the following further assumptions for $X_{1}$.

ASSUMPTION 2.4. (a) $X_{1}$ is mean 0 and has covariance matrix equal to $\sigma I$ for some $\sigma>0$.
(b) $X_{1}$ is bounded: there exists $\Lambda>0$ such that $P\left(\left|X_{1}\right|>\Lambda\right)=0$.

We note that (a) is equivalent to (H3) in [18]. Under these conditions, we have the following.

Theorem 2.5. Suppose $d=2$. There exists $c_{2.1}>0$ such that the following holds $P$-a.s.:

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\sup _{j \leq n}\left(R_{j}-E R_{j}\right)}{n \log _{3} n /(\log n)^{2}}=c_{2.1} . \tag{2.2}
\end{equation*}
$$

REMARK 2.6. (i) As we will see from the proof, the same result holds with $R_{n}-E R_{n}$ instead of $\sup _{j \leq n}\left(R_{j}-E R_{j}\right)$.
(ii) We do not know the exact value of $c_{2.1}$. Also, we have not obtained the LIL for the lim inf of $R_{n}-E R_{n}$.
2.3. Known results. Before giving the proofs, we recall some known results. The results in this subsection hold for aperiodic random walks with $E X_{1}=0$ and $E\left[\left|X_{1}\right|^{2}\right]<\infty$. Further estimates will be introduced in the next section.

For the three-dimensional case, the following are known:

$$
\begin{gather*}
E R_{n}=p n+O(\sqrt{n}),  \tag{2.3}\\
E\left[\left(R_{n}-E R_{n}\right)^{4}\right]=O\left(n^{2}(\log n)^{2}\right),  \tag{2.4}\\
\frac{R_{n}-E R_{n}}{\sqrt{n \log n}} \rightarrow c_{2.2} \mathcal{N}, \tag{2.5}
\end{gather*}
$$

where $\mathcal{N}$ is the standard normal distribution. The convergence in (2.5) is in the sense of distribution. Equation (2.3) was proved by Dvoretzky and Erdős [5], (2.4) is from Jain and Pruitt [13], Theorem 4, and (2.5) is from Jain and Pruitt [13].

For the two-dimensional case, the following are known:

$$
\begin{gather*}
E R_{n}=\kappa \frac{n}{\log n}+O\left(\frac{n}{(\log n)^{2}}\right),  \tag{2.6}\\
\operatorname{Var}\left(R_{n}\right)=O\left(\frac{n^{2}}{(\log n)^{4}}\right),  \tag{2.7}\\
\frac{(\log n)^{2}}{n}\left(R_{n}-E R_{n}\right) \rightarrow-c_{2.3} \gamma, \tag{2.8}
\end{gather*}
$$

where $\gamma$ is renormalized self-intersection local time of planar Brownian motion and $\kappa$ is a constant. The convergence in (2.8) is again in distribution. Equation (2.6) is from Jain and Pruitt [12], Lemma 2.6 with the estimates (2.2) and (2.3) in [7], (2.7) is from Jain and Pruitt [15], Theorem 4.2, and (2.8) is from Le Gall [18].
3. Proof: three-dimensional case. In this section, we will prove Theorem 2.1. We set $\langle x\rangle=n$ if $x \in\left(n-\frac{1}{2}, n+\frac{1}{2}\right]$ throughout the paper. Let $\alpha$ be a positive constant that we will choose later. We form a sequence $\left\{n_{j}\right\}$ of positive integers by taking all positive integers in each interval $\left[2^{k}, 2^{k+1}\right.$ ) which are of the form $2^{k}+\left\langle i 2^{k} / k^{\alpha}\right\rangle, k=1,2, \ldots, i=0,1, \ldots, k^{\alpha}$. This choice of the sequence will be important in the proof. Let $n_{0}=0$. For $2^{k} \leq n_{i}<2^{k+1}$, we have $2^{k} / k^{\alpha}-1 \leq n_{i+1}-n_{i} \leq 2^{k} / k^{\alpha}+1$, so that the following hold:

$$
\lim _{n \rightarrow \infty} n_{i+1} / n_{i}=1, \quad n_{i+1}-n_{i}=O\left(n_{i} /\left(\log n_{i}\right)^{\alpha}\right)
$$

We write \#A for the cardinality of the set $A$. For any random variable $Y$ we write $\bar{Y}$ for $Y-E Y$. Let

$$
U_{j}=\#\left\{S_{k}: k \in\left[n_{j-1}, n_{j}\right)\right\} .
$$

Fix $i<j$ and let

$$
V_{j}=V_{j}^{(i)}=\#\left(\left\{S_{k}: k \in\left[n_{j-1}, n_{j}\right)\right\} \cap\left\{S_{k}: k \in\left[n_{j}, n_{i}\right]\right\}\right) .
$$

Then $R_{n_{i}}=\sum_{j=1}^{i} U_{j}-\sum_{j=1}^{i-1} V_{j}$, so that

$$
\begin{equation*}
\bar{R}_{n_{i}}=\sum_{j=1}^{i} \bar{U}_{j}-\sum_{j=1}^{i-1} \bar{V}_{j} \tag{3.1}
\end{equation*}
$$

Let us now give a overview of the proof of Theorem 2.1. We will need three lemmas (Lemmas 3.1, 3.2, 3.3) for the proof. Using Lemma 3.1, we show

$$
\sum_{j=1}^{i-1} \bar{V}_{j}=o\left(\sqrt{n_{i}}\left(\log n_{i}\right)^{q}\right)
$$

As the $\left\{\bar{U}_{j}\right\}_{j=1}^{i}$ are independent, by Skorohod embedding [22] there exist a Brownian motion $B_{t}$ and a sequence of nonnegative independent random variables $\left\{T_{j}\right\}_{j=1}^{\infty}$ such that

$$
\frac{1}{\sigma} \sum_{j=1}^{i} \bar{U}_{j} \stackrel{\mathfrak{L}}{\sim} B\left(\sum_{k=1}^{i} T_{k}\right)
$$

We then use Lemma 3.2 and after some computations derive

$$
B\left(\sum_{k=1}^{i} T_{k}\right)=B\left(n_{i} \log n_{i}\right)+O\left(\sqrt{n_{i}}\left(\log n_{i}\right)^{q}\right) \quad \text { a.s. }
$$

Thus, by (3.1), we have (2.1) for the subsequence $\left\{n_{i}\right\}$. Lemma 3.3 will then be used to show the result for all $n$.

Before stating the lemmas, we give some notation. For $x, y \in \mathbf{Z}^{3}, n \geq 0$ and $A \subset \mathbf{Z}^{3}$, define

$$
\begin{aligned}
P^{(n)}(x, y) & =P^{x}\left(S_{n}=y\right), \\
P_{A}^{(n)}(x, y) & =P^{x}\left(S_{1}, \ldots, S_{n-1} \notin A, S_{n}=y\right), \\
F(x, y) & =\sum_{n=1}^{\infty} P_{y}^{(n)}(x, y)=P^{x}\left(T_{y}<\infty\right), \\
G_{n}(x, y) & =\sum_{k=0}^{n} P^{(k)}(x, y), \\
G(x, y) & =\sum_{k=0}^{\infty} P^{(k)}(x, y),
\end{aligned}
$$

where $T_{A}=\inf \left\{n>0: S_{n} \in A\right\}$.
Let

$$
\begin{aligned}
Z_{i}^{n} & =\mathbb{1}_{\left\{S_{i} \neq S_{i+1}, \ldots, S_{i} \neq S_{n}\right\}} & & \text { for } 0 \leq i<n, Z_{n}^{n}=1, \\
Z_{i} & =\mathbb{1}_{\left\{S_{i} \neq S_{i+1}, S_{i} \neq S_{i+2}, \ldots\right\}} & & \text { for } i \geq 0, \\
W_{i}^{n} & =Z_{i}^{n}-Z_{i} & & \text { for } 0 \leq i<n, \\
Y_{n} & =\sum_{i=0}^{n-1} Z_{i}, & & \\
W_{n} & =\sum_{i=0}^{n-1} W_{i}^{n} . & &
\end{aligned}
$$

Note that $R_{n}=\sum_{i=0}^{n} Z_{i}^{n}=Y_{n}+W_{n}+1$. We now state the lemmas. The proofs will be given at the end of this section.

Lemma 3.1. For nonnegative integers $a<b$, let $V_{a, b}=\#\left(\left\{S_{j}: j \in[a, b)\right\} \cap\right.$ $\left.\left\{S_{k}: k \in[b, \infty)\right\}\right)$. There exists $c_{3.1}>0$ such that

$$
\begin{equation*}
E\left[V_{a, b}^{4}\right] \leq c_{3.1}(b-a)^{2} . \tag{3.2}
\end{equation*}
$$

Further, for each $l \geq 3$, there exists $c_{3.2}=c_{3.2}(l)>0$ such that

$$
\begin{equation*}
E\left[\left(W_{n}\right)^{2 l}\right] \leq c_{3.2} n^{l}(\log n)^{l} . \tag{3.3}
\end{equation*}
$$

Lemma 3.2. There exists $\sigma>0$ such that for all $n \in \mathbf{N}$,

$$
\begin{equation*}
\operatorname{Var}\left(R_{n}\right)=\sigma^{2} n \log n+O(n \sqrt{\log n}) \tag{3.4}
\end{equation*}
$$

Further, for each $l \in \mathbf{N}$,

$$
\begin{equation*}
E\left[\left|R_{n}-E R_{n}\right|^{l}\right]=O\left((n \log n)^{l / 2}\right) \tag{3.5}
\end{equation*}
$$

Lemma 3.3. (a) For nonnegative integers $a<b$ and $l$, there exists $c_{3.3}=$ $c_{3.3}(l)$ such that

$$
E\left[\left|\left(R_{b}-E R_{b}\right)-\left(R_{a}-E R_{a}\right)\right|^{l}\right] \leq c_{3.3}((b-a) \log (b-a))^{l / 2}
$$

(b) For nonnegative integers $a<b$ and $l>2$, there exists $c_{3.4}=c_{3.4}(l)$ such that

$$
P\left(\max _{a \leq n \leq b}\left|\left(R_{n}-E R_{n}\right)-\left(R_{a}-E R_{a}\right)\right|>\lambda\right) \leq c_{3.4} \frac{((b-a) \log (b-a))^{l / 2}}{\lambda^{l}}
$$

We now give a proof of Theorem 2.1, assuming the above lemmas.
Proof of Theorem 2.1. Let

$$
\alpha=\frac{9}{32}, \quad \beta=\frac{15}{32}-\varepsilon, \quad \gamma=\frac{7}{8}, \quad \varepsilon=10^{-6} .
$$

Recall that for $i$ fixed and for $j \leq i, V_{j}=V_{j}^{(i)}$ is the cardinality of $\left\{S_{k}: k \in\right.$ $\left.\left[n_{j-1}, n_{j}\right)\right\} \cap\left\{S_{k}: k \in\left[n_{j}, n_{i}\right]\right\}$. We have

$$
\begin{equation*}
P\left(\sum_{j=1}^{i} V_{j} \geq c_{1} \sqrt{n_{i}}\left(\log n_{i}\right)^{\beta}\right) \leq \frac{E\left[\left(\sum_{j=1}^{i} V_{j}\right)^{4}\right]}{c_{1}^{4} n_{i}^{2}\left(\log n_{i}\right)^{4 \beta}} . \tag{3.6}
\end{equation*}
$$

By Hölder's inequality and (3.2),

$$
E\left[V_{j_{1}} V_{j_{2}} V_{j_{3}} V_{j_{4}}\right] \leq\left\{\prod_{m=1}^{4} E\left[V_{j_{m}}^{4}\right]\right\}^{1 / 4} \leq c_{2} \prod_{m=1}^{4} \sqrt{n_{j_{m}}-n_{j_{m}-1}} .
$$

Thus, when $2^{k_{0}} \leq n_{i}<2^{k_{0}+1}$,

$$
\begin{aligned}
E\left[\left(\sum_{j=1}^{i} V_{j}\right)^{4}\right] & =\sum_{j_{1}, j_{2}, j_{3}, j_{4}=1}^{i} E\left[V_{j_{1}} V_{j_{2}} V_{j_{3}} V_{j_{4}}\right] \leq c_{3} \sum_{j_{1}, j_{2}, j_{3}, j_{4}=1}^{i} \prod_{m=1}^{4} \sqrt{n_{j_{m}}-n_{j_{m}-1}} \\
& \leq c_{4}\left(\sum_{k=1}^{k_{0}} k^{\alpha} \sqrt{2^{k} / k^{\alpha}}\right)^{4} \leq c_{5} k_{0}^{2 \alpha} 2^{2 k_{0}}
\end{aligned}
$$

where in the last inequality we use the elementary fact that

$$
\begin{equation*}
\sum_{k=1}^{n} k^{p} q^{k} \sim n^{p} q^{n} \tag{3.7}
\end{equation*}
$$

as $n \rightarrow \infty$ for each $p>0, q>1$. Thus the right-hand side of (3.6) is bounded from above by $c_{5} k_{0}^{2 \alpha-4 \beta}$. The number of $n_{i}$ in $\left[2^{k_{0}}, 2^{k_{0}+1}\right.$ ) is less than $c_{6} k_{0}^{\alpha}$. Since $3 \alpha-4 \beta<-1$, then $\sum_{k_{0}=1}^{\infty} k_{0}^{3 \alpha-4 \beta}<\infty$, and by Borel-Cantelli we see that

$$
\begin{equation*}
\limsup _{i \rightarrow \infty} \frac{\sum_{j=1}^{i} V_{j}^{(i)}}{\sqrt{n_{i}}\left(\log n_{i}\right)^{\beta}} \leq c_{1} \quad \text { a.s. } \tag{3.8}
\end{equation*}
$$

Since $\alpha / 2<\beta$ and $E V_{j} \leq c_{7} \sqrt{n_{j}-n_{j-1}}$, we have by similar calculations that

$$
\sum_{j=1}^{i} E V_{j} \leq c_{8} \sum_{k=1}^{k_{0}} k^{\alpha} \sqrt{2^{k} / k^{\alpha}} \leq k_{0}^{\alpha / 2} 2^{k_{0} / 2}=o\left(\sqrt{n}_{i}\left(\log n_{i}\right)^{\beta}\right)
$$

Thus we obtain

$$
\begin{equation*}
\limsup _{i}^{\left|\sum_{j=1}^{i-1}\left(V_{j}-E V_{j}\right)\right|} \frac{\sqrt{n}_{i}\left(\log n_{i}\right)^{\beta}}{\sqrt{2}} \leq c_{9} \quad \text { a.s. } \tag{3.9}
\end{equation*}
$$

Set $H_{j}=\left(U_{j}-E U_{j}\right) / \sigma$. As the $\left\{H_{j}\right\}_{j=1}^{\infty}$ are independent there exist [22] a Brownian motion $B_{t}$ and a sequence of nonnegative independent random variables $\left\{T_{j}\right\}_{j=1}^{\infty}$ such that

$$
\begin{align*}
& \left\{B\left(\sum_{k=1}^{j} T_{k}\right)-B\left(\sum_{k=1}^{j-1} T_{k}\right)\right\}_{j}^{\stackrel{\mathcal{L}}{\sim}}\left\{H_{j}\right\}_{j},  \tag{3.10}\\
& E\left[T_{j}\right]=E\left[\left|H_{j}\right|^{2}\right],  \tag{3.11}\\
& E\left[T_{j}^{l}\right] \leq c_{10} E\left[\left|H_{j}\right|^{2 l}\right] \quad \text { for all } l \geq 2 . \tag{3.12}
\end{align*}
$$

From (3.10), we see that $\sum_{j=1}^{i} H_{j}$ is equal in law to $B\left(\sum_{k=1}^{i} T_{k}\right)$.
We now prove

$$
\begin{equation*}
\limsup _{i \rightarrow \infty} \frac{\sum_{j=1}^{i}\left(T_{j}-E T_{j}\right)}{n_{i}\left(\log n_{i}\right)^{\gamma}}<\infty \quad \text { a.s. } \tag{3.13}
\end{equation*}
$$

It is clear that $\sum_{j=1}^{i} \bar{T}_{j}$ is a martingale. So by Doob's inequality, for each $l \in \mathbf{N}$,

$$
\begin{equation*}
P\left(\sup _{r \leq i}\left|\sum_{j=1}^{r} \bar{T}_{j}\right| \geq n_{i}\left(\log n_{i}\right)^{\gamma}\right) \leq c_{11} \frac{E\left[\left(\sum_{j=1}^{i} \bar{T}_{j}\right)^{2 l}\right]}{n_{i}^{2 l}\left(\log n_{i}\right)^{2 l \gamma}} . \tag{3.14}
\end{equation*}
$$

Note that

$$
\begin{align*}
E\left[\left(\sum_{j=1}^{i} \bar{T}_{j}\right)^{2 l}\right] & =\sum_{j_{1}, j_{2}, \ldots, j_{2 l}=1}^{i} E\left[\bar{T}_{j_{1}} \cdots \bar{T}_{j_{2 l}}\right]  \tag{3.15}\\
& =\sum_{(*)} \frac{(2 l)!}{\zeta_{1}!\cdots \zeta_{p}!} \sum_{j_{1}, \ldots, j_{p}=1}^{i} E\left[\bar{T}_{j_{1}}^{\zeta_{1}}\right] \cdots E\left[\bar{T}_{j_{p}}^{\zeta_{p}}\right]
\end{align*}
$$

where $(*)$ ranges over all $\left(\zeta_{1}, \ldots, \zeta_{p}\right), 1 \leq p \leq 2 l$, such that $\zeta_{i} \geq 2$ for all $1 \leq i \leq p$ and $\sum_{t=1}^{p} \zeta_{t}=2 l$. The second equality holds because $E\left[\bar{T}_{j_{1}} \cdots \bar{T}_{j_{2 l}}\right]=0$ when one of $j_{1}, j_{2}, \ldots, j_{2 l}$ is different from all the others, as the $\left\{\bar{T}_{j}\right\}_{j}$ are independent and mean zero.

Observe also that

$$
\begin{aligned}
\left|E\left[\bar{T}_{j}^{m}\right]\right| & =\left|E T_{j}^{m}-m E T_{j}^{m-1} E T_{j}+\cdots+(-1)^{m}\left(E T_{j}\right)^{m}\right| \\
& \leq c_{12}\left\{\left(n_{j}-n_{j-1}\right) \log \left(n_{j}-n_{j-1}\right)\right\}^{m}
\end{aligned}
$$

by (3.11), (3.12) and (3.5).
Then when $2^{k_{0}} \leq n_{i}<2^{k_{0}+1}$,

$$
\begin{align*}
\sum_{j=1}^{i}\left|\left[E \bar{T}_{j}^{m}\right]\right| & \leq c_{12} \sum_{j=1}^{i}\left\{\left(n_{j}-n_{j-1}\right) \log \left(n_{j}-n_{j-1}\right)\right\}^{m}  \tag{3.16}\\
& \leq c_{13} \sum_{k=1}^{k_{0}} k^{\alpha} \frac{2^{k m}}{k^{\alpha m}} k^{m} \leq c_{14} k_{0}^{m(1-\alpha)+\alpha_{2} m k_{0}}
\end{align*}
$$

where we used (3.7) for the last inequality. [Note that $c_{12}=c_{12}(m), c_{13}=$ $c_{13}(m), c_{14}=c_{14}(m)$ depend on $m$.] Using this, (3.15) is estimated from above by $c_{15} \sum_{(*)} k_{0}^{2 l(1-\alpha)+\alpha p} 2^{2 l k_{0}}$ for some $c_{15}=c_{15}(l)>0$. As the term is the biggest when $p=l$, combining with (3.14),

$$
\begin{aligned}
& \sum_{i=1}^{\infty} P\left(\sup _{r \leq i}\left|\sum_{j=1}^{r} \bar{T}_{j}\right| \geq n_{i}\left(\log n_{i}\right)^{\gamma}\right) \\
& \quad \leq c_{16} \sum_{k_{0}=1}^{\infty} k_{0}^{\alpha} \frac{k_{0}^{l(2-\alpha)} 2^{2 l k_{0}}}{2^{2 l k_{0}} k_{0}^{2 l \gamma}}=c_{16} \sum_{k_{0}=1}^{\infty} k_{0}^{2 l(1-\alpha / 2-\gamma)+\alpha}
\end{aligned}
$$

for some $c_{16}=c_{16}(l)>0$. The last term is finite if we choose $l$ large enough so that $2 l\left(1-\frac{\alpha}{2}-\gamma\right)+\alpha<-1$. This proves (3.13).

Let $J_{i}=\sum_{k=1}^{i} T_{k}$. Let $\xi_{i}=n_{i}\left(\log n_{i}\right)^{\gamma}$. Then,

$$
\begin{aligned}
& P\left(\left|B\left(J_{i}\right)-B\left(E J_{i}\right)\right|>\xi_{i}^{1 / 2}\left(\log n_{i}\right)^{\varepsilon} ;\left|J_{i}-E J_{i}\right| \leq 2 \xi_{i}\right) \\
& \quad \leq P\left(\sup _{E J_{i}-2 \xi_{i} \leq s, t \leq E J_{i}+2 \xi_{i}}\left|B_{t}-B_{s}\right| \geq \xi_{i}^{1 / 2}\left(\log n_{i}\right)^{\varepsilon}\right) \\
& \quad \leq c_{17} e^{-\left(\log n_{i}\right)^{2 \varepsilon} / 2}
\end{aligned}
$$

There are at most $c_{18} k_{0}^{\alpha}$ values of $n_{i}$ such that $2^{k_{0}-1} \leq n_{i} \leq 2^{k_{0}}$, so the above is summable in $k_{0}$. Combining with (3.13), we deduce

$$
B\left(J_{i}\right)-B\left(E J_{i}\right)=O\left(n_{i}^{1 / 2}\left(\log n_{i}\right)^{(\gamma / 2)+\varepsilon}\right)
$$

By (3.11), $\sum_{j=1}^{i} E T_{j}=\sum_{j=1}^{i}\left(n_{j}-n_{j-1}\right) \log \left(n_{j}-n_{j-1}\right)+O\left(n_{i} \sqrt{\log n_{i}}\right)$ and we have by elementary computations that

$$
\sum_{j=1}^{i} E T_{j}=n_{i} \log n_{i}+o\left(n_{i}\left(\log n_{i}\right)^{2 \beta-\varepsilon}\right)
$$

We thus have

$$
\begin{equation*}
B\left(\sum_{k=1}^{i} T_{k}\right)-B\left(n_{i} \log n_{i}\right)=O\left(\sqrt{n}_{i}\left(\log n_{i}\right)^{\beta}\right) \quad \text { a.s. } \tag{3.17}
\end{equation*}
$$

Putting together what we have so far, we have

$$
\left(R_{n_{i}}-E R_{n_{i}}\right)-B\left(n_{i} \log n_{i}\right)=O\left(\sqrt{n_{i}}\left(\log n_{i}\right)^{\beta}\right) \quad \text { a.s. }
$$

It remains to take care of values of $n$ that are not one of the $n_{i}$. By Lemma 3.3(b),

$$
\begin{aligned}
& P\left(\max _{\substack{n_{i} \leq \leq \leq n_{i} \\
n \in \mathrm{~N}}}\left|\bar{R}_{n}-\bar{R}_{n_{i}}\right|>\sqrt{n_{i}}\left(\log n_{i}\right)^{\beta}\right) \\
& \quad \leq c_{19} \frac{\left(\left(n_{i+1}-n_{i}\right) \log \left(n_{i+1}-n_{i}\right)\right)^{l / 2}}{\left(n_{i}\right)^{l / 2}\left(\log n_{i}\right)^{\beta l}} \\
& \quad \leq c_{20} k^{l(1-\alpha-2 \beta) / 2}
\end{aligned}
$$

if $2^{k} \leq n_{i} \leq 2^{k+1}$. There are at most $c_{21} k^{\alpha}$ values of $n_{i}$ such that $2^{k} \leq n_{i} \leq 2^{k+1}$, so taking $l$ large enough, this will be summable and we obtain

$$
\max _{n_{i} \leq n \leq n_{i+1}}\left|\bar{R}_{n}-\bar{R}_{n_{i}}\right|=O\left(\sqrt{n}_{i}\left(\log n_{i}\right)^{\beta}\right) \quad \text { a.s. }
$$

Finally, standard estimates on Brownian motion show that

$$
P\left(\sup _{n_{i} \log n_{i} \leq t \leq n_{i+1} \log n_{i+1}}\left|B_{t}-B_{n_{i}} \log n_{i}\right|>\sqrt{n}\left(\log n_{i}\right)^{\beta}\right)
$$

is summable in $i$ so that

$$
\sup _{n_{i} \log n_{i} \leq t \leq n_{i+1} \log n_{i+1}}\left|B_{t}-B_{n_{i} \log n_{i}}\right|=O\left(\sqrt{n}_{i}\left(\log n_{i}\right)^{\beta}\right) \quad \text { a.s. }
$$

The proof of Theorem 2.1 is complete.
REmARK 3.4. As we pointed out in Remark 2.3, similar arguments allow one to deduce Theorem 2.1 for $Q_{n}^{(p)}$, which is the number of distinct sites that $\left\{S_{i}: 0<i \leq n\right\}$ has visited exactly $p$ times. We sketch how to prove this. For $0 \leq a<b$, let $S(a, b]=\left\{S_{k}: a<k \leq b\right\}$ and $S^{p}(a, b]$ be the set of distinct sites where $S(a, b]$ visited exactly $p$ times. (For simplicity we do not count $S_{0}$.) Clearly, $Q_{n}^{(p)}=\# S^{p}(0, n]$. Now take a sequence $\left\{n_{j}\right\}$ as in the proof of this section, fix $i$, and define

$$
\begin{aligned}
U_{j}^{p} & =\# S^{p}\left(n_{j-1}, n_{j}\right], \\
L_{j}^{(i)} & =\#\left\{S^{p}\left(n_{j-1}, n_{j}\right] \cap S\left(n_{j}, n_{i}\right]\right\}, \\
M_{j}^{(i)} & =\#\left\{S\left(n_{j-1}, n_{j}\right] \cap S^{p}\left(n_{j}, n_{i}\right]\right\},
\end{aligned}
$$

$$
N_{j}^{(i)}=\sum_{l=1}^{p-1} \#\left\{S^{l}\left(n_{j-1}, n_{j}\right] \cap S^{p-l}\left(n_{j}, n_{i}\right]\right\} .
$$

Then

$$
\begin{equation*}
0 \leq L_{j}^{(i)}, M_{j}^{(i)}, N_{j}^{(i)} \leq V_{j} \tag{3.18}
\end{equation*}
$$

where $V_{j}$ is the same as above. By a simple calculation similar to [7], (3.1), we have

$$
\begin{equation*}
Q_{t}^{(p)}=\sum_{j=1}^{i} U_{j}^{p}-\sum_{j=1}^{i-1}\left(L_{j}^{(i)}+M_{j}^{(i)}-N_{j}^{(i)}\right) \tag{3.19}
\end{equation*}
$$

Thanks to (3.18), we can apply (3.3) to derive moment bounds for $L_{j}^{(i)}, M_{j}^{(i)}$ and $N_{j}^{(i)}$. Also, an estimate of the variance for $Q_{n}^{(p)}$ is obtained in [6], Theorem 3.1, so that (3.4) still holds (with a different constant for $\sigma$ ) for $Q_{n}^{(p)}$. Thus, our proof can be applied to $Q_{n}^{(p)}$.

In the rest of this section, we will give proofs of Lemmas 3.1, 3.2 and 3.3.
Proof of Lemma 3.1. First, note that because $V_{0, n+1}=1-Z_{n}+W_{n}$, then $V_{0, n}$ and $W_{n}$ have the same asymptotics. Also by the Markov property, $V_{a, b}$ and $V_{0, b-a}$ have the same distribution. As $E\left[\left(W_{n}\right)^{4}\right]=O\left(n^{2}\right)$ by Lemma 6.1 of [16], (3.2) follows.

We next prove (3.3) by induction. When $l=2$ this is from (3.2). Assume that (3.3) holds up to $l-1$. By the same argument as in the proof of Lemma 6.1 of [16], we have

$$
\begin{aligned}
\sum E\left[W_{i_{1}}^{n} \cdots W_{i_{2 l}}^{n}\right] \leq \sum & c_{1}\left(n-i_{2 l}\right)^{-1 / 2} G_{n}\left(0, x_{1}\right) G_{n}\left(x_{1}, x_{2}\right) \cdots G_{n}\left(x_{2 l-2}, x_{2 l-1}\right) \\
& \times G\left(\alpha_{1}, \alpha_{2}\right) G\left(\alpha_{2}, \alpha_{3}\right) \cdots G\left(\alpha_{2 l-1}, \alpha_{2 l}\right)
\end{aligned}
$$

where $i_{2 l}$ is fixed and the first sum is over all $0 \leq i_{1}<i_{2}<\cdots<i_{2 l-1} \leq n-1$. The second sum is over all $x_{1}, x_{2}, \ldots, x_{2 l-1} \in \mathbf{Z}^{3} \backslash\{0\}$ such that they are all distinct and over all permutations $\left(\alpha_{1}, \ldots, \alpha_{2 l}\right)$ of $\left(0, x_{1}, \ldots, x_{2 l-1}\right)$. We will sum over $i_{2 l}$, so what we need to show is the following:

$$
\begin{align*}
& \sum G_{n}\left(0, x_{1}\right) G_{n}\left(x_{1}, x_{2}\right) \cdots G_{n}\left(x_{2 l-2}, x_{2 l-1}\right)  \tag{3.20}\\
& \quad \times G\left(\alpha_{1}, \alpha_{2}\right) G\left(\alpha_{2}, \alpha_{3}\right) \cdots G\left(\alpha_{2 l-1}, \alpha_{2 l}\right)=O\left(n^{l-1 / 2}(\log n)^{l}\right)
\end{align*}
$$

By Lemma 3 of [13] we have

$$
\begin{align*}
\sum_{x} G_{n}(0, x)\{G(u, x)+G(x, u)\} & =O\left(n^{1 / 2}\right)  \tag{3.21}\\
\sum_{x} G_{n}(0, x) G(u, x) G(x, v) & =O(\log n), \tag{3.22}
\end{align*}
$$

uniformly over $u, v \in \mathbf{Z}^{3}$. First we sum over $x_{2 l-1}$ in the left-hand side of (3.20). Depending whether either of $\alpha_{1}$ or $\alpha_{2 l}$ is $x_{2 l-1}$ or not, we use either (3.21) or (3.22). Then we sum over $x_{2 l-2}, x_{2 l-3}, \ldots$. [When (3.22) is used, there is the possibility that for some $j$, no $x_{j}$ term will be left as we proceed with our summation. In that case, we use the estimate $\sum_{x_{j}} G_{n}\left(x_{j-1}, x_{j}\right)=$ $\sum_{k=0}^{n} \sum_{x_{j}} P^{(k)}\left(x_{j-1}, x_{j}\right) \leq n$.] As a result, we obtain (3.20).

We must also consider the case where at least two of $i_{1}, \ldots, i_{2 l-1}$ are equal, say $i_{j}=i_{j+1}$. In this case, as $W_{i_{j}}^{n} \leq 1$,

$$
\sum_{\substack{i_{1}, \ldots, i_{2 l-1} \\ i_{j}=i_{j+1}}} E\left[W_{i_{1}}^{n} \cdots W_{i_{2 l}}^{n}\right]=n \sum_{i_{3}, \ldots, i_{2 l-1}} E\left[W_{i_{3}}^{n} \cdots W_{i_{2 l}}^{n}\right],
$$

so that by the induction hypothesis, we again obtain the desired estimate. Combining these facts, the proof of (3.3) is complete.

Remark 3.5. We believe that the right-hand side of (3.3) can be replaced by $c_{2} n^{l}$. As (3.3) is enough for our use, we did not try to prove this.

The next lemma will be used in the proof of Lemma 3.2. The proof is due to D. Khoshnevisan.

Lemma 3.6. Let $E X_{1}=0$ and $E\left|X_{1}\right|^{2+\delta}<\infty$ for some $\delta \in(0,1)$. Let $Q$ be the covariance matrix of $X_{1}$ and let $\varepsilon=\delta /(4+\delta)$. Then

$$
G(0, x)=\frac{1}{2 \pi|Q|^{1 / 2}\left(x Q^{-1} x\right)^{1 / 2}}\left(1+O\left(|x|^{-\varepsilon}\right)\right) .
$$

Proof. Let $B_{t}$ be a standard three-dimensional Brownian motion and let $p_{s}(x)$ be the transition density for $Q^{1 / 2} B_{s}$, where $Q^{1 / 2}$ is the nonnegative definite symmetric square root of $Q$.

Considering the cases $|y| \leq 1$ and $|y|>1$ separately for $y \in \mathbf{R}$, note

$$
\left|e^{i y}-\left(1+i y-\frac{y^{2}}{2}\right)\right| \leq c_{1}\left(|y|^{2} \wedge|y|^{3}\right) \leq c_{2}|y|^{2+\delta} .
$$

If $\varphi$ is the characteristic function of $X_{1}$, then

$$
\left|\varphi(\alpha)-\left(1-\frac{1}{2} \alpha Q \alpha\right)\right| \leq c_{2} E\left|X_{1}\right|^{2+\delta}|\alpha|^{2+\delta} .
$$

Let $B>0$. Since $E\left|X_{1}\right|^{2+\delta}<\infty$ and $\left|a^{n}-b^{n}\right| \leq n|a-b|(|a| \vee|b|)^{n-1}$, for $|\alpha| \leq B \sqrt{\log n}$, we can deduce

$$
\left|\varphi^{n}(\alpha / \sqrt{n})-e^{-\alpha Q \alpha / 2}\right| \leq c_{3} n^{-\delta / 2}|\alpha|^{2+\delta} .
$$

Using this estimate, we now proceed as in the proof of Proposition 3.1 of [1] to obtain

$$
\begin{equation*}
\left|P\left(S_{n}=x\right)-p_{n}(x)\right| \leq c_{4} n^{-(3+\delta) / 2}(\log n)^{(5+\delta) / 2} \leq c_{5} n^{-(3 / 2)-(\delta / 4)} . \tag{3.23}
\end{equation*}
$$

It is well known (see [23]) that

$$
\begin{equation*}
P\left(S_{n}=x\right) \leq c_{6} n^{-3 / 2} . \tag{3.24}
\end{equation*}
$$

When $|x|>n^{1 / 2}$ we can get a better estimate on $P\left(S_{n}=x\right)$. Let $A=\left\{z \in \mathbf{Z}^{3}\right.$ : $|z| \leq|x-z|\}$. Write

$$
\begin{equation*}
P\left(S_{n}=x\right)=P\left(S_{n}=x, S_{\langle n / 2\rangle} \in A\right)+P\left(S_{n}=x, S_{\langle n / 2\rangle} \in A^{c}\right) \tag{3.25}
\end{equation*}
$$

By the Markov property, (3.24) and Chebyshev's inequality,

$$
\begin{aligned}
P\left(S_{n}=x, S_{\langle n / 2\rangle} \in A^{c}\right) & =\sum_{z \in A^{c}} P\left(S_{\langle n / 2\rangle}=z\right) P\left(S_{n-\langle n / 2\rangle}=x-z\right) \\
& \leq c_{6} n^{-3 / 2} \sum_{z \in A^{c}} P\left(S_{\langle n / 2\rangle}=z\right) \\
& \leq c_{6} n^{-3 / 2} P\left(\left|S_{\langle n / 2\rangle}\right| \geq|x| / 2\right) \\
& \leq c_{7} n^{-3 / 2} \frac{\langle n / 2\rangle}{|x|^{2}} \leq \frac{c_{8}}{n^{1 / 2}|x|^{2}} .
\end{aligned}
$$

If $\widetilde{S}_{k}=S_{n-k}$, then

$$
P\left(S_{n}=x, S_{\langle n / 2\rangle} \in A\right)=P\left(\widetilde{S}_{n}=0, \widetilde{S}_{n-\langle n / 2\rangle} \in A \mid \widetilde{S}_{0}=x\right)
$$

Since $\widetilde{S}_{k}$ satisfies the same hypotheses as $S_{k}$, then by the same argument the first term on the right-hand side of (3.25) is also bounded by $c_{8} /\left(n^{1 / 2}|x|^{2}\right)$. We thus have

$$
\begin{equation*}
P\left(S_{n}=x\right) \leq \frac{2 c_{8}}{n^{1 / 2}|x|^{2}} . \tag{3.26}
\end{equation*}
$$

That $p_{n}(x)$ satisfies the same bound is easy, using Gaussian tail estimates.
Let $r=2 /(1+\delta / 4)$ and $\varepsilon=\delta /(4+\delta)$. By (3.23), (3.26) and the bound on $p_{n}(x)$,

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left|P\left(S_{n}=x\right)-p_{n}(x)\right| \leq & \sum_{n=1}^{|x|^{r}} P\left(S_{n}=x\right)+\sum_{n=1}^{|x|^{r}} p_{n}(x) \\
& +\sum_{n=|x|^{r}+1}^{\infty}\left|P\left(S_{n}=x\right)-p_{n}(x)\right| \\
\leq & \frac{4 c_{8}}{|x|^{2}} \sum_{n=1}^{|x|^{r}} n^{-1 / 2}+c_{5} \sum_{n=|x|^{r}}^{\infty} n^{-(3 / 2)-(\delta / 4)} \\
\leq & c_{9}|x|^{(r / 2)-2}+c_{9}|x|^{-r((1 / 2)+(\delta / 4))} \\
\leq & c_{10}|x|^{-1-\varepsilon}
\end{aligned}
$$

It is easy to see that

$$
\left|\sum_{n=1}^{\infty} p_{n}(x)-\int_{0}^{\infty} p_{s}(x) d s\right| \leq \sum_{n=1}^{\infty}\left|p_{n}(x)-\int_{n-1}^{n} p_{s}(x) d s\right|
$$

is $o\left(|x|^{-1-\varepsilon}\right)$. A direct calculation of $\int_{0}^{\infty} p_{s}(x) d s$, now proves the lemma.
Proof of Lemma 3.2. We first prove (3.4) which is a refinement of Theorem 2 in [13]. Note that in the proof of Theorem 2 in [13], the following fact is obtained:

$$
\begin{equation*}
\operatorname{Var}\left(R_{n}\right)=2 \sum_{j=1}^{n-1} a_{j}+O(n \sqrt{\log n}) \tag{3.27}
\end{equation*}
$$

where

$$
\begin{align*}
a_{j} & =p \sum_{x \in B_{j} \cap \mathbf{Z}^{3}} G(0, x) b(x)+O(1),  \tag{3.28}\\
B_{j} & =\left\{z \in \mathbf{R}^{3}: 1 \leq z Q^{-1} z \leq j\right\},  \tag{3.29}\\
b(x) & =\frac{1-F(x, 0)}{1-F(x, 0) F(0, x)} p F(x, 0) F(0, x),  \tag{3.30}\\
F(x, y) & =p G(x, y), \tag{3.31}
\end{align*}
$$

and $Q$ is the covariance matrix for $X_{1}$ (equation (3.30) is proved in Lemma 5 of [13]). We have by (3.28) and (3.30) that

$$
\begin{equation*}
a_{j}=p^{4} \sum_{x \in B_{j} \cap \mathbf{Z}^{3}} G(0, x)^{2} G(x, 0)+O\left(\left\{\sum_{x \in B_{j} \cap \mathbf{Z}^{3}} G(0, x)^{3} G(x, 0)\right\} \vee 1\right) . \tag{3.32}
\end{equation*}
$$

By Lemma 3.6 with $\varepsilon=\delta /(4+\delta)$,

$$
\begin{equation*}
G(0, x)=\frac{1}{2 \pi|Q|^{1 / 2}\left(x Q^{-1} x\right)^{1 / 2}}\left(1+O\left(x^{-\varepsilon}\right)\right) . \tag{3.33}
\end{equation*}
$$

Note that by translation invariance, $G(-x, 0)=G(0, x)$, so that $G(x, 0)$ has the same asymptotics as $G(0, x)$. Substituting (3.33) in (3.32), we have

$$
\begin{aligned}
a_{j}= & p^{4}(2 \pi)^{-3}|Q|^{-3 / 2} \sum_{x \in B_{j} \cap \mathbf{Z}^{3}}\left(x Q^{-1} x\right)^{-3 / 2} \\
& +O\left(\left\{\sum_{x \in B_{j} \cap \mathbf{Z}^{3}}\left(x Q^{-1} x\right)^{-(3 / 2)-\varepsilon}\right\} \vee 1\right) .
\end{aligned}
$$

Since

$$
\begin{aligned}
\sum_{x \in B_{j} \cap \mathbf{Z}^{3}}\left(x Q^{-1} x\right)^{-3 / 2} & =\int_{B_{j}}\left(z Q^{-1} z\right)^{-3 / 2} d z+O(1) \\
& =\int_{\left\{1 \leq|y|^{2} \leq j\right\}}|y|^{-3}|Q|^{1 / 2} d y+O(1) \\
& =2 \pi|Q|^{1 / 2} \log j+O(1)
\end{aligned}
$$

and $\sum_{x \in B_{j} \cap \mathbf{Z}^{3}}\left(x Q^{-1} x\right)^{-(3 / 2)-\varepsilon}=O(1)$ by a similar computation, we have

$$
a_{j}=\sigma^{2}(\log j) / 2+O(1)
$$

where $\sigma^{2}=2 p^{4}(2 \pi)^{-2}|Q|^{-1}$. Substituting this into (3.27), we obtain (3.4).
We next prove (3.5). The basic idea is the same as the proof of Lemma 4.1 in [16]. Set $\rho_{n}=\sqrt{n \log n}$ and define for each $m, n \in \mathbf{N}$,

$$
L_{n, m}=\frac{1}{\rho_{n}}\left\{E\left[\left(R_{n}-E R_{n}\right)^{2 m}\right]\right\}^{1 / 2 m}
$$

Our goal is to prove

$$
\begin{equation*}
L_{n, m} \leq M_{m} \quad \text { for all } m, n \in \mathbf{N} \tag{3.34}
\end{equation*}
$$

where $\left\{M_{m}\right\}$ is a sequence of positive bounded numbers independent of $n$. Once (3.34) is proved, it leads to (3.5) for $l$ odd by using Hölder's inequality.

As seen in (2.4) and (3.4), (3.34) holds for $m=1,2$. Now we assume that (3.34) holds for all $m \leq m_{0}$ [thus, by Hölder's inequality, (3.5) holds for all $l \leq 2 m_{0}$ ], and we will show $\left\{L_{n, m_{0}+1}\right\}$ is bounded for all $n$. Note that

$$
\begin{equation*}
R_{2 n}=\sum_{i=0}^{n} Z_{i}^{n}+\sum_{i=n}^{2 n} Z_{i}^{2 n}-\sum_{i=0}^{n-1}\left(Z_{i}^{n}-Z_{i}^{2 n}\right)-1 \tag{3.35}
\end{equation*}
$$

and by (3.3),

$$
\begin{equation*}
E\left[\left(\sum_{i=0}^{n-1}\left(Z_{i}^{n}-Z_{i}^{2 n}\right)\right)^{2\left(m_{0}+1\right)}\right] \leq E\left[W_{n}^{2\left(m_{0}+1\right)}\right]=O\left(\rho_{n}^{2\left(m_{0}+1\right)}\right) \tag{3.36}
\end{equation*}
$$

Recall $\bar{Y}=Y-E Y$ for any random variable $Y$. Noting that $\sum_{i=0}^{n} \bar{Z}_{i}^{n}$ and
$\sum_{i=n}^{2 n} \bar{Z}_{i}^{2 n}$ are independent and have the same distribution as $\bar{R}_{n}$, we have

$$
\begin{align*}
& E\left[\left(\sum_{i=0}^{n} \bar{Z}_{i}^{n}+\sum_{i=n}^{2 n} \bar{Z}_{i}^{2 n}\right)^{2\left(m_{0}+1\right)}\right] \\
& \quad=2 E\left[\bar{R}_{n}^{2\left(m_{0}+1\right)}\right]+2\binom{2\left(m_{0}+1\right)}{2} E\left[\bar{R}_{n}^{2 m_{0}}\right] E\left[\bar{R}_{n}^{2}\right]+\cdots  \tag{3.37}\\
& \quad+\binom{2\left(m_{0}+1\right)}{m_{0}+1} E\left[\bar{R}_{n}^{m_{0}+1}\right]^{2} \\
& \quad \leq \rho_{n}^{2\left(m_{0}+1\right)}\left(2 L_{n, m_{0}+1}^{2\left(m_{0}+1\right)}+c_{1}\right)
\end{align*}
$$

for some $c_{1}=c_{1}\left(m_{0}\right)>0$, where the last inequality is due to the induction hypothesis. By (3.35), (3.36) and (3.37), we have

$$
\left\{E\left[\bar{R}_{2 n}^{2\left(m_{0}+1\right)}\right]\right\}^{1 / 2\left(m_{0}+1\right)} \leq \rho_{n}\left(2 L_{n, m_{0}+1}^{2\left(m_{0}+1\right)}+c_{1}\right)^{1 / 2\left(m_{0}+1\right)}+O\left(\rho_{n}\right) .
$$

Dividing both sides by $\rho_{2 n} \sim \sqrt{2} \rho_{n}$, we have

$$
\begin{equation*}
L_{2 n, m_{0}+1} \leq\left(\frac{1}{2^{m_{0}}} L_{n, m_{0}+1}^{2\left(m_{0}+1\right)}+c_{2}\right)^{1 / 2\left(m_{0}+1\right)}+c_{3} \tag{3.38}
\end{equation*}
$$

Now choose $N$ large so that

$$
\left(\frac{1}{2^{m_{0}}}+\frac{c_{2}}{N^{2\left(m_{0}+1\right)}}\right)^{1 / 2\left(m_{0}+1\right)}+\frac{c_{3}}{N} \leq 1 .
$$

Either $L_{m, m_{0}+1} \leq N$ for every $m$ that is a power of 2 or for some $m \in \mathbf{N}$ that is a power of 2 , we have $L_{m, m_{0}+1} \geq N$. In the latter case, for $n \geq m$, we have by (3.38) that

$$
\begin{aligned}
& \frac{L_{2 n, m_{0}+1}}{L_{m, m_{0}+1}} \\
& \quad \leq\left(\frac{1}{2^{m_{0}}}\left(\frac{L_{n, m_{0}+1}}{L_{m, m_{0}+1}}\right)^{2\left(m_{0}+1\right)}+\frac{c_{2}}{\left(L_{m, m_{0}+1}\right)^{2\left(m_{0}+1\right)}}\right)^{1 / 2\left(m_{0}+1\right)}+\frac{c_{3}}{L_{m, m_{0}+1}} .
\end{aligned}
$$

Thus $L_{2 m, m_{0}+1} \leq L_{m, m_{0}+1}$ and by induction it follows that $L_{n, m_{0}+1} \leq L_{m, m_{0}+1}$ for all $n>m$ which are powers of 2 . Thus $\left\{L_{2^{n}, m_{0}+1}\right\}$ is bounded.

Next consider $n / 2<m<n$ where $n$ is a power of 2 . We can write

$$
R_{n}=\sum_{i=0}^{m} Z_{i}^{m}+\sum_{i=m}^{n} Z_{i}^{n}-\sum_{i=0}^{m-1}\left(Z_{i}^{m}-Z_{i}^{n}\right)-1
$$

By a similar argument to the above, we obtain

$$
L_{m, m_{0}+1} \leq c_{4} L_{n, m_{0}+1}+c_{5} .
$$

The boundedness of $\left\{L_{n, m_{0}+1}\right\}$ follows.

REMARK 3.7. Hamana [9] has informed us that (3.27) holds with $O(n)$ (instead of $O(n \sqrt{\log n})$ ). Using this, the extra term in (3.4) can be sharpened to $O(n)$.

Proof of Lemma 3.3. Let

$$
\begin{aligned}
& A=\#\left\{S_{k}: a<k \leq b\right\}, \\
& B=\#\left(\left\{S_{k}: a<k \leq b\right\} \cap\left\{S_{k}: 0 \leq k \leq a\right\}\right) .
\end{aligned}
$$

Then

$$
\bar{R}_{b}-\bar{R}_{a}=\bar{A}-\bar{B}
$$

The law of $A$ is equal to the law of $R_{b-a}$, so by Lemma 3.2 we have

$$
E\left[(\bar{A})^{l}\right] \leq c_{1}((b-a) \log (b-a))^{l / 2}
$$

Consider the sequence $\left\{\widetilde{S}_{k}\right\}=\left\{S_{b}, S_{b-1}, \ldots, S_{0}\right\}$. Then $\widetilde{S}_{k}$ is a random walk satisfying the same conditions as $S_{k}$ and

$$
B=\#\left(\left\{\widetilde{S}_{k}: 0 \leq k<b-a\right\} \cap\left\{\widetilde{S}_{k}: b-a \leq k \leq b\right\}\right)
$$

By Lemma 3.1,

$$
E\left[B^{l}\right] \leq c_{2}((b-a) \log (b-a))^{l / 2}
$$

Since $(E B)^{l} \leq E\left[B^{l}\right]$ by Jensen's inequality, combining with the estimate for $\bar{A}$ proves (a).

Let $D=b-a$ and

$$
G_{k}=\frac{\left(R_{k+a}-E R_{k+a}\right)-\left(R_{a}-E R_{a}\right)}{(D \log D)^{1 / 2}}
$$

To show (b) we need to show

$$
\begin{equation*}
P\left(\max _{k \leq D}\left|G_{k}\right|>\lambda\right) \leq \frac{c_{3}}{\lambda^{l}} \tag{3.39}
\end{equation*}
$$

Note from (a) that

$$
\begin{equation*}
E\left|G_{k}-G_{j}\right|^{l} \leq c_{4}(|k-j| / D)^{l / 2} \tag{3.40}
\end{equation*}
$$

For each $k$ let $k_{j}$ be the largest element of $\left\{\left\langle m D / 2^{j}\right\rangle: m \leq 2^{j}\right\}$ that is less than or equal to $k$. We have

$$
G_{k}=G_{k_{0}}+\left(G_{k_{1}}-G_{k_{0}}\right)+\left(G_{k_{2}}-G_{k_{1}}\right)+\cdots
$$

The sum is actually finite because from some point on all the $k_{j}$ are equal to $k$. Thus, in order for $\left|G_{k}\right|$ to be larger than $\lambda$ for some $k \leq D$ there must be a $j \geq 0$ and an $m \leq 2^{j}$ such that

$$
\left|G_{\left\langle(m+1) D / 2^{j}\right\rangle}-G_{\left\langle m D / 2^{j}\right\rangle}\right| \geq \frac{\lambda}{40(j+1)^{2}}
$$

Therefore, using (3.40),

$$
\begin{aligned}
P\left(\max _{k \leq D}\left|G_{k}\right|>\lambda\right) & \leq \sum_{j=0}^{\infty} \sum_{m=0}^{2^{j}} P\left(\left|G_{\left\langle(m+1) D / 2^{j}\right\rangle}-G_{\left\langle m D / 2^{j}\right\rangle}\right| \geq \frac{\lambda}{40(j+1)^{2}}\right) \\
& \leq c_{5} \sum_{j=0}^{\infty} 2^{j} \frac{\left(1 / 2^{j}\right)^{l / 2}(j+1)^{2 l}}{\lambda^{l}} \\
& \leq \frac{c_{6}}{\lambda^{l}}
\end{aligned}
$$

as long as $l>2$. This proves (3.39).
4. Proof: two-dimensional case. We split the proof of Theorem 2.5 into two parts. The first is the following.

Proposition 4.1. $\quad$ Suppose $d=2$. There exists $c_{4.1}>0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\sup _{j \leq n}\left(R_{j}-E R_{j}\right)}{n \log _{3} n /(\log n)^{2}} \leq c_{4.1} \quad \text { a.s. } \tag{4.1}
\end{equation*}
$$

We do not require Assumption 2.4 here.
Using (2.6), it is enough to prove the theorem when we replace $E R_{n}$ with $\kappa n / \log n$. We fix $n$ and for each $j \in \mathbf{N}$ with $j \leq n$, set

$$
\begin{aligned}
\varphi_{j} & = \begin{cases}1, & j=1, \\
\frac{j}{\log j}, & j>1,\end{cases} \\
F_{j} & =R_{j}-\kappa \varphi_{j}, \\
G_{j} & =G_{j}^{n}=F_{j} \frac{(\log n)^{2}}{n}, \\
K & =\left[\log _{2} n\right]+1
\end{aligned}
$$

We will show that $\max _{j \leq k} G_{j}$ is almost subadditive. If it had been subadditive, we could have used the technique in [2], Section 3. Here we must modify the ideas in [2] appropriately.

LEMMA 4.2. There exists $c_{4.2}$ such that if $A, B \in \mathbf{N}, C=A+B$ and $\alpha=(A \wedge B) / C$, then

$$
\begin{equation*}
\left|\varphi_{C}-\varphi_{A}-\varphi_{B}\right| \leq c_{4.2} \frac{C}{(\log C)^{2}} \alpha^{1 / 2} \tag{4.2}
\end{equation*}
$$

Proof. The cases where $A$ or $B$ equal 1 are easy, so we suppose $A, B>1$. We start with the identity

$$
\varphi_{C}-\varphi_{A}-\varphi_{B}=\frac{C}{\log C}\left[-\frac{A}{C} \frac{\log C-\log A}{\log A}-\frac{B}{C} \frac{\log C-\log B}{\log B}\right]
$$

If $2 \leq A \leq C^{1 / 2}$, then $\log A \geq \frac{1}{3}$ and

$$
0 \leq \frac{A}{C} \frac{\log C-\log A}{\log A} \leq 3\left(\frac{A}{C}\right)^{1 / 2} \frac{1}{\log C} \frac{(\log C)^{2}}{C^{1 / 4}} \leq \frac{c_{1}}{\log C}\left(\frac{A}{C}\right)^{1 / 2}
$$

If $C^{1 / 2} \leq A \leq C / 2$, then

$$
0 \leq \frac{A}{C} \frac{\log C-\log A}{\log A} \leq 2 \frac{A}{C} \frac{\log (C / A)}{\log C} \leq \frac{c_{2}}{\log C}\left(\frac{A}{C}\right)^{1 / 2}
$$

If $A \geq C / 2$, then

$$
0 \leq \frac{A}{C} \frac{\log C-\log A}{\log A} \leq \frac{c_{3}}{\log A}|\log (1-(B / C))| \leq \frac{c_{4}}{\log C}\left(\frac{B}{C}\right)^{1 / 2}
$$

We similarly bound $(B / C)((\log C-\log B) / \log B)$.
The following lemma is similar to Lemma 3.3, but here there are no absolute values and the estimates are one-sided.

Lemma 4.3. (a) There exists $M>0$ not depending on $n$ such that

$$
\begin{equation*}
P\left(\max _{1 \leq j \leq n} G_{j}>M\right)<\frac{1}{2} \tag{4.3}
\end{equation*}
$$

(b) There exist $c_{4.3}, c_{4.4}>0$ not depending on $n$ such that

$$
\begin{equation*}
E\left[\exp \left(c_{4.3} \max _{1 \leq j \leq n} G_{j}\right)\right] \leq c_{4.4} \tag{4.4}
\end{equation*}
$$

Proof. Let $\theta_{j}$ be the usual shift operators. Since $R_{n}-R_{m} \leq R_{n-m} \circ \theta_{m}$, then by Lemma 4.2,

$$
\begin{equation*}
G_{n}-G_{m} \leq G_{n-m} \circ \theta_{m}+c_{1}\left(\frac{m}{n} \wedge \frac{n-m}{n}\right)^{1 / 2} \tag{4.5}
\end{equation*}
$$

By the Markov property, (2.6) and (2.7),

$$
\begin{equation*}
E\left[\left(G_{j} \circ \theta_{m}\right)^{2}\right]=E^{S_{m}} G_{j}^{2}=E G_{j}^{2} \leq c_{2}(j / n)^{2}\left(\frac{\log n}{\log j}\right)^{4} \leq c_{3}(j / n)^{3 / 2} \tag{4.6}
\end{equation*}
$$

In particular

$$
\begin{equation*}
E G_{j}^{2} \leq c_{3}(j / n)^{3 / 2} \tag{4.7}
\end{equation*}
$$

For each $k$ let $k_{j}$ be the largest element of $\left\{\left\langle m n / 2^{j}\right\rangle: m \leq 2^{j}\right\}$ that is less than or equal to $k$. We have

$$
G_{k}=G_{k_{0}}+\left(G_{k_{1}}-G_{k_{0}}\right)+\left(G_{k_{2}}-G_{k_{1}}\right)+\cdots,
$$

where the sum is a finite one. If $\max _{k \leq n} G_{k} \geq M$, then for some $j \geq 0$ the following must hold:

$$
\begin{equation*}
G_{\left\langle(m+1) n / 2^{j}\right\rangle}-G_{\left\langle m n / 2^{j}\right\rangle}>\frac{M}{40(j+1)^{2}} \quad \text { for some } m \leq 2^{j} . \tag{4.8}
\end{equation*}
$$

Let $I(m, j)=\left\langle(m+1) n / 2^{j}\right\rangle-\left\langle m n / 2^{j}\right\rangle$. If $m \leq 2^{j / 8}$, then by (4.7),

$$
\begin{aligned}
& P\left(G_{\left\langle(m+1) n / 2^{j}\right\rangle}-G_{\left\langle m n / 2^{j}\right\rangle}>\frac{M}{40(j+1)^{2}}\right) \\
& \quad \leq \frac{3200(j+1)^{4}}{M^{2}}\left(E G_{\left\langle(m+1) n / 2^{j}\right\rangle}^{2}+E G_{\left\langle m n / 2^{j}\right\rangle}^{2}\right) \\
& \quad \leq \frac{c_{4}(j+1)^{4}\left(m / 2^{j}\right)^{3 / 2}}{M^{2}} \\
& \quad \leq \frac{c_{5}}{2^{5 j / 4} M^{2}} .
\end{aligned}
$$

If $m>2^{j / 8}$, then using (4.5),

$$
\begin{aligned}
G_{\left\langle(m+1) n / 2^{j}\right\rangle}-G_{\left\langle m n / 2^{j}\right\rangle} & \leq G_{I(m, j)} \circ \theta_{\left\langle m n / 2^{j}\right\rangle}+c_{1}(m+1)^{-1 / 2} \\
& \leq G_{I(m, j)} \circ \theta_{\left\langle m n / 2^{j}\right\rangle}+\frac{M}{80(j+1)^{2}}
\end{aligned}
$$

if $M$ is large enough. In this case, using (4.6),

$$
\begin{aligned}
& P\left(G_{\left\langle(m+1) n / 2^{j}\right\rangle}-G_{\langle m n / 2 j\rangle}>\frac{M}{40(j+1)^{2}}\right) \\
& \quad \leq P\left(G_{I(m, j)} \circ \theta_{\left\langle m n / 2^{j}\right\rangle}>\frac{M}{80(j+1)^{2}}\right) \\
& \quad \leq c_{6} \frac{(j+1)^{4}}{M^{2}} \frac{1}{2^{3 j / 2}} \\
& \quad \leq \frac{c_{7}}{2^{5 j / 4} M^{2}} .
\end{aligned}
$$

We thus have

$$
\begin{aligned}
P\left(\max _{j \leq n} G_{j}>M\right) & \leq \sum_{j=0}^{\infty} \sum_{m=1}^{2^{j}} P\left(G_{\left\langle(m+1) n / 2^{j}\right\rangle}-G_{\langle m n / 2 j\rangle}>\frac{M}{40(j+1)^{2}}\right) \\
& \leq \sum_{j=0}^{\infty} c_{8} \frac{2^{j}}{M^{2}} \frac{1}{2^{5 j / 4}} \\
& \leq \frac{c_{8}}{M^{2}} \leq \frac{1}{2}
\end{aligned}
$$

if $M$ is large enough.
We next prove (4.4). Note that by (4.5), we have

$$
\begin{equation*}
G_{n}-G_{m} \leq G_{n-m} \circ \theta_{m}+c_{9} . \tag{4.9}
\end{equation*}
$$

Now, choose $c_{10}$ large so that $c_{10} / 2>c_{9}$ and

$$
\begin{equation*}
P\left(\max _{1 \leq j \leq n} G_{j}>\left(c_{10} / 2\right)-c_{9}\right)<1 / 2 \quad \text { for all } n \in \mathbf{N} \tag{4.10}
\end{equation*}
$$

which is possible by (4.3). Let $T_{k}=\min \left\{j: G_{j}>c_{10} k\right\}$. Then

$$
\begin{aligned}
P\left(\max _{j \leq n} G_{j}>c_{10}(k+1)\right) & =P\left(T_{k+1} \leq n\right) \\
& \leq P\left(T_{k} \leq n, \max _{T_{k} \leq j \leq n}\left(G_{j}-G_{T_{k}}\right)>c_{10} / 2\right) \\
& =E\left[P\left(\max _{T_{k} \leq j \leq n}\left(G_{j}-G_{T_{k}}\right)>c_{10} / 2 \mid \mathcal{F}_{T_{k}}\right) ; T_{k} \leq n\right] \\
& \leq E\left[P\left(\max _{j \leq n} G_{j}>\left(c_{10} / 2\right)-c_{9}\right) ; T_{k} \leq n\right] \\
& \leq \frac{1}{2} P\left(T_{k} \leq n\right),
\end{aligned}
$$

where the second inequality follows by (4.9) and the third inequality by (4.10). By induction we obtain $P\left(T_{k} \leq n\right) \leq 2^{-n}$, which yields (4.4).

Proof of Proposition 4.1. Let

$$
C_{j}=\max _{\langle j n / K\rangle \leq i<\langle(j+1) n / K\rangle}\left[R_{i}-R_{\langle j n / K\rangle}-\kappa \varphi_{i-\langle j n / K\rangle}\right]
$$

and

$$
D_{j}=\frac{C_{j}}{(n / K) /(\log (n / K))^{2}}
$$

By Lemma 4.3 there exist $c_{1}, c_{2}$ such that $E e^{c_{1} D_{j}} \leq c_{2}$. Moreover, the $D_{j}$ are independent. Let

$$
e_{K, n}=\frac{\left|\varphi_{n}-K \varphi_{\langle n / K\rangle}\right|}{n /(\log n)^{2}} .
$$

An elementary computation shows that

$$
e_{K, n} \leq c_{3} \log K
$$

Since

$$
\max _{m \leq n} \frac{\left(R_{m}-\kappa \varphi_{m}\right)}{n /(\log n)^{2}} \leq \frac{c_{4}}{K} \sum_{j=1}^{K} D_{j}+\kappa e_{K, n}
$$

for $A \geq 2 c_{3} \kappa$, we have

$$
\begin{aligned}
P\left(\max _{m \leq n} \frac{R_{m}-\kappa \varphi_{m}}{n /(\log n)^{2}}>A \log K\right) & \leq P\left(\frac{c_{4}}{K} \sum_{j=1}^{K} D_{j}>A \log K-\kappa e_{K, n}\right) \\
& \leq P\left(\sum_{j=1}^{K} D_{j}>A K(\log K) /\left(2 c_{4}\right)\right) \\
& \leq e^{-c_{1} A K(\log K) /\left(2 c_{4}\right)} E e^{c_{1} \sum D_{j}} \\
& \leq e^{-c_{5} A K(\log K) / 2} c_{2}^{K} \\
& \leq e^{-c_{5} A K(\log K) / 2}
\end{aligned}
$$

if $K$ is large enough. Using this inequality for $n=n_{i}=2^{i}$ and $K=\left\langle\log _{2} n\right\rangle$, the right-hand side is summable in $i$, and we can apply Borel-Cantelli. Since

$$
\frac{\sup _{j \leq n}\left(R_{j}-\kappa \varphi_{j}\right)}{n \log _{3} n /(\log n)^{2}} \leq 2 \frac{\sup _{j \leq n_{i+1}}\left(R_{j}-\kappa \varphi_{j}\right)}{n_{i+1} \log _{3} n_{i+1} /\left(\log n_{i+1}\right)^{2}}
$$

for $n_{i} \leq n<n_{i+1}$ if $i$ is large, we obtain (4.1).
We next work on the lower bound.
Proposition 4.4. Suppose $d=2$. Under Assumption 2.4, there exists $c_{4.5}>0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\sup _{j \leq n}\left(R_{j}-E R_{j}\right)}{n \log _{3} n /(\log n)^{2}} \geq c_{4.5} \quad \text { a.s. } \tag{4.11}
\end{equation*}
$$

The idea of the proof of Proposition 4.4 is to split $S_{0}, S_{1}, \ldots, S_{n}$ into about $\log _{2} n$ blocks of approximately equal length. We show that there is sufficiently large probability that the $j$ th and $k$ th blocks will not overlap if $|j-k|>1$. If $J_{j}$ is
the range of the $j$ th block and $H_{j}$ is the cardinality of the overlap of the $(j-1)$ st and $j$ th blocks, we can then write

$$
R_{n}-E R_{n}=\sum_{j}\left(J_{j}-E J_{j}\right)+\left(\sum_{j} E J_{j}-E R_{n}\right)-\sum_{j} H_{j} .
$$

We estimate the first term on the right-hand side using the central limit theorem of [18]. The second term is a straightforward computation. To bound the final term, we first need to develop some estimates for the intersections of two random walks.

In order to prove Proposition 4.4, we need two lemmas. Let $I_{n}$ be the cardinality of $\left\{S_{k}: k \in[0, n]\right\} \cap\left\{S_{k}^{\prime}: k \in[0, n]\right\}$ where $S_{k}$ and $S_{k}^{\prime}$ are two independent random walks with $S_{0}=y, S_{0}^{\prime}=y^{\prime}$ for some $y, y^{\prime} \in \mathbf{Z}^{2}$. Note that the initial points $y, y^{\prime}$ can be chosen arbitrarily in $\mathbf{Z}^{2}$. Denote by $\alpha_{t}$ the intersection local time of two independent two-dimensional Brownian motions up to time $t$.

Lemma 4.5. Under Assumption 2.4, there exists $c_{4.6}>0$ such that

$$
\begin{equation*}
E\left[\left(\frac{I_{n}}{n /(\log n)^{2}}\right)^{p}\right] \leq c_{4.6}^{p} E \alpha_{1}^{p} \quad \text { for all } p \in \mathbf{N} . \tag{4.12}
\end{equation*}
$$

Proof. Let $T_{y}=\inf \left\{k>0: S_{k}=y\right\}$. We will show

$$
\begin{equation*}
\left(\log \left(|y|^{2} T\right)\right) P^{0}\left(T_{y} \leq|y|^{2} T\right) \leq c_{1} v([0, T]) \quad \text { for all } y \in \mathbf{Z}^{2} \tag{4.13}
\end{equation*}
$$

where $v$ is the measure on $\mathbf{R}$ with density $(1 / t) \exp \left(-1 /\left(c_{2} t\right)\right)$, with some $c_{2}>0$ to be chosen later. We first prove the lemma assuming (4.13). Using (5.a), (5.b) and (5.c) of Le Gall [18],

$$
\frac{(\log n)^{2 p}}{n^{p}} E\left[I_{n}^{p}\right] \leq \sum_{\sigma, \sigma^{\prime} \in \delta_{p}} \int_{\left(R^{2}\right)^{p}} d u_{1} \cdots d u_{p} \theta_{n}\left(u_{1}, \ldots, u_{p}\right) \theta_{n}^{\prime}\left(u_{1}, \ldots, u_{p}\right)
$$

for all $p \in \mathbf{N}$ where $\delta_{p}$ is the set of permutations of $\{1, \ldots, p\}$ and $\theta_{n}$ is defined by

$$
\theta_{n}\left(u_{1}, \ldots, u_{p}\right)=(\log n)^{p} P^{0}\left(T_{\left[n^{1 / 2} u_{\sigma(1)}\right]} \leq \cdots \leq T_{\left[n^{1 / 2} u_{\sigma(p)]}\right.} \leq n\right)
$$

for each $u_{1}, \ldots, u_{p} \in \mathbf{R}^{2}$. Similarly to the proof just before equation (5.d) in [18], and using (4.13), we have

$$
\begin{aligned}
\theta_{n}\left(u_{1}, \ldots, u_{p}\right) \leq & c_{1}^{p} \int_{0}^{1} \frac{d t_{1}}{t_{1}} \exp \left(-\frac{\left|u_{\sigma(1)}\right|^{2}}{c_{2} t_{1}}\right) \\
& \times \int_{0}^{1-t_{1}} \frac{d t_{2}}{t_{2}} \exp \left(-\frac{\left|u_{\sigma(2)}-u_{\sigma(1)}\right|^{2}}{c_{2} t_{2}}\right) \times \cdots \\
& \times \int_{0}^{1-\left(t_{1}+\cdots+t_{p-1}\right)} \frac{d t_{p}}{t_{p}} \exp \left(-\frac{\left|u_{\sigma(p)}-u_{\sigma(p-1)}\right|^{2}}{c_{2} t_{p}}\right) .
\end{aligned}
$$

As in (5.d) in [18], this is less than

$$
c_{3}^{p} \int \cdots \int_{0 \leq s_{1} \leq \cdots \leq s_{p} \leq 1} d s_{1} \cdots d s_{p} \prod_{i=1}^{p} q_{s_{i}-s_{i-1}}\left(u_{\sigma(i-1)}, u_{\sigma(i)}\right),
$$

where $q_{s}$ be the transition density of a two-dimensional Brownian motion, with the variance at time $t$ not $t I$ but $c_{4} t I$ (where $c_{4}=c_{2} / 2$ ); in other words, a speeded up Brownian motion. Also we set $\sigma(0)=0$. Following Le Gall's argument on page 495 in [18], this in turn is less than $c_{5}^{p} E \ell_{c_{6}}^{p}$, but now $\ell_{c_{6}}$ is the intersection local time of two independent Brownian motions that each have covariance matrix $c_{6} t I$. By scaling, this will be less than $c_{5}^{p} c_{6}^{p} E \alpha_{1}^{p}$, which completes the proof of the lemma.

It remains to show (4.13). For the proof of this, we observe two facts. One is Theorem 3.6 in [18]:

$$
\begin{equation*}
(\log n) P^{y}\left(T_{0} \leq n\right) \leq c_{7}\left\{(\log \sqrt{n} /|y|)^{+}+\frac{n}{|y|^{2}} \mathbb{1}_{\{|y| / \sqrt{n} \geq 1 / 2\}}\right\} \tag{4.14}
\end{equation*}
$$

The other is Bernstein's inequality,

$$
P\left(\max _{k \leq n}\left|S_{k}\right|>\lambda\right) \leq \exp \left(-\frac{\lambda^{2}}{c_{8}(n+\Lambda \lambda)}\right)
$$

where $\Lambda$ is given in Assumption 2.4(b); see [3].
Using (4.14) with $n=|y|^{2} T$, (4.13) is clear for $T>\left(32 \Lambda^{2}\right)^{-1}$ [note that replacing $y$ by $-y$ in (4.14) and using translation invariance, (4.14) holds for $\left.P^{0}\left(T_{y} \leq n\right)\right]$. If $T \leq\left(32 \Lambda^{2}\right)^{-1}$ and $|y| \leq 4 \Lambda$, then $|y|^{2} T \leq \frac{1}{2}$ and (4.13) follows trivially. So we look at the case where $T \leq\left(32 \Lambda^{2}\right)^{-1}$ and $|y|>4 \Lambda$. It is easy to see that $v([0, T]) \geq c_{9} \exp \left(-1 /\left(c_{10} T\right)\right)$ for $T \leq\left(32 \Lambda^{2}\right)^{-1}$. Denote by $\tau_{B(0, r)}$ the first exit time from the ball centered at 0 and radius $r$. By the strong Markov property we have

$$
\begin{align*}
P^{0}\left(T_{y} \leq|y|^{2} T\right) & =P^{0}\left(\tau_{B(0,|y| / 2)} \leq|y|^{2} T, T_{y} \leq|y|^{2} T\right) \\
& \leq E^{0}\left[P^{S_{B(0,|y| / 2)}}\left(T_{y-S_{\tau_{B(0,|y| / 2)}}} \leq|y|^{2} T\right) ; \tau_{B(0,|y| / 2)} \leq|y|^{2} T\right] \tag{4.15}
\end{align*}
$$

By (4.14),

$$
\begin{equation*}
P^{S_{\tau_{B(0,|y| / 2)}}\left(T_{\left.y-S_{\tau(B(0,|y| / 2)}\right)} \leq|y|^{2} T\right) \leq c_{11} / \log \left(|y|^{2} T\right)} \tag{4.16}
\end{equation*}
$$

when $|y| / 2>2 \Lambda$. By Assumption 2.4(b) the random walk cannot go a distance more than $\Lambda|y|^{2} T$ in time $|y|^{2} T$. So if $T<1 /(4 \Lambda|y|)$, then $\Lambda|y|^{2} T<|y| / 4$ and $P^{0}\left(\tau_{B(0,|y| / 2)}<|y|^{2} T\right)=0$. If $T>1 /(4 \Lambda|y|)$, then by Bernstein's inequality,

$$
P^{0}\left(\tau_{B(0,|y| / 2)} \leq|y|^{2} T\right) \leq \exp \left(-\frac{|y|^{2}}{4 c_{8}\left(|y|^{2} T+\Lambda|y| / 2\right)}\right) \leq e^{-1 /\left(c_{12} T\right)}
$$

if $c_{12}$ is chosen sufficiently large. Putting this and (4.16) in (4.15) yields (4.13).

LEMMA 4.6. There exists $c_{4.7}>0$ such that

$$
\begin{equation*}
E \alpha_{1}^{p} \leq c_{4.7}^{p} p!\quad \text { for all } p \in \mathbf{N} \tag{4.17}
\end{equation*}
$$

Further, there exists $c_{4.8}, c_{4.9}>0$ such that

$$
\begin{equation*}
E\left[\exp \left(\frac{c_{4.8} I_{n}}{n /(\log n)^{2}}\right)\right]<c_{4.9} \quad \text { for all } n \in \mathbf{N} \tag{4.18}
\end{equation*}
$$

Proof. (4.17) is proved in Lemma 2 of [20]. Inequality (4.18) is then deduced by combining (4.17) with Lemma 4.5.

Proof of Proposition 4.4. Fix $n$. Let $K=\left\langle\beta \log _{2} n\right\rangle$, where $\beta$ is a number we will choose later. Let $M=n / K$. Set

$$
\begin{aligned}
J_{j} & =\#\left\{S_{k}: k \in[\langle j M\rangle,\langle(j+1) M\rangle)\right\} \\
H_{j} & =\#\left(\left\{S_{k}: k \in[\langle j M\rangle,\langle(j+1) M\rangle)\right\} \cap\left\{S_{k}: k \in[\langle(j-1) M\rangle,\langle j M\rangle)\right\}\right)
\end{aligned}
$$

Let e be a vector of length $\sqrt{M}$. We denote by $B(x, r)$ the ball of radius $r$ centered at $x$. Let $A_{j}$ be the event that $S_{\langle j M\rangle} \in B\left(j \mathbf{e}, \frac{1}{8} \sqrt{M}\right)$ and

$$
\left\{S_{k}: k \in[\langle j M\rangle,\langle(j+1) M\rangle)\right\} \subset B\left(\left(j+\frac{1}{2}\right) \mathbf{e}, \sqrt{M}\right)
$$

Let $B_{j}$ be the event that $\bar{J}_{j}(\log M)^{2} / M$ is greater than some number $-c_{1}$. By the usual central limit theorem we know $P\left(A_{j}\right) \geq c_{2}$ if $n$ is large. Thanks to (2.8), if we take $c_{1}$ sufficiently large, then $P\left(A_{j} \cap B_{j}\right)>c_{2} / 2$. By the Markov property,

$$
\begin{equation*}
P(F) \geq\left(c_{2} / 2\right)^{K} \tag{4.19}
\end{equation*}
$$

where $F=\bigcap_{j=1}^{K}\left(A_{j} \cap B_{j}\right)$.
On the set $F$ we have that $\left\{S_{k}: k \in[\langle j M\rangle,\langle(j+1) M\rangle)\right\}$ is disjoint from $\left\{S_{k}: k \in[\langle i M\rangle,\langle(i+1) M\rangle)\right\}$ if $|i-j|>1$, and so

$$
\begin{equation*}
\bar{R}_{n}=\sum_{j=1}^{K} \bar{J}_{j}+\left(\sum_{j=1}^{K} E J_{j}-E R_{n}\right)-\sum_{j=1}^{K} H_{j} \tag{4.20}
\end{equation*}
$$

On the set $F$ the event $B_{j}$ holds for each $j$, and so

$$
\begin{equation*}
\sum_{j=1}^{K} \bar{J}_{j} \geq-\frac{c_{1} K M}{(\log M)^{2}} \geq-\frac{c_{3} n}{(\log n)^{2}} \tag{4.21}
\end{equation*}
$$

We have

$$
\begin{align*}
\sum_{j=1}^{K} E J_{j}-E R_{n} & =K \frac{n / K}{\log (n / K)}-\frac{n}{\log n}+O\left(\frac{n}{(\log n)^{2}}\right) \\
& =\frac{n}{\log n}\left[\frac{1}{1-(\log K / \log n)}-1\right]+O\left(\frac{n}{(\log n)^{2}}\right)  \tag{4.22}\\
& \geq c_{4} \frac{n \log K}{(\log n)^{2}}+O\left(\frac{n}{(\log n)^{2}}\right) \\
& \geq c_{5} \frac{n \log _{3} n}{(\log n)^{2}}
\end{align*}
$$

if $n$ is large.
Let $C_{1}$ be the event that

$$
\sum_{\{j \text { odd }\}} H_{j} \geq \frac{c_{5}}{3} \frac{n \log _{3} n}{(\log n)^{2}}
$$

and $C_{2}$ the event that

$$
\sum_{\{j \text { even }\}} H_{j} \geq \frac{c_{5}}{3} \frac{n \log _{3} n}{(\log n)^{2}}
$$

Set $G=F \cap C_{1}^{c} \cap C_{2}^{c}$. For $j$ odd the $H_{j}$ are independent. By Lemma 4.6,

$$
\begin{aligned}
P\left(C_{1}\right) & =P\left(\sum_{\{j \text { odd }\}} \frac{H_{j}}{M /(\log M)^{2}} \geq c_{6} K \log K\right) \\
& \leq e^{-c_{6} c 7 K \log K} E e^{c_{7} \sum H_{j}(\log M)^{2} / M} \\
& \leq e^{-c_{8} K \log K}\left(c_{9}\right)^{K} .
\end{aligned}
$$

When $n$ is large, $K$ will be large, and then $P\left(C_{1}\right) \leq P(F) / 3$. We have a similar estimate for $P\left(C_{2}\right)$, so using (4.19), we have

$$
\begin{equation*}
P(G) \geq\left(c_{2} / 2\right)^{K} / 3 \tag{4.23}
\end{equation*}
$$

On the event $G$,

$$
\begin{equation*}
\sum_{j=1}^{K} H_{j} \leq \frac{2 c_{5}}{3} \frac{n \log _{3} n}{(\log n)^{2}} \tag{4.24}
\end{equation*}
$$

Combining (4.20), (4.21), (4.22) and (4.24), on the event $G$,

$$
\begin{equation*}
\bar{R}_{n} \geq c_{10} n \log _{3} n /(\log n)^{2} \tag{4.25}
\end{equation*}
$$

Now let $n_{\ell}=\left\langle\exp \left(\ell^{2}\right)\right\rangle$, let $K_{\ell}=\left\langle\beta \log _{2}\left(n_{\ell+1}-n_{\ell}\right)\right\rangle$, let $S_{k}^{\prime}=S_{k+n_{\ell}}-S_{n_{\ell}}$, $k=0,1,2, \ldots, n_{\ell+1}-n_{\ell}$, and let $R_{\ell}^{\prime}=\#\left\{S_{k}^{\prime}: 0 \leq k<n_{\ell+1}-n_{\ell}\right\}$. If we apply
the above results to the random walk $S_{k}^{\prime}$, we see there exist events $G_{\ell}^{\prime}$ which are independent, which have probability at least $\frac{1}{3}\left(c_{2} / 2\right)^{K_{\ell}}$, and on which

$$
\begin{equation*}
{\overline{R^{\prime}}}^{\prime} \geq c_{10} \frac{\left(n_{\ell+1}-n_{\ell}\right) \log _{3}\left(n_{\ell+1}-n_{\ell}\right)}{\left(\log \left(n_{\ell+1}-n_{\ell}\right)\right)^{2}} \geq c_{11} \frac{n_{\ell+1} \log _{3} n_{\ell+1}}{\left(\log n_{\ell+1}\right)^{2}} . \tag{4.26}
\end{equation*}
$$

If we choose $\beta$ small enough, then $\sum_{\ell} P\left(G_{\ell}^{\prime}\right)=\infty$, and by Borel-Cantelli $G_{\ell}^{\prime}$ occurs infinitely often with probability 1 . Now $R_{\ell}^{\prime}$ differs from $R_{n_{\ell+1}}$ by at most $n_{\ell}=o\left(n_{\ell+1} \log _{3} n_{\ell+1} /\left(\log n_{\ell+1}\right)^{2}\right)$ and the same holds for the difference of their expectations. Together with (4.26) this proves the proposition.

Proof of Theorem 2.5. We use Propositions 4.1 and 4.4, and the HewittSavage zero-one law (see, e.g., Theorem 2.15 of [17]).
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