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We study the question of whether the quasilocality (continuity, almost
Markovianness) property of Gibbs measures remains valid under a projec-
tion on a sub-σ-algebra. Our method is based on the construction of global
specifications, whose projections yield local specifications for the projected
measures. For Gibbs measures compatible with monotonicity preserving
local specifications, we show that the set of configurations where quasilo-
cality is lost is an event of the tail field. This set is shown to be empty
whenever a strong uniqueness property is satisfied, and of measure zero
when the original specification admits a single Gibbs measure. Moreover,
we provide a criterion for nonquasilocality (based on a quantity related to
the surface tension). We apply these results to projections of the extremal
measures of the Ising model. In particular, our nonquasilocality criterion
allows us to extend and make more complete previous studies of projections
to a sublattice of one less dimension (Schonmann example).

1. Introduction. We study random fields Xi indexed by the elements
i of a countable set � , with values in �−1�1�. We set � �= �−1�1�� and
� �= σ�Xi� i ∈ � �. Let S ⊂ � ; we set �S �= σ�Xj� j ∈ S�, Sc �= � \S
and denote by ωS the restriction of ω to S. The symbol 	M	 will denote the
cardinality of M ⊂ � and 1F
 · � the characteristic function of F ∈ � . We
always suppose that the conditional probability

E
1F 	Xj = ω
j�� j ∈ Sc�� F ∈ � and S ⊂ � �(1.1)

is given by a probability kernel γS on 
��� �:
E
1F 	Xj = ω
j�� j ∈ Sc� = γS
F	ω�(1.2)

An interesting case is when � is the set of vertices of a simple graph 
� �V�.
The graph structure defines a notion of adjacency. Two elements i and j of �
are adjacent if and only if they are connected by an edge e ∈ V of the graph.
For each set S ⊂ � the boundary ∂S of S is the set

∂S �= �j ∈ � � j ∈ Sc� j adjacent to some i ∈ S�(1.3)
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If for all finite subsets � ⊂ � and all ��-measurable sets F, γ�
F	ω� is
�∂�-measurable, then the random field is called a Markov random field. The
importance of such random fields in applied sciences (e.g., neural networks,
statistical mechanics) comes from the fact that the local laws governing the
system are modelled by specifying the probability kernels γ� for all finite
� ⊂ � . The collection � �= �γ�� � finite� is called a local specification (see
Definition 2.2). The main problem is then to describe the set � 
�� of all random
fields compatible with a given specification �, that is, such that for all finite
�,

E
1F 	Xj = ω
j�� j ∈ �c� = γ�
F	ω�(1.4)

A fundamental aspect of this problem is that � 
�� may contain several ele-
ments. (In this paper we always have � 
�� = �). It is therefore possible to
have different global behaviors compatible with given local laws. This prob-
lem is often called the DLR problem, because Dobrushin (1968) and Lanford
and Ruelle (1969) proposed the formulation of statistical mechanics of infinite
systems precisely in those terms. Usually one does not study a single local
specification �, but a model, that is, a family �t of local specifications indexed
by parameters t. A famous example is the Ising model, where the parameters
are interpreted as the temperature and the external magnetic field. The set
� 
�t� of all random fields compatible with �t depends now on t ; one says that
there is a phase transition at t if � 
�t� contains more than one element.

An obvious generalization of the above framework is to replace the condi-
tion that the conditional probability in (1.4) is �∂�-measurable by the weaker
condition that it is �W�

-measurable, where W� ⊃ ∂� is some given finite set.
More generally, the weakest natural condition is to require that the function
ω �→ γ�
F	ω� be a continuous function on � (with product topology). The
continuity requirement, also called quasilocality or almost Markov property
in Sullivan (1973), means that given a positive ε there exists a finite set
�1 ⊂ � \� such that

	γ�
F	ω� − γ�
F	ω′�	 ≤ ε�(1.5)

whenever ω
j� = ω′
j� for all j ∈ �1. Georgii (1988) is the standard reference
on the subject.

For the general case � = ��
0 with �0 compact, the requirement of conti-

nuity is in fact slightly different from quasilocality or almost Markovianness.
If �0 is finite, as it is here, the three qualifiers become synonymous. We shall
mostly use here the word “quasilocal,” except in some instances where we shall
use instead “continuous,” to avoid confusion with notions like “local specifica-
tions” (see below).

Let �Xi� i ∈ � � be a random field (described by a probability measure
µ) compatible with a local specification � = �γ��, which is quasilocal. There
are various natural situations where one is interested only in the subprocess
�Xi� i ∈ T�, T being some infinite subset of � . (In a problem of transmission
of information with a random source, we may have access only to the trans-
mitted messages.) We also suppose that Tc is an infinite set. The subprocess is
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of course described by the projection µT of the measure µ on the σ-algebra �T.
It was noticed in Griffiths and Pearce (1979) and clarified in Israel (1981) that
the quasilocality property may not be valid for the subprocess �Xi� i ∈ T�.
The same observation was made later on by Schonmann (1989) for a differ-
ent choice of T, but without making the connection with the earlier works
of Griffiths and Pearce (1979) and Israel (1981). In the comprehensive work
of van Enter, Fernández and Sokal (1993), these problems are analyzed in
depth in the original context of Griffiths and Pearce (1979), namely the renor-
malization group transformations. (Here the above transformation is called a
decimation transformation; many other transformations of the random fields
are also analyzed.) In all known examples the lack of quasilocality means that
there exists η such that no version of the conditional probability,

EµT

1�Xi=η
i�� 	Xj = η
j�� j ∈ T\�i��� i ∈ T�(1.6)

is continuous at η. Compared with (1.5) this reveals an instability of the sys-
tem by a dependence of (1.6) on the values of the subprocess at infinity, that
is, outside any finite subset �1 ⊂ T. This phenomenon may be traced back to
the phenomenon of phase transition on the hidden part of the process. For any
η ∈ � we define a local specification �ηTc on Tc by setting for finite � ⊂ Tc,

γT
c

��η
F	ω� �= γ�
F	ωTcηT�(1.7)

We denote by � 
�ηTc� the set of random fields �Xj� j ∈ Tc� compatible with
�
η
Tc ; the role of the parameters t mentioned before is played here by η. In

all known examples the lack of quasilocality at η of (1.6) is established by
proving that � 
�ηTc� contains more than one element; that is, there is a phase
transition for the system on T for such a choice of η.

In this paper we study these problems for a class of random fields defined by
monotonicity preserving local specifications �. We say that ω ≤ η if ω
i� ≤ η
i�
for all i ∈ � , and a function f is increasing if ω ≤ η implies that f
ω� ≤ f
η�.
The monotonicity preserving condition reads

f
·� increasing ⇒ γ�
f	·� increasing(1.8)

We also suppose that the local specifications are Gibbs specifications in the
sense of Definition 2.6. Denote by+, respectively, by−, the element η such that
η
i� = 1 for all i, respectively, η
i� = −1 for all i. There are two probability
measures on 
��� �, denoted by µ+ and µ−,

µ+
·� �= lim
�↑�

γ�
·	+�� µ−
·� �= lim
�↑�

γ�
·	−��(1.9)

so that the corresponding random fields belong to � 
�� and any probability
measure µ corresponding to a random field in � 
�� is such that for any in-
creasing function f,

µ−
f� ≤ µ
f� ≤ µ+
f�(1.10)
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In particular 	� 
��	 = 1 if and only if µ+ = µ−. This class includes the Ising
model and we apply our general results to this case at the end of our pa-
per, recovering and extending earlier results. Our strategy is to examine first
another question, which is of interest in itself: whether for a random field
in � 
�� we can extend the local specification to a global specification such
that the random field remains compatible. A global specification is a family
of probability kernels �γS� indexed by all subsets S ⊂ � and satisfyfing the
axioms of a local specification. Contrary to the local specification, there is at
most one random field compatible with a global specification. In the case of
a Markov random field, the existence of a compatible global specification is
equivalent to the validity of the global Markov property of the random field.
[See Albeverio and Zegarlinski (1992) for a review on this last property.] We
prove the existence of a global specification in two cases: when the local spec-
ification is monotonicity preserving and the random field corresponds to the
probability measure µ+ or µ−, or when the local specification satisfies a strong
uniqueness condition (Definition 3.3). Then we study subprocesses of the ran-
dom field described by µ+. Using the global specification, we can define a local
specification Q+

T = �q+� � � finite ⊂ T� for the subprocess �Xi� i ∈ T�. Let �+q
be the set of continuity points of Q+

T (see Definition 2.5). In Propositions 4.1
and 4.2 we prove the following.

1. The set �+q is measurable with respect to the tail field σ-algebra

� ∞
T �= ⋂

�⊂T
� finite

�T\�(1.11)

2. The set �q of all η such that 	� 
�ηTc�	 = 1 (no phase transition for η) is a
subset of �+q .

3. If 	� 
�−Tc�	 = 1, then �+q = �q, that is, ω is a continuity point if and only if
	� 
�ωTc�	 = 1.

4. If 	� 
�+Tc�	 = 1, then no point of discontinuity of Q+
T can be removed by

modifying the local specification Q+
T on a set of µT measure zero.

Similar results hold for the measure µ−. The results concerning the set of
continuity points of the local specificationQ+

T are summarized in the following
theorem.

Theorem. Let � be a Gibbs specification which is monotonicity preserving.
Let T ⊂ � so that 	T	 = ∞ and 	Tc	 = ∞. Let �+q be the set of continuity points
of the local specification Q+

T = �q+���⊂T and �−q the set of continuity points of
Q−
T = �q−���⊂T.

(i) If 	� 
��	 = 1� that is, µ+ = µ−� then �+q has µ+ measure 1.
Assume that 	� 
�+Tc�	 = 1 and 	� 
�−Tc�	 = 1. Then the set

�q = �ω� 	� 
�ωTc�	 = 1��(1.12)

�q ⊂ �−1�1�T� has the following properties:
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(ii) �q is � ∞
T -measurable and hence it is dense in �−1�1�T.

(iii) �+q = �−q = �q.
(iv) �q = �ω ∈ � � q+�
·	ω� = q−�
·	ω� ∀ finite � ⊂ T�.
(v) µ+
�q� = 1 if and only if µ+ ∈ � 
Q−

T�; µ−
�q� = 1 if and only if
µ− ∈ � 
Q+

T�.

In Section 5 we establish a criterion proving nonquasilocality for Q+
T. The

method is inspired by Sullivan (1973) and Kozlov (1974). It is based on an
interesting estimate of the relative entropy for two random fields compatible
with a local specification.

The plan of the paper is as follows. In Section 2 we set the general notation
and give the main definitions. All results are formulated in terms of measures
µ rather than random fields. In Section 3 we treat the question of the existence
of a global specification. In Section 4 we define and study a local specification
for the projected measure. This section contains the main theorem. A criterion
for absence of quasilocality is established in Section 5. Finally, in Section 6
we apply our results to the Ising model.

2. Notation, local specification and quasilocality.

2.1. General notation. We find it useful to adopt the following convention:
� or �1�    always denote sets of finite cardinality. The expression lim� a� is
the limit of the net �a�� ���� ⊂�. If we consider a subnet �a�� ����⊂S� ⊂�,
where S is an infinite subset of � , its limit is written lim�↑S a�. Let E =
�−1�+1� (with the discrete topology) and � �= E� with the product topology
and product σ-algebra; the elements of � are functions ω� � → E, i �→ ω
i�;
they are called configurations. The restriction of ω to a subset M ⊂ � is ωM;
two configurations play a special role, ω
i� ≡ 1 and ω
i� ≡ −1, which are
denoted by + and −. Let � ⊂ � , η ∈ � and ω ∈ �; we define ωη� ∈ � by

ω
η
�
k� �=

{
ω
k�� k ∈ ��
η
k�� k ∈ �(2.1)

For example, ω+� is the configuration equal to ω in � and equal to 1 outside
�. The value at ω of the evaluation map Xi, i ∈ � , is Xi
ω� �= ω
i�; �M =
σ�Xi� i ∈ M� is the σ-algebra generated by the Xi’s, i ∈ M; when M = �
we set � �= �� . Let S be any subset of � ; the tail field σ-algebra on S is

� ∞
S �= ⋂

�⊂S
�S\�(2.2)

If S is not finite, then � ∞
S = �����. When S = � we set � ∞ �= � ∞

� . We say
that two configurations ω and ω′ are almost equal, ω ∼ ω′, iff ω
k� = ω′
k� for
all but a finite number of k. The relation ∼ is an equivalence relation. Given
ω ∈ �, its equivalence class

τω �= �ω′� ω′ ∼ ω�(2.3)
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is a (countable) � ∞-measurable set. Conversely, if A is a � ∞-measurable set
and ω ∈ A, then �ω′� ω′ ∼ ω� ⊂ A, and hence

A = ⋃
ω∈A

τω(2.4)

The family of all subsets C
ω��� �= �ω′� ω′� = ω��, � ⊂ � , ω ∈ �, forms
a base of open neighborhoods of ω. For any ω the set τω is dense in �, and
therefore all nonempty � ∞-measurable sets are dense.

All ��-measurable functions are continuous since � ⊂ � is finite. They are
called local or �-local. The set of local functions is dense in the set of all con-
tinuous functions with the sup-norm topology. The only � ∞-measurable and
continuous functions are the constant functions. Indeed, let ω and η belong
to �. By definition ωη� ∼ η and lim� ω

η
� = ω. If f is � ∞-measurable then

f
ωη�� = f
η�; if f is continuous then lim� f
ωη�� = f
ω�. Hence, f is constant
if it is � ∞-measurable and continuous.

We introduce an order on � by defining

ω ≤ η iff ω
k� ≤ η
k� ∀ k(2.5)

A function is increasing iff f
ω� ≤ f
η� whenever ω ≤ η.

Definition 2.1. A function f is right-continuous at ω if

lim
�
f
ω+�� = f
ω�(2.6)

A function f is left-continuous at ω if

lim
�
f
ω−�� = f
ω�(2.7)

We introduce a (weak) topology on the set of probability measures on 
��� �.
A sequence of probability measures µn converges to µ iff for all continuous
functions,

lim
n
µn
f� = µ
f�(2.8)

In our case it is sufficient to verify (2.8) for the local functions and even only
for the nonnegative increasing local functions.

Most of our results are valid for a countable set � . On the other hand most
of the examples studied in the literature are defined on � = Z

d, d ≥ 1. In
such a case, there is a natural action of Z

d on � which lifts to �, τa
ω�
k� �=
ω
k− a�. A function f is Z

d-invariant if for all a ∈ Z
d,

f ◦ τa = f(2.9)

A measure µ is Z
d-invariant if for all a ∈ Z

d and all bounded functions f,

µ
f ◦ τa� = µ
f�(2.10)
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2.2. Local specification and quasilocality. We recall the definitions of the
main concepts which we study in this paper. A good reference is Georgii (1988).
Notice, however, that Definition 2.4, which is central for us, is not the conven-
tional one.

Definition 2.2. A local specification � on � is a family of probability ker-
nels � = �γ�� � ⊂ � � on 
��� �, such that the following hold:


s1� γ�
·	ω� is a probability measure on 
��� � for all ω ∈ �;

s2� γ�
F	·� is ��c -measurable for all F ∈ � ;

s3� γ�
F	ω� = 1F
ω� if F ∈ ��c ;

s4� γ�2

γ�1
= γ�2

if �1 ⊂ �2.

Remark. We consider 
E�� � as the product space 
E� ×E�c� �� ⊗ ��c�.
Properties 
s1� and 
s2� imply that, for fixed ω, the probability measure γ�
·	ω�
is the product measure on 
E� ×E�c��� ⊗ ��c�,

µ��ω ⊗ δω�c �(2.11)

where µ��ω is the restriction of γ�
·	ω� to �� and δω�c is the Dirac mass at
ω�c . Indeed, we claim that, if F = F1 ×F2 ∈ �� ⊗ ��c , then

γ�
F	ω� = γ�
F1	ω�1F2

ω�(2.12)

To prove (2.12) it is sufficient to consider F2 � ω; in that case we have for any
F1 ∈ ��,

γ�
F1 ×F2	ω� ≤ γ�
F1	ω�1F2

ω��(2.13)

and, therefore, identity (2.12) follows from

0 = 
γ�
F1	ω�1F2

ω� − γ�
F1 ×F2	ω��

+ 
γ�
Fc1	ω�1F2

ω� − γ�
Fc1 ×F2	ω��

(2.14)

Definition 2.3. Let � be a local specification. A probability measure is
�-compatible if for all F ∈ � and all � ⊂ � ,

Eµ
1F	��c�
ω� = γ�
F	ω�� µ-a.s.(2.15)

The set of all �-compatible probability measures is a convex set � 
�� which
may be empty; each µ ∈ � 
�� has a unique extremal decomposition; the ex-
tremal elements of � 
�� are those probability measures µ ∈ � 
�� which sat-
isfy a zero–one law on � ∞, µ
F� = 0 or µ
F� = 1 for all F ∈ � ∞ [see
Theorems 7.26 and 7.7 in Georgii (1988)].

Remark. If µ is a given probability measure, then the condition of � being
a local specification such that µ is compatible with it is a stronger requirement
than being a system of proper regular conditional probabilities for all sub-σ-
algebra ��, � ⊂ � . Indeed, for conditional probabilities, the identity

γ�2
γ�1

= γ�2
(2.16)
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with �1 ⊂ �2 is in general valid only µ-almost surely. Goldstein (1978) and
Sokal (1981) give conditions which ensure the existence of a local specification
for a given measure. In particular, in our setting, every system of conditional
probabilities can be extended to a local specification (in a measure dependent
fashion), for instance by using Definition 7 in Goldstein (1978).

Definition 2.4. Let f� �→ R.

(i) f is quasilocal at ω if for any ε > 0 there exists �ε such that

sup
θ� θ�ε=ω�ε

	f
ω� − f
θ�	 ≤ ε(2.17)

(ii) f is quasilocal if it is quasilocal at every ω ∈ �.

Our point of view is that the pointwise notion of quasilocality is a useful
concept. Quasilocality is equivalent to continuity if we choose the discrete
topology on E as in our case. We shall therefore use both terminologies in
the paper. Recently Definition 2.4 was introduced independently by Grimmett
(1995) in a similar context; see also Lörinczi (1994). The standard definition
of quasilocality is the following one: a function is quasilocal iff for any ε > 0
there exists �ε such that

sup
θ�ω� θ�ε=ω�ε

	f
ω� − f
θ�	 ≤ ε(2.18)

In our terminology (2.18) corresponds to uniform quasilocality on �. In general
it is a stronger notion than (ii). However, in the context of this paper (2.18)
coincides with (ii) because � is compact.

Definition 2.5. A specification � is quasilocal at ω if the functions ω �→
γ�
f	ω� are quasilocal at ω for each finite � and each bounded local function
f. It is quasilocal if it is quasilocal at every ω.

Gibbs specifications are the most studied type of local specifications. For
our purposes we define them as follows. Let A ⊂ � ⊂ � , with 	A	 < ∞, and
let σA ∈ EA; we set

1σA
ω� �=
{

1� if ωA = σA�
0� otherwise,

(2.19)

γ�
σA	ω� �=
∫
γ�
dη	ω�1σA
η��(2.20)

γ�
σ 	ω� �=
∫
γ�
dη	ω�1σ�
η�(2.21)

Definition 2.6. A local specification is a Gibbs specification if it satisfies
the following.
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G1� Let A, 	A	 < ∞; there exists a constant c1
A� > 0, so that for all
� ⊃ A, σ and ω,

inf
ω
γ�
σA	ω� ≥ c1
A�(2.22)


G2� Let B, 	B	 <∞; there exist d1
B� > 0 and d2
B� <∞ such that

d1
B�γ�
σ 	ω� ≤ γ�
σ 	ω′� ≤ d2
B�γ�
σ 	ω�(2.23)

for all σ , all � ⊂ B and all ω, ω′ such that ωBc = ω′Bc .

G3� For any σ and any �, the function ω �→ γ�
σ 	ω� is quasilocal.

Usually Gibbs specifications are defined via the notion of an absolutely
summable potential. In our context the two definitions are equivalent
[Georgii (1988), Corollary 2.31]. If � is a Gibbs specification, then the set
of �-compatible measures � 
�� is nonempty (� is compact and the local
specification is quasilocal).

In the case � = Z
d it is natural to consider Z

d-invariant local specifications.

Definition 2.7. A local specification � is Z
d-invariant if for all a ∈ Z

d, all
�, ω and bounded functions f,

γ�
f ◦ τa	ω� = γ�+a
f	τa
ω��(2.24)

If a local specification is defined through an absolutely summable potential,
then it is necessarily continuous. If the potential is Z

d-invariant, then the local
specification is also Z

d-invariant. It is an open question whether a continu-
ous Z

d-invariant local specification can always be defined by a Z
d-invariant

absolutely summable potential [see van Enter, Fernández and Sokal (1993),
Remark page 935]. This is one reason why in this paper we avoid the use of
potentials.

2.3. Monotonicity preserving local specification. All local specifications
which we consider here are monotonicity preserving specifications. This
property is our main technical tool.

Definition 2.8. Let � be a local specification. Then � is monotonicity pre-
serving if for all bounded increasing functions f the function

ω �→ γ�
f	ω� �=
∫
γ�
dη	ω�f
η�(2.25)

is increasing.

In the literature monotonicity preserving local specifications are sometimes
called attractive because of the interpretation of some examples of such local
specifications.
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Proposition 2.1. Let � be a local specification which is monotonicity pre-
serving. Then:

(i) For any increasing bounded function f, the nets �γ�
f	+�� ����⊂�, re-
spectively, �γ�
f	−�� ����⊂��, are monotone decreasing, respectively, increas-
ing.

(ii) The nets �γ�
·	ω�� with ω = + or ω = − converge to probability mea-
sures

µ+
·� �= lim
�
γ�
·	+�� µ−
·� �= lim

�
γ�
·	−�(2.26)

If furthermore � = Z
d and the local specification is Z

d-invariant, then the
measures µ+ and µ− are Z

d-invariant.
(iii) For any µ ∈ � 
�� and any bounded increasing function f,

µ−
f� ≤ µ
f� ≤ µ+
f�(2.27)

(iv) If furthermore � is quasilocal, then µ+ and µ− are �-compatible; more-
over, they are extremal elements of � 
��. Furthermore 	� 
��	 = 1 iff µ+ = µ−.

Proof. The proof is standard. Let f be an increasing function; if �1 ⊂ �2,
then

γ�2

f	+� =

∫
γ�2


dη	+�γ�1

f	η�

≤
∫
γ�2


dη	+�γ�1

f	+�

= γ�1

f	+�

(2.28)

The existence of the limits follows now easily and Z
d-invariance follows from

monotonicity. If µ ∈ � 
��, then by the backward martingale convergence the-
orem,

lim sup
�

γ�
f	ω�(2.29)

is a version of Eµ
f	� ∞�. Since � is monotonicity preserving,

µ−
f� ≤ lim sup
�

γ�
f	ω� ≤ µ+
f��(2.30)

therefore

µ−
f� ≤ µ
f� ≤ µ+
f�(2.31)

If � is quasilocal, then µ+ and µ− are also �-compatible. Hence � 
�� = �.
Indeed, for continuous f and any �1,

µ+
f� = lim
�
γ�
f	+� = lim

�

∫
γ�
dω	+�γ�1


f	ω� = µ+
γ�1

f	·��(2.32)

The extremality of µ+ and µ− follows from (2.31). This also shows that
	� 
��	 = 1 iff µ+ = µ−. ✷
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By the definition of µ+ in (2.26) we have

lim
�
γ�
f	+� = µ+
f�(2.33)

for any continuous function f. When � is monotonicity preserving, a similar
property also holds for monotone right-continuous functions. This allows us to
give a variant of (iv) in Proposition 2.1.

Lemma 2.1. Assume that � is monotonicity preserving and let f be a mono-
tone function. If f is right-continuous, that is, lim� f
ω+�� = f
ω� for all ω,
then

µ+
f� = lim
�
γ�
f	+�(2.34)

Similarly, if f is left-continuous, that is, lim� f
ω−�� = f
ω� for all ω, then

µ−
f� = lim
�
γ�
f	−�(2.35)

Proof. It is sufficient to prove the lemma for monotone increasing func-
tions. Let M ⊂ � ⊂N, 	N	 <∞; we set (for this proof):

f+�
ω� �= f
ω+��(2.36)

and suppose that f is increasing. Then f+� ≤ f+M and by Proposition 2.1,

γN
f+� 	+� ≤ γ�
f+� 	+� = γ�
f	+� ≤ γ�
f+M	+�(2.37)

Since f+� is local we can take the limit over N; we get (see Proposition 2.1):

µ+
f+�� = inf
N
γN
f+� 	+� ≤ γ�
f	+� ≤ γ�
f+M	+�(2.38)

By the monotone convergence theorem we have

µ+
f� ≤ lim inf
�

γ�
f	+� ≤ lim sup
�

γ�
f	+� ≤ µ+
f+M��(2.39)

finally by taking the limit over M,

µ+
f� ≤ lim inf
�

γ�
f	+� ≤ lim sup
�

γ�
f	+� ≤ µ+
f�(2.40)

A similar proof holds for the second part of the lemma. ✷

Definition 2.9. A local specification � is right-continuous if ω �→ γ�
f	ω�
is right-continuous for all �, all local bounded functions f and all ω.

Corollary 2.1. Let � be a monotonicity preserving, right-continuous local
specification. Then µ+ defined by (2.26) is �-compatible.

The same proof [see (2.32)] as above holds; indeed γ�1

f	ω� is right-

continuous by hypothesis and the last equality in (2.32) follows now from
Lemma 2.1.
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Remark. Recall that quasilocality of a local specification � is equivalent
in our setting to the Feller property; that is, f �→ γ�
f	 · � maps the (bounded)
continuous functions into the (bounded) continuous functions. If � is a mono-
tonicity preserving right-continuous local specification, the natural space of
functions which is mapped into itself by the mapping f �→ γ�
f	 · � is the
space of monotone right-continuous functions. Indeed, let f be a monotone
increasing right-continuous function. For any finite set N the function

ω �→ fN
ω� �= f
ω+N�(2.41)

is a local function, fN
ω� ≥ f
ω� and limN fN
ω� = f
ω�. Let �1 be fixed; we
have

lim
�
γ�1


f	ω+�� ≥ γ�1

f	ω�(2.42)

On the other hand for any fixed finite N we have by right-continuity,

lim
�
γ�1


f	ω+�� ≤ lim
�
γ�1


fN	ω+�� = γ�1

fN	ω�(2.43)

Taking now the limit over N and using the monotone convergence theorem,
we get

lim
�
γ�1


f	ω+�� ≤ γ�1

f	ω�(2.44)

This proves that γ�1

f	 · � is (monotone and) right-continuous. ✷

3. Global specification. In the entire section we consider a countable
infinite set � .

Definition 3.1. A global specification � on � is a family of probability
kernels � = �γS� S ⊂ � � on 
��� �, S any subset of � , such that we have
the following:


s1� γS
·	ω� is a probability measure on 
��� � for all ω ∈ �;

s2� γS
F	·� is �Sc -measurable for all F ∈ � ;

s3� γS
F	ω� = 1F
ω� if F ∈ �Sc ;

s4� γS2

γS1
= γS2

if S1 ⊂ S2.

We remark that the difference between a global and a local specification
(Definition 2.2) is that for the former, condition 
s4� is required for any subset
S of � , while for the latter it only holds for finite subsets of � .

Definition 3.2. Let � be a global specification. A probability measure µ
is �-compatible, if for all F ∈ � and all S ⊂ � ,

Eµ
1F	�Sc�
ω� = γS
F	ω�� µ-a.s.(3.1)
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In the definition of a global specification, it is understood that �� c = �� =
�����. There is at most one probability measure µ compatible with a global
specification �, and if there is one, then for any ω,

µ
f� = γ� 
f	ω�(3.2)

The main question in this section is: given a local specification � and a proba-
bility measure µ compatible with �� can we extend � into a global specification
�µ so that µ is compatible with �µ? We answer this question in two cases: (1) �
is monotonicity preserving, right-continuous, and µ = µ+ of Proposition 2.1;
(2) � satisfies the strong uniqueness property.

3.1. The monotonicity preserving and right-continuous case. Let � = �γ��
be a local specification which is monotonicity preserving and right-continuous.
We construct a global specification �+ = �γ+S� for µ+ of Proposition 2.1. It
will be evident that there is a similar construction of a global specification
�− = �γ−S� for the measure µ− defined by (2.26), if the local specification
� = ��� is monotonicity preserving and left-continuous.

The idea of the construction is simple and not new; see Goldstein (1980)
and Föllmer (1980). For � finite we set

γ+� �= γ�(3.3)

LetS be an infinite subset of � ; givenω ∈ �we first define a local specification
�ωS on S, that is, a family of probability kernels on 
ES��S� indexed by all finite
subsets of S,

�ωS �= �γS��ω� � ⊂ S��(3.4)

where the probability kernel γS��ω is defined on �S ×ES by

γS��ω
 · 	η� �= γ�
 · 	ηωS�(3.5)

We have the following properties:


s1� γS��ω
·	ηS� is a probability measure on 
ES��S� for all ηS ∈ ES;

s2� γS��ω
F	·� is �S\�-measurable for all F ∈ �S;

s3� γS��ω
F	ηS� = 1F
ηωS� if F ∈ �S\�;

s4� γS�2�ω

γS�1�ω
= γS�2�ω

if �1 ⊂ �2 ⊂ S.

This local specification is again monotonicity preserving and right-continuous.
The set of probability measures on 
ES��S� compatible with �ωS is denoted by
� 
�ωS�. The crucial observation is that �+ is formed by measures in � 
�ωS�.
Indeed, suppose that �+ exists; the compatibility condition (s4) implies for all
� ⊂ S and any ω,

∫
γ+S
dη	ω�γ+� 
f	η� = γ+S
f	ω�(3.6)
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The product property of the measure γ+S
dη	ω� on � = �S ⊗ �Sc implies

γ+S
f	ω� =
∫
γ+S
dη	ω�γ+� 
f	η�

=
∫
γ+S
dη	ω�γ+� 
f	ηωS�

=
∫
γ+S
dη	ω�γS��ω
f	η�

(3.7)

since γ+� = γ� and 
35� holds. Therefore γ+S
dη	ω� ∈ � 
�ωS�. In order to define
a global specification we must choose for each ω and each S an element of
� 
�ωS�. It is not clear that we can make a choice compatible with property 
s2�
whenever there are several elements in � 
�ωS�. In our case there is a canonical
choice since for any fixed ω ∈ � the net �γ�
g	ω+Sc�� ����⊂S�⊂� converges to
a probability measure µ+S�ω which is compatible with �ωS (Proposition 2.1 and
Corollary 2.1). Since � = �S⊗�Sc , we define a probability measure on 
��� �
for any ω ∈ � by

γ+S
dη	ω� �= µ+S�ω
dηS� ⊗ δωSc 
dηSc�(3.8)

Because

γ+S
dη	ω� = lim
�↑S
γ�
dη	ω+Sc��(3.9)

the family of probability kernels �+ �= �γ+S�S⊂� satisfies 
s1�, 
s2� and 
s3�. It
is clearly monotonicity preserving. We now prove that it is right-continuous
(Lemma 3.1) and that it satisfies (s4) (Lemma 3.2). Since µ+ = γ+� , this last
property also implies that µ+ is compatible with �+.

Lemma 3.1. Let � be a local specification which is monotonicity preserving
and right-continuous. Let S ⊂ � , 	S	 = ∞, and let g be a monotone right-
continuous function. Then ω �→ γ+S
g	ω� is right-continuous; that is,

lim
�
γ+S
g	ω+�� = γ+S
g	ω�(3.10)

Proof. By the remark at the end of Section 2 it is sufficient to consider
the case of a local nonnegative monotone increasing function g. Therefore

γ+S
g	ω+�� ≥ γ+S
g	ω��(3.11)

and

lim
�↑Sc

γ+S
g	ω+�� ≥ inf
�⊂Sc

γ+S
g	ω+�� ≥ γ+S
g	ω�(3.12)

Let �1 ⊂ S. Since the local specification � is right-continuous, the function
ω �→ γ�1


g	ω� is right-continuous, as well as the function

ω �→ γ�1

g	ω+Sc��(3.13)
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which is the composition of ω �→ γ�1

g	ω� and of the continuous map ω �→ ω+Sc .

In particular,

γ�1

g	ω� = lim

�↑Sc
γ�1


g	ω+��(3.14)

Since g is increasing, � ⊂ Sc and �1 ⊂ S,

γ�1

g	ω+�� ≥ γ+S
g	ω+���(3.15)

consequently

γ�1

g	ω� = lim

�↑Sc
γ�1


g	ω+��

≥ lim
�↑Sc

γ+S
g	ω+��

≥ inf
�⊂Sc

γ+S
g	ω+��

(3.16)

Taking now the limit �1 ↑ S, we get

γ+S
g	ω� ≥ inf
�⊂Sc

γ+S
g	ω+�� ✷(3.17)

Lemma 3.2. Let � be a local specification which is monotonicity preserving
and right-continuous. Let S1 ⊂ S2 be two infinite subsets of � . Then

γ+S2
γ+S1

= γ+S2
(3.18)

Proof. It is sufficient to prove
∫
γ+S2


dη	ω�γ+S1

h	η� = γ+S2


h	ω�(3.19)

for h a �1 local function, �1 ⊂ S2. Using (3.8), (3.19) becomes
∫
µ+S2�ω


dηS2
�γ+S1


h	ηωS2
� =

∫
µ+S2�ω


dηS2
�h
ηS2

�(3.20)

Since ω is fixed and we integrate over the space 
ES2��S2
�, all configurations

below are configurations of ES2 and are extended by ω outside S2 if necessary;
in order to simplify the notation we omit the index S2 and write η instead of
ηS2

or ηωS2
, µ+
dη� instead of µ+S2�ω


dηS2
�, γ+S1


 · 	η� instead of γ+S1

 · 	ηωS2

� and
so on. Equation (3.19) is true if

Eµ+
h	�S2\S1
�
η� = γ+S1


h	η�� µ+-a.s.(3.21)

Therefore it is sufficient to prove that

Eµ+
gf� = Eµ+
γ+S1

g	·�f�(3.22)
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for g a nonnegative increasing �1 local function with �1 ⊂ S1, and f a
nonnegative increasing �2 local function with �2 ⊂ S2\S1. By Lemma 3.1,
η �→ γ+S1


g	η� is right-continuous; using Lemma 2.1 we have for fixed �′ ⊂ S2,

Eµ+
γ+S1

g	·�f� = lim

�′′↑S2

γ�′′ 
γ+S1

g	·�f	+�

≤ γ�′ 
γ+S1

g	·�f	+�

≤
∫
γ�′ 
dη	+�γ�
g	+ηS1

�f
η��

(3.23)

since for any � ⊂ S1

γ+S1

g	η� ≤ γ�
g	+ηS1

�(3.24)

We choose �′ so that �′ ∩S1 = � and � large enough so that g is �-local; then∫
γ�′ 
dη	+�γ�
g	+ηS1

�f
η� =
∫
γ�′ 
dη	+�γ�
g	η�f
η�

=
∫
γ�′ 
dη	+�g
η�f
η�

(3.25)

Therefore

Eµ+
γ+S1

g	·�f� ≤ Eµ+
fg�(3.26)

On the other hand, if M ⊂ S1 ∩ �′,
Eµ+
fg� = lim

�′

∫
γ�′ 
dη	+�f
η�g
η�

= lim
�′

∫
γ�′ 
dη	+�f
η�γM
g	η�

≤ lim
�′

∫
γ�′ 
dη	+�f
η�γM
g	+ηS1

�

= ∫
µ+
dη�f
η�γM
g	+ηS1

�

(3.27)

By the monotone convergence theorem

Eµ+
fg� ≤ lim
M↑S1

∫
µ+
dη�f
η�γM
g	+ηS1

� = Eµ+
fγ+S1

g	 · �� ✷(3.28)

We summarize the results of this section in the proposition.

Proposition 3.1. Let � be a local right-continuous and monotonicity pre-
serving specification on � . Then � can be extended into a global specification
�+ on � so that µ+ is compatible with �+. The global specification is right-
continuous and monotonicity preserving.

The global specification �+ inherits the right-continuity of the local spec-
ification �. The main question of the paper can be formulated: is the global
specification �+ quasilocal if it is the case for the local specification? In general
this is not true, as the results of Section 5 show.
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3.2. The strong uniqueness case. In connection with the last remark of
Section 3.1, the results of Proposition 3.2 show that there is a case for which a
global specification inherits the quasilocality of the local specification. These
results are due essentially to Föllmer (1980); see also Theorem 8.23 in Georgii
(1988).

Definition 3.3. Let � be a local specification on � . We say that � has
the strong uniqueness property if for any ω and any infinite subset S ⊂ � ,
	� 
�ωS�	 = 1 [see (3.4) and (3.5)].

Dobrushin’s uniqueness condition implies the strong uniqueness property
[see Georgii (1988), Chapter 8, in particular Theorem 8.23].

Proposition 3.2. Let � be a continuous local specification on � , which
has the strong uniqueness property. Then � can be extended into a continuous
global specification.

Proof. We extend � into a global specification, still denoted by �. Let
S ⊂ � , 	S	 = ∞; we set

�S
dη	ω� �= µS�ω
dηS� ⊗ δωSc 
dηSc��(3.29)

where µS�ω
dηS� is the unique measure in � 
�ωS�. Clearly properties (s1) and
(s3) are satisfied. We prove that ω �→ �S
f	ω� is continuous for any continu-
ous function f. Let ωn be a sequence in � converging to ω. The sequence of
measures ��S
 · 	ωn��n has an accumulation point ν. We now make the follow-
ing claim: assume that there is a sequence of configurations ωn → ω and a
sequence of probability measures �S
 · 	ωn� ∈ � 
�ωnS � converging to some prob-
ability measure ν. Then, if � is a continuous local specification, ν ∈ � 
�ωS�.

Indeed, for f continuous, γ�
f	 · � is continuous by hypothesis, and so for
any η,

lim
n
γ�
f	ηωnS � = γ�
f	ηωS�(3.30)

By compactness the convergence in (3.30) is uniform, and therefore if � ⊂ S
we have ∫

ν
dη�f
η� = lim
n

∫
�S
dη	ωn�f
η�(3.31)

= lim
n

∫
�S
dη	ωn�γ�
f	η�

= lim
n

∫
�S
dη	ωn�γ�
f	ηωS�(3.32)

=
∫
ν
dη�γ�
f	ηωS�

This proves the claim.
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By uniqueness ν ∈ � 
�ωS� has a single element, namely �S
dη	ω�. Hence

ν
dη� = �S
dη	ω�(3.33)

This proves that ��S
 · 	ωn��n converges to �S
dη	ω� and that ω �→ �S
f	ω�
is continuous for continuous f, in particular for any local function. Hence
�S
F	 · �, F ∈ � , is � -measurable. By uniqueness �S
F	ω� = �S
F	ω′� for all
ω′ = ω with ω′Sc = ωSc . Consequently �S
F	 · � is �Sc -measurable. This proves
property (s2). The compatibility property (s4) is proved as in Föllmer (1980). ✷

Remark. Proposition 3.2 admits variants; see for example, Theorem 8.23
in Georgii (1988). The approach of Georgii is different from the approach of
Föllmer (1980), which we follow here.

4. Local specifications for projections of ��. Let � be an infinite
countable set, T any infinite subset of � , such that 	Tc	 = ∞ to avoid trivial
cases. In the whole section we assume that � is a local Gibbs specification on
� , which is monotonicity preserving. We use the global specification �+ [see
(3.8) and (3.9)] constructed in the previous section to define a local specification
Q+
T = �q+�� � ⊂ T� on T; the probability kernel q+� is defined for any �T-

measurable function f by∫
q+�
dη	ω�f
η� �=

∫
γ+Tc∪�
dθ	ω�f
θ�(4.1)

The local specification Q+
T is monotonicity preserving and satisfies properties


G1� and 
G2�. In particular the first part of Proposition 2.1 holds for Q+
T. As

in (2.21) we set

q+�
σ 	ω� �=
∫
q+�
dη	ω�1σ�
η�(4.2)

Our first result is that the projection of µ on 
ET��T�, denoted by µ+T, is Q+
T-

compatible and is an extremal element of � 
Q+
T� (Lemma 4.1). Quasilocality

properties of Q+
T are then studied via properties of the set of Gibbs measures

� 
�ωTc� compatible with the local specification �ωTc = �γTc��ω� � ⊂ Tc� [see (3.4)
and (3.5)]. We prove in Lemma 4.3 that 	� 
�ωTc�	 = 1 implies 	� 
�ω′Tc�	 = 1 for
ω′ ∼ ω, and in Lemma 4.4 that 	� 
�ωTc�	 = 1 implies 	� 
�ωTc∪��	 = 1 for � ⊂ T.
From these results it follows that 	� 
�ωTc�	 = 1 implies continuity of Q+

T at ω
and that the set �+q of continuity points of Q+

T is in the tail field

� ∞
T = ⋂

�⊂T
�T\�(4.3)

If furthermore 	� 
�−tc�	 = 1, then �+q = �q, where �q is the set of points ω
where 	� 
�ωTc�	 = 1 (no phase transition). If 	� 
�+Tc�	 = 1, then any discon-
tinuity point of Q+

T cannot be removed by modifying the specification on a
set of µ+ measure zero. (Propositions 4.1 and 4.2). The results about the set
of continuity points of the local specification Q+

T (or Q−
T) are summarized in

Theorem 4.1.
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Lemma 4.1. The projection of µ+ onto �T defines a probability measure µ+T
on 
ET��T� which is the limit of the net 
q+�
·	+�� � ⊂ T�. The measure µ+T is
Q+
T-compatible. It is an extremal element of � 
Q+

T�.

Proof. Let f be a bounded increasing local function in T; since f is local,
by definition of q+� we have

q+�
f	+� = lim
�1↑Tc∪�

γ�1

f	+�(4.4)

If �′ ∩T = �, then

γ�′ 
f	+� ≥ lim
�1↑Tc∪�

γ�1

f	+��(4.5)

and hence

µ+
f� = lim
�′
γ�′ 
f	+� ≥ lim

�↑T
q+�
f	+�(4.6)

On the other hand, for any �1

µ+
f� ≤ γ�1

f	+�(4.7)

Hence

µ+
f� ≤ q+�
f	+�(4.8)

for each �. From (4.6)–(4.8), µ+ is the limit of the net 
q+�
·	+�� � ⊂ T�. The
measure µ+T is Q+

T-compatible by Proposition 3.1. It is extremal by Proposi-
tion 2.1. ✷

The results concerning quasilocality of Q+
T are based on the following

lemma.

Lemma 4.2. Let S ⊂ � and � ⊂ Sc and � be a local Gibbs specification on
� , which is monotonicity preserving. For any ω, any ω′ with ω′ ∼ ω and any
positive �S-measurable function f,

d1
� ∪ �′�γ+S
f	ω′� ≤ γ+S∪�
f	ω� ≤ d2
� ∪ �′�γ+S
f	ω′�(4.9)

and

d1
� ∪ �′�γ−S
f	ω′� ≤ γ−S∪�
f	ω� ≤ d2
� ∪ �′�γ−Tc
f	ω′��(4.10)

�′ is the subset of Sc where ω and ω′ are different; the constants d1, d2 are
those appearing in condition 
G2�.
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Proof. We compute

γ+S∪�
f	ω� =
∫
γ+S∪�
dη	ω�f
η�

=
∫
γ+S∪�
dη	ω�

∫
γ+S
dθ	η�f
θ�

=
∫
γ+S∪�
dη	ω�

∫
γ+S
dθ	η�ω�c�f
θSη�ωSc\��

=∑
η�

γ+S∪�
1η� 	ω�
∫
γ+S
dθ	η�ω�c�f
θSη�ωSc\��

=∑
η�

γ+S∪�
1η� 	ω�γ+S
f	η�ω�c�

(4.11)

Since f is �S-measurable it does not depend on η�ωSc\�; hence using property

G2� of the local specification � we have

d1
� ∪ �′�γ+S
f	ω′� ≤ γ+S
f	η�ω�c� ≤ d2
� ∪ �′�γ+S
f	ω′�(4.12)

Therefore (4.11) and (4.12) imply

d1
� ∪ �′�γ+S
f	ω′� ≤ γ+S∪�
f	ω� ≤ d2
� ∪ �′�γ+S
f	ω′� ✷(4.13)

Lemma 4.3. If 	� 
�ωTc�	 = 1, that is, if γ+Tc
·	ω� = γ−Tc
·	ω�, then the same is
true for any ω′, ω′ ∼ ω. The set �ω� 	� 
�ωTc�	 = 1� belongs to the tail field

� ∞
T = ⋂

�⊂T
�T\�(4.14)

Proof. Let ω′, ω′ ∼ ω; we prove that 	� 
�ω′Tc�	 = 1. By Lemma 4.2 there
exist constants b1 and b2 such that for all positive �Tc -measurable functions f,

b1γ
+
Tc
f	ω′� ≤ γ+Tc
f	ω� ≤ b2γ

+
Tc
f	ω′�(4.15)

and

b1γ
−
Tc
f	ω′� ≤ γ−Tc
f	ω� ≤ b2γ

−
Tc
f	ω′�(4.16)

Therefore, if γ+Tc
·	ω� = γ−Tc
·	ω�, then the two measures γ−Tc
·	ω′� and γ+Tc
·	ω′�
are equivalent. Since they are extremal elements of � 
�ω′Tc�, they satisfy a
zero–one law on the tail-field σ-algebra

� ∞
Tc =

⋂
�⊂Tc

�Tc\��(4.17)

and consequently they coincide on this σ-algebra. Therefore they are equal,
	� 
�ω′Tc�	 = 1 (Proposition 2.1) and the characteristic function of the set
�ω� 	� 
�ωTc�	 = 1� is �T\�-measurable for any � ⊂ T. ✷

Lemma 4.4. Let � ⊂ T. Then there is an affine bijection between � 
�ωTc∪��
and � 
�ωTc�. In particular 	� 
�ωTc�	 = 1 if and only if 	� 
�ω′Tc∪��	 = 1 when
ω′ ∼ ω.
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The proof follows from Lemma 4.2. For details see Theorem 7.33 in Georgii
(1988).

We come to the study of the quasilocality of the local specification Q+
T.

Quasilocality or continuity of q+�
σ 	·� at ω means that

lim
�′↑T

q+�
σ 	ω+�′ � = lim
�′↑T

q+�
σ 	ω−�′ �(4.18)

From this expression and Lemma 4.4, it is not hard to conclude that 	� 
�ωTc�	 =
1 implies the quasilocality of Q+

T at ω (the proof is spelled out in Proposition
4.1).

Lemma 4.5. Let �1 ⊂ �2 ⊂ T. If the function q+�2

σ 	·� is continuous at ω

for any σ , then for any σ the function q+�1

σ 	·� is continuous at any ω′ such

that ω′�c2 = ω�c2 .

Proof. Let f be an increasing �1 local function. We have

q+�2

f	ω+�� − q+�2


f	ω−��(4.19)

=
∫
q+�2


dη	ω�[q+�1

f	η�2


ω+���\�2
� − q+�1


f	η�2

ω−���\�2

�](4.20)

By monotonicity the function between square brackets in (4.20) is nonnegative,
and since 
G1� holds, q+�2


dη	ω� is a strictly positive measure. The continuity
of q+�2


f	·� implies

0 = lim
�↑T

(
q+�2


f	ω+�� − q+�2

f	ω−��

)

=
∫
q+�2


dη	ω� lim
�↑T

[
q+�1


f	η�2

ω+���\�2

� − q+�1

f	η�2


ω−���\�2
�]�(4.21)

hence for any η�2
and any increasing �1-local function f

lim
�↑T
q+�1


f	η�2

ω+���\�2

� = lim
�↑T
q+�1


f	η�2

ω−���\�2

�(4.22)

This proves the continuity of q+�1

σ 	·� for any σ and any ω′ such that ω′�c2 =

ω�c2 . ✷

Proposition 4.1. Let � be a local specification on � which is Gibbs and
monotonicity preserving.

(i) The set of the continuity points of the local specification Q+
T,

�+q �= �ω� q+�
σ 	·� is continuous at ω for all σ�� ⊂ T��(4.23)

is in the tail field

� ∞
T = ⋂

�⊂T
�T\�(4.24)
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(ii) Let �q be the set

�q �= �ω� 	� 
�ωTc�	 = 1�(4.25)

and Q−
T be the local specification for the projection of the measure µ−. Then

�q = �ω� q+�
σ 	ω� = q−�
σ 	ω�� ∀ σ� ∀ � ⊂ T�(4.26)

and

�q ⊂ �+q (4.27)

(iii) If 	� 
�−Tc�	 = 1, then

�q = �+q (4.28)

Proof. (i) Let ω ∈ �+q . Lemma 4.5 implies that ω′ ∈ �+q if ω′ differs from
ω only on a finite subset �′ ⊂ T. Hence �+q is � ∞

T -measurable.
(ii) Let f be an increasing local function and � ⊂ T. Since f is local, it is

continuous, and we can apply Lemma 3.1, getting

q+�
f	ω� = lim
�′↑T

q+�
f	ω+�′ � ≥ lim
�′↑T

q+�
f	ω−�′ � ≥ lim
�′↑T

q−�
f	ω−�′ � = q−�
f	ω�(4.29)

By definition of Q+
T and Q−

T we have

q+�
·	ω� = γ+�∪Tc
·	ω�� q−�
·	ω� = γ−�∪Tc
·	ω�(4.30)

If ω ∈ �q, then Lemma 4.4 implies that

q+�
σ 	ω� = q−�
σ 	ω� ∀ σ� ∀ � ⊂ T(4.31)

Conversely, if (4.31) holds, then (4.29) implies that ω ∈ �q and claim (4.26) is
proven. Let ω ∈ �q; from (4.30) and Lemma 4.4 we have

q+�
·	ω� = γ+�∪Tc
·	ω� = γ−�∪Tc
·	ω� = q−�
·	ω�(4.32)

Combined with (4.29) we get

lim
�′↑T

q+�
f	ω+�′ � = lim
�′↑T

q+�
f	ω−�′ ��(4.33)

that is, ω ∈ �+q .
(iii) If 	� 
�−Tc�	 = 1, then for any � ⊂ T and any ω ∼ −,

γ+Tc∪�
·	ω� = γ−Tc∪�
·	ω�(4.34)

Therefore,

q+�
·	ω−�′ � = q−�
·	ω−�′ ��(4.35)

and (4.29) can be replaced by

q+�
f	ω� = lim
�′↑T

q+�
f	ω+�′ � ≥ lim
�′↑T

q+�
f	ω−�′ � = lim
�′↑T

q−�
f	ω−�′ � = q−�
f	ω�(4.36)

Let ω ∈ �+q ; (4.30), (4.36) and Lemma 4.4 imply that ω ∈ �q follows. ✷
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Remark. If for all j ∈ � and all σ the functions q+j 
σ 	·� are continuous,
then the same is true for the functions q+�
σ 	·� [see, e.g., (5.4)]. The local
specification Q+

T is therefore quasilocal.
In the next proposition we give a sufficient condition so that the disconti-

nuities of Q+
T cannot be removed by changing the local specification on a set

of µ+ measure zero.

Proposition 4.2. Let � be a local specification on � which is monotonicity
preserving and quasilocal. Let ε > 0 and ω ∈ �, such that

lim
�′
	q+j 
σ 	ω+�′ � − q+j 
σ 	ω−�′ �	 ≥ ε(4.37)

If η �→ q+j 
σ 	η� is continuous at any η ∼ +,

lim
�↑T
q+j 
σ 	η−�� = q+j 
σ 	η��(4.38)

then for any neighborhood of ω, V� = �ω′� ω′� = ω��, we can find two neigh-
borhoods, V+

��M and V−
��M, � ⊂M, 	M	 <∞,

V+
��M = �ω′� ω′� = ω�� ω′M\� = +��(4.39)

V−
��M = �ω′� ω′� = ω�� ω′M\� = −��(4.40)

which have the following property: for any α ∈ V+
��M and θ ∈ V−

��M,

lim
�′
	q+j 
σ 	α+�′ � − q+j 
σ 	θ−�′ �	 ≥

ε

2
(4.41)

Proof. By hypothesis, q+j 
σ 	·� is continuous at every ω ∼ +,

lim
M↑T

q+j 
σ 	
ω+��−M� = q+j 
σ 	ω+��(4.42)

Lemma 3.1 implies

lim
M↑T

q+j 
σ 	
ω−��+M� = q+j 
σ 	ω−��(4.43)

We choose M ⊃ � so that

	q+j 
σ 	
ω+��−M� − q+j 
σ 	ω+��	 ≤
ε

4
(4.44)

and

	q+j 
σ 	
ω−��+M� − q+j 
σ 	ω−��	 ≤
ε

4
(4.45)

By monotonicity, if α ∈ V+
��M and θ ∈ V−

��M, then


q+j 
1	α� − q+j 
1	θ�� ≥ 
q+j 
1	α−M� − q+j 
1	θ+M��
≥ 
q+j 
1	ω+�� − q+j 
1	ω−��� −

ε

2

≥ ε
2


(4.46)

Similar inequalities hold if σ
j� = −1. ✷
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Remark. If 	� 
�+Tc�	 = 1, then 	� 
�ωTc�	 = 1 for any ω ∼ + (Lemma 4.3);
therefore ω ∈ �+q and Proposition 4.2 applies.

Theorem 4.1. Let � be a Gibbs specification which is monotonicity preserv-
ing. Let T ⊂ � so that 	T	 = ∞ and 	Tc	 = ∞. Let �+q be the set of continuity

points of the local specification Q+
T = �q+���⊂T and �−q the set of continuity

points of Q−
T = �q−���⊂T.

(i) If 	� 
��	 = 1, that is, µ+ = µ−, then �+q has µ+ measure one.

Assume that 	� 
�+Tc�	 = 1 and 	� 
�−Tc�	 = 1. Then there exists a dense subset
�q ⊂ �−1�1�T with the following properties:

(ii) �q is � ∞
T -measurable, �q = �ω� 	� 
�ωTc�	 = 1� and �+q = �−q = �q,

(iii) µ+
�q� = 1 if and only if µ+ ∈ � 
Q−
T�; µ−
�q� = 1 if and only if

µ− ∈ � 
Q+
T�.

Furthermore

�q = �ω ∈ �� q+�
·	ω� = q−�
·	ω� ∀ finite � ⊂ T�(4.47)

Proof. (i) Let � ⊂ T; let f be an increasing local function in Tc ∪ �. We
have

µ+
f� − µ−
f� =
∫
µ+
dω�γ+Tc∪�
f	ω� −

∫
µ−
dω�γ−Tc∪�
f	ω��(4.48)

which, if µ+ = µ−, yields

0 =
∫
µ+
dω�[γ+Tc∪�
f	ω� − γ−Tc∪�
f	ω�](4.49)

Since the square bracket is nonnegative (monotonicity), it must be zero µ+-
a.e.,

γ+Tc∪�
f	ω� = γ−Tc∪�
f	ω�� µ+-a.e.(4.50)

We conclude using (ii) of Proposition 4.1.
Theorem 4.1(ii) follows from Proposition 4.1.
(iii) Let µ+ ∈ � 
Q−

T�; then for any increasing local function f,

0 = µ+
f� − µ+
f� =
∫
µ+
dω�"q+�
f	ω� − q−�
f	ω�#(4.51)

Since "q+�
f	ω� − q−�
f	ω�# is nonnegative, we have

q+�
f	ω� − q−�
f	ω� = 0� µ+-a.s.(4.52)
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Conversely, if µ+
�q� = 1, then for any increasing local function f,
∫
µ+
dω�q+�
f	ω� =

∫
�q

µ+
dω�q+�
f	ω�

=
∫
�q

µ+
dω�q−�
f	ω�

=
∫
µ+
dω�q−�
f	ω�

(4.53)

The second part of (iii) follows from Proposition 4.1. ✷

5. A criterion for nonquasilocality. Let � = �γ�� � ⊂ � � be a local
specification defined on � , which is monotonicity preserving and satisfies

G1�. We establish in this section our main criterion for nonquasilocality of
a local specification, Corollary 5.1. This is done by estimating the relative
entropy

1
	�	H�
γ�
·	+�	γ�
·	−�� �=

1
	�	

∑
σ�

γ�
σ 	+� log
γ�
σ 	+�
γ�
σ 	−�

(5.1)

We do this in Section 5.1. The method is inspired by Sullivan (1973) and Kozlov
(1974).

5.1. Estimates of the relative entropy. We define on the set � a total order
denoted by ≥. Given any σ ∈ � and j ∈ � , we define a new element jσ ∈ �
by

jσ
k� �=
{−� if k < j�
σ
k�� if k ≥ j(5.2)

We write the quotient in the right-hand side of (5.1) as

γ�
σ 	+�
γ�
σ 	−�

= γ�
−	+�
γ�
−	−�

· γ�
σ 	+�
γ�
−	+�

· γ�
−	−�
γ�
σ 	−�

(5.3)

Using the identity

γ�
σ�1
η�2

	ω�
γ�
τ�1

η�2
	ω� =

γ�1

σ�1

	η�2
ω�c2�

γ�1

τ�1

	η�2
ω�c2�

�(5.4)

where � = �1 ∪ �2, �1 ∩ �2 = �, we have

γ�
σ 	+�
γ�
−	+�

= ∏
j∈�

γj
σ 	jσ+� �
γj
−	jσ+� �

(5.5)

and

γ�
−	−�
γ�
σ 	−�

= ∏
j∈�

γj
−	jσ−� �
γj
σ 	jσ−� �

(5.6)
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Using (5.2), (5.5) and (5.6), we can write (5.1) as

1
	�	H�
γ�
·	+�	γ�
·	−��

= 1
	�	 log

γ�
−	+�
γ�
−	−�

+ 1
	�	

∑
σ�

γ�
σ 	+� log
∏
j∈�

γj
σ 	jσ+� �
γj
−	jσ+� �

γj
−	jσ−� �
γj
σ 	jσ−� �



(5.7)

Let us define

fj��
η� �= log
γj
+	η+��
γj
+	η−��

γj
−	η−��
γj
−	η+��

(5.8)

The jth factor of the product in (5.7) is equal to one if σ
j� = −; it is larger
than one if σ
j� = + by monotonicity; thus

0 ≤ log
γj
σ 	jσ+� �
γj
−	jσ+� �

γj
−	jσ−� �
γj
σ 	jσ−� �

≤ fj��
σ�(5.9)

A similar expression can be derived using jσ instead of jσ , where

jσ
k� �=
{+� if k < j�
σ
k�� if k ≥ j�(5.10)

we get

1
	�	H�
γ�
·	+�	γ�
·	−��

= 1
	�	 log

γ�
+	+�
γ�
+	−�

+ 1
	�	

∑
σ�

γ�
σ 	+� log
∏
j∈�

γj
σ 	jσ+� �
γj
+	jσ+� �

γj
+	jσ−� �
γj
σ 	jσ−� �



(5.11)

By monotonicity

log
γj
σ 	jσ+� �
γj
+	jσ+� �

γj
+	jσ−� �
γj
σ 	jσ−� �

≤ 0(5.12)

Lemma 5.1. Let the local specification � = �γ�� � ⊂ � � on � satisfy 
G1�
and be monotonicity preserving. Then lim� fj�� = fj exists, and

1
	�	 log

γ�
−	−�
γ�
−	+�

≤ 1
	�	

∑
j∈�

∫
γ�
dσ 	+�fj��
jσ��(5.13)

1
	�	H�
γ�
·	+�	γ�
·	−�� ≤

1
	�	 log

γ�
+	+�
γ�
+	−�

(5.14)

Let � = �1 ∪ �2, �1 ∩ �2 = �; then

log
γ�
−	−�
γ�
−	+�

≤ log
γ�1


−	−�
γ�1


−	+� + log
γ�2


−	−�
γ�2


−	+� �(5.15)
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and

log
γ�
+	+�
γ�
+	−�

≤ log
γ�1


+	+�
γ�1


+	−� + log
γ�2


+	+�
γ�2


+	−� (5.16)

Proof. The existence of lim� fj�� follows by monotonicity. Since the rela-
tive entropy is nonnegative,

1
�

log
γ�
−	−�
γ�
−	+�

≤ 1
�

∑
j∈�

∫
γ�
dσ 	+�fj��
jσ�(5.17)

Starting from (5.11), and observing that the second term of the right-hand
side of (5.11) is nonpositive [see (5.12)], we get (5.14).

Let � = �1 ∪ �2, so that �1 ∩ �2 = �. Let χj be the characteristic function
of the set �η� η
j� = +� and

χ� �=
∏
j∈�
χj(5.18)

Then, since χ� is increasing,

γ�
χ�	+� =
∫
γ�
dη	+�χ�1


η�χ�2

η�

=
∫
γ�
dη	+�γ�1


χ�1
	η�χ�2


η�
≤ γ�1


χ�1
	+�γ�
χ�2

	+�
≤ γ�1


χ�1
	+�γ�2


χ�2
	+�

(5.19)

Similarly,

γ�
χ�	−� ≥ γ�1

χ�1

	−�γ�2

χ�2

	−�(5.20)

Therefore

γ�
+	+�
γ�
+	−�

≤ γ�1

+	+�

γ�1

+	−�

γ�2

+	+�

γ�2

+	−� �(5.21)

we can prove analogously that

γ�
−	−�
γ�
−	+�

≤ γ�1

−	−�

γ�1

−	+�

γ�2

−	−�

γ�2

−	+�  ✷(5.22)

5.2. Criterion for nonquasilocality. The main property of the function fj
is that it is nonnegative; it is equal to zero at η iff γj
σ 	·� is continuous
at η for any σ . Our criterion for nonquasilocality is stated for Z

d-invariant
local specifications, but it can be generalized to other situations with suitable
modifications.
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Proposition 5.1. Let � = Z
d and � be a Z

d-invariant, monotonicity pre-
serving local specification satisfying 
G1�. Then

lim
�n

1
	�n	

log
γ�n
−	−�
γ�n
−	+�

≤
∫
µ+
dσ�fj
jσ��(5.23)

where ��n� is a sequence tending to Z
d in the sense of Fisher, for example, a

sequence of increasing cubes with 	�n	 → ∞; j is any lattice point.

Proof. For η fixed, the function � �→ fj��
η� is decreasing in �. From
(5.13) of Lemma 5.1, if �n ⊃ �m,

lim
�n

1
	�n	

log
γ�n
−	−�
γ�n
−	+�

≤ lim
�n

1
	�n	

∑
j∈�n

∫
γ�n
dσ 	+�fj��n
jσ�

≤ lim
�n

1
	�n	

∑
j∈�n

∫
γ�n
dσ 	+�fj��m
jσ�

(5.24)

The function fj�� can be decomposed into

fj��
η� = aj��
η� + bj��
η�(5.25)

with

aj��
η� �= log
γj
+	η+��
γj
−	η+��

� bj��
η� �= log
γj
−	η−��
γj
+	η−��

(5.26)

By monotonicity, the function aj��
·� is increasing, and the function bj��
·� is
decreasing. Therefore ∫

γ�n
dσ 	+�aj��m
jσ�(5.27)

is decreasing as a function of �n, and∫
γ�n
dσ 	+�bj��m
jσ�(5.28)

is increasing as a function of �n. Given any ε > 0, we can find a cube �ε
containing the origin 0, such that if j+ �ε ⊂ �n, then∣∣∣∣

∫
γ�ε
dσ 	+�aj��m
jσ� −

∫
µ+
dσ�aj��m
jσ�

∣∣∣∣ ≤ ε�(5.29)

∣∣∣∣
∫
γ�ε
dσ 	+�bj��m
jσ� −

∫
µ+
dσ�bj��m
jσ�

∣∣∣∣ ≤ ε(5.30)

Using the Z
d-invariance of µ+ and (5.29) and (5.30),

lim
�n

1
	�n	

∑
j∈�n

∫
γ�n
dσ 	+�fj��m
jσ� =

∫
µ+
dσ�fj��m
jσ�(5.31)

We can take now the limit �m ↑ Z
d. ✷
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Corollary 5.1. Let � = Z
d and � be a Z

d-invariant, monotonicity pre-
serving local specification satisfying 
G1�. If

lim
�n

1
	�n	

log
γ�n
−	−�
γ�n
−	+�

> 0�(5.32)

then the local specification � cannot be continuous (quasilocal) everywhere, and
hence it is not Gibbs.

6. Ising model. Our basic example is the Ising model on Z
d, d ≥ 2. Let

$i� j% denote a pair of nearest neighbor points i and j in Z
d. For any � ⊂ Z

d,
we define a function I�
ω� on �,

I�
ω� �=
∑

$i�j%∩� =�

Xi
ω�Xj
ω� + h
∑
i∈�
Xi
ω�(6.1)

We define a local specification �
β� on Z
d, β > 0, by the Boltzmann–Gibbs

formula

γ�
σ 	η� �=
exp
βI�
σ�η�c��∑
ω�

exp
βI�
ω�η�c��
(6.2)

It is a Gibbs specification which is Z
d-invariant and monotonicity preserving.

When h = 0, it is also invariant under the symmetry ω �→ ω, where ω
k� �=
−ω
k�. It is well known that there exists βc
d� such that for any β ≤ βc
d�
there is a unique probability measure which is �
β�-compatible, and for any
β > βc
d� the measures µ+ and µ− are different. By Lemma 5.1 we can define
the quantity

ζT �= lim
�n↑T

1
	�n	

log
q+�n
−	−�
q+�n
−	+�

≥ 0�(6.3)

where ��n� is an increasing sequence of cubes in T such that 	�n	 → ∞.
We consider Schonmann’s example with T ∼= Z

d−1 and h = 0 and verify the
hypothesis of Theorem 4.1. We first recall the following result [Lemma 3.5 in
Fröhlich and Pfister (1987)].

Proposition 6.1. For the d-dimensional Ising model, d ≥ 2, if T �= Z
d−1,

then 	� 
�+Tc�	 = 1 and 	� 
�−Tc�	 = 1 for any β.

As a consequence of Proposition 6.1 and the spin–flip symmetry of the ran-
dom field, we can write

ζT = lim
�n↑T

1
	�n	

log
q+�n
−	−�
q+�n
−	+�

= lim
�n↑T

1
	�n	

log
q−�n
−	−�
q+�n
−	+�

= lim
�n↑T

1
	�n	

log
q+�n
+	+�
q+�n
−	+�



(6.4)
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For β > βc large enough, one can show directly and easily by a perturbative
argument that ζT is strictly positive. However, using results from Fröhlich
and Pfister (1987b) we can prove

Corollary 6.1. Let d ≥ 2, h = 0 and T ∼= Z
d−1. Then we have the follow-

ing:

(i) for the Ising model on Z
d, the local specificationQ+

T is continuous when-
ever Dobrushin’s strong uniqueness condition holds;

(ii) Q+
T is quasilocal µ+-a.s. if β ≤ βc
d�;

(iii) ζT > 0 if and only if β > βc
d�. Therefore when β > βc
d�, Q+
T is not

quasilocal everywhere, hence not Gibbs.

Remark. By Proposition 4.2, the discontinuities of Q+
T cannot be removed

by changing the local specification on a set of µ+ measure zero. That is, Corol-
lary 6.1(iii) implies that for β > βc
d� the measure µ+ is not compatible with
any quasilocal specification.

Proof. By (6.4),

ζT = lim
�n↑T

1
	�n	

log
q+�n
+	+�
q+�n
−	+�

= lim
�n↑T

1
	�n	

lim
�′↑Tc∪�n

log
γ�′ 
+�n 	+�
γ�′ 
−�n 	+�

= lim
�n↑T

1
	�n	

lim
�′↑Tc∪�n

log
Z+
�′ 
+�n�
Z+
�′ 
−�n�



(6.5)

In this last formula, Z+
�′ 
+�n� is the partition function of the Ising model in

the box �′, with + boundary condition and such that all spins at i ∈ �n are
equal to +. By monotonicity in �′ and in �n, the limit is also equal to

lim
�′′↑Zd

1
	�n	

log
Z+
�′′ 
+�n�
Z+
�′′ 
−�n�

(6.6)

Here �′′ is a cube centered at the origin, such that �′′ ∩T = �n. As a conse-
quence of d, page 54 in Fröhlich and Pfister (1987), ζT is two times the surface
tension. The surface tension is strictly positive iff β > βc
d� [Lebowitz and
Pfister (1981)]. ✷

Remarks. (i) Questions concerning the size of �+q are also considered in
Maes and Vande Velde (1992) and Lörinczi (1994).

(ii) In Lörinczi and Vande Velde (1994), the authors indicate that one recov-
ers quasilocality everywhere in the case d = 2, if one chooses instead of T = Z

1

a subgroup T′ of Z
1 with a lattice spacing large enough. However, the specifi-

cations Q+
T and Q−

T so obtained are different. That is, the projected measures
µ+T and µ−T can not be simultaneously compatible with the same continuous
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specification, and, moreover, any nontrivial convex combination of them has
conditional probabilities that are everywhere discontinuous [van Enter and
Lörinczi (1996)].

(iii) It is an open question whether we have µ+
�q� = 1 or µ+
�q� = 0.
(iv) In the region h = 0, it is known that the projected measure is quasilocal

in d = 2 [Lörinczi (1995a, b)], while the expected existence of layering transi-
tions would imply nonquasilocality for low field and low temperature in d ≥ 3
[see the discussion of Lörinczi (1995a, b)].

Finally, we consider Griffiths–Pearce–Israel’s example for d ≥ 3. Here T is
a d-dimensional subgroup of Z

d. Let us fix β sufficiently large. There exists
h
β� > 0 such that for any h, 0 ≤ h ≤ h
β�, the measure µ+T cannot be
consistent with any local specification on T, which is quasilocal everywhere.
In particular the measure µ+T on 
T��T� is not a Gibbs measure [van Enter,
Fernández and Sokal (1993)]. There are two cases to consider.

1. For h > 0, µ+ = µ− so that we have almost-sure quasilocality. It has been
proved in Martinelli and Olivieri (1993) that one recovers quasilocality ev-
erywhere if one chooses instead of T a subgroup T′ of T of the same di-
mension, but with a lattice spacing O
1/h�.

2. For h = 0 we have 	� 
�+Tc�	 = 1 and 	� 
�−Tc�	 = 1 (on Tc we have an
Ising model with a magnetic field when ωT = + or ωT = −). A simple
estimation shows that log 
q+�n
−	−��/q

+
�n

−	+� is of the order of the length

of the boundary of �n when �n is a square; therefore ζT = 0. Thus, this
example is of a different nature than Schonmann’s. Our criterion about
nonquasilocality does not apply.
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