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SLOW POINTS AND FAST POINTS OF LOCAL TIMES

BY LAURENCE MARSALLE

Universite Pierre et Marie Curie´
Let L be a local time. It is well known that there exist a law of the

iterated logarithm and a modulus of continuity for L. Motivated by the
case of real Brownian motion, we study the existence of fast points and
slow points of L. We prove the existence of such points by considering the
right-continuous inverse of L, which is a subordinator.

1. Introduction. Let M be a strong Markov process started from a fixed
� �point, say 0. According to Blumenthal and Getoor 5 , we know that if 0 is

regular for itself, that is,
� 4inf t � 0: M � 0 � 0 a.s.,t

Ž .then M possesses a local time at 0, denoted L , t � 0 . Roughly speaking,t
the local time measures the amount of time spent by M at 0.

The right-continuous inverse X of L, defined by
� 4X � inf u � 0: L � t , t � 0,t u

is a subordinator. We denote by � its Laplace exponent, which is specified by
� �� exp � � X � exp � t� � , t � 0, � � 0.Ž .t

Many results concerning L can be deduced from the corresponding ones for X
and involve the Laplace exponent �. In particular, the starting point of this
work can be stated as follows.

Ž � �.LAW OF THE ITERATED LOGARITHM Fristedt and Pruitt 8 . If for some
Ž . �� � 0, � x � x for x sufficiently large, then there is a positive constant c0

such that
�1 � �L � s log log sŽ .s

lim sup � c a.s.0� �� log log ss�0

Ž � �.MODULUS OF CONTINUITY Fristedt and Pruitt 9 . If for some � � 0,
Ž . �� x � x for x sufficiently large, then there are two positive constants c� and

c� such that
�1 � �L � L � s log sŽ . Ž .t�s t

lim inf sup � c� a.s.,
� � �log ss�0 0�t�X1

�1 � �L � L � s log sŽ . Ž .t�s t
lim sup sup � c� a.s.

� �� log s0�t�Xs�0 1
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When the Laplace exponent � is regularly varying at infinity with index
Ž .� � 0, 1 , we can specify the constants involved in both previous results

Ž � �.see 2 :
Ž .� 1����c � � 1 � � ,Ž .0

Ž .� 1��Ž1�2 � .c� � c� � c � � 1 � � .Ž .�

These two results can be viewed as analogues of the well-known law of the
iterated logarithm of Khintchine and the modulus of continuity of Levy for a´

� �linear Brownian motion. The latter has led Orey and Taylor 16 to study the
set of points where Brownian motion grows faster than the law of the iterated
logarithm. Similarly, under the assumption that � is regularly varying at

Ž .infinity with index � � 0, 1 , using the same argument of condensation, we
point out that with probability 1,

�1 � �L � L � s log sŽ . Ž .t�s t
BA t � 0 lim sup � c ,�� �� log ss�0

�1 � �L � L � s log sŽ . Ž .t�s t
1 � t � 0 lim sup � c .Ž . �� �� log ss�0

We call the latter times fast points of L, and adapting arguments of Orey
and Taylor, we determine their Hausdorff dimension.

THEOREM A. Suppose that � is regularly varying at infinity with index
Ž .� � 0, 1 and that 	 � 0. Then with probability 1,

�1 � �L � L � s log sŽ . Ž .t�s t 1	Ž1�� .dim t � 0, 1 : lim sup � 	c � � 1 � 	 ,Ž . Ž .�½ 5� �� log ss�0

where dim denotes the Hausdorff dimension and with the convention that
dim E � 0 if and only if E � �.

REMARK. When 	 � 1, the Hausdorff dimension is 0, but we know that
Ž .the set is not empty thanks to 1 .

A question then arises naturally: what about slow points of local times?
This notion was first introduced for linear Brownian motion and studied by

� � � �Dvoretzky 6 , Kahane 12 and others. In the case of local time, we know that
L presents intervals on which it is constant, which leads us to modify the
notion of slow points. With this aim in mind, we introduce

0 � 4Z � t � 0: L � L � L , 
 � � 0 ,t�� t t��

the set of times t where the local time increases both to the left and to the
right, and we consider the existence of exceptional times in Z 0 where the

Žrate of growth of L is minimal. When � is a power function in that case X is
. � �a stable subordinator , Fristedt 7 proved the existence of slow points and,

Ž � �.more precisely, that the minimal rate of growth is given by s � 1	� 1	 s .
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By applying a certain transformation on the family of subordinators, we are
able to extend the result of Fristedt under very mild assumptions on �.

THEOREM B. If there exists some � � 1 such that

� � x � � xŽ . Ž .
1 � lim inf � lim sup � �,

� x � xx��� Ž . Ž .x���

one has that with probability 1,
0 � � � �
 t � Z lim sup L � L � 1	 s � 0,Ž .t�s t

s�0

0 � � � �� t � Z lim sup L � L � 1	 s � ��.Ž .t�s t
s�0

The latter times are called slow points of L. Informally, they can be viewed
as times where the occupation density at 0 is the smallest, whereas fast
points are times where it is the greatest.

This paper is organized as follows. Preliminaries on subordinators and
local times are developed in Section 2. Proofs of Theorem A and Theorem B
are given in Section 3, and Section 4 is devoted to some examples.

2. Preliminaries.

2.1. Subordinators. A process X is called a subordinator if it is a right
continuous, increasing process, started at X � 0 and with independent and0

Žstationary increments. That is, for every t � 0, the shifted process X � X ,t�s t
. Ž .s � 0 is independent of X , 0 � u � t and has the same law as X. This lastu

property implies that the Laplace transform of X can be expressed in the
form

� �� exp � � X � exp � t� � , t � 0, � � 0,Ž .t

where � is called the Laplace exponent of X. Moreover, � is given by the
celebrated Levy�Khintchine formula´

� � � k � d� � 1 � exp �� x � dx ,Ž . Ž . Ž .Ž .H
Ž .0, ��

Ž .where k � � 0 is the killing rate, d � 0 is the drift coefficient and � the
Levy measure of X. Recall that a measure � can arise as the Levy measure of´ ´
some subordinator if and only if

1 
 x � dx � ��,Ž . Ž .H
Ž .0, ��

ŽŽ ..and we denote by � � � x, �� its tail. When k � 0, X is identical in law
with a subordinator with infinite lifetime killed at an independent exponen-

Ž � �.tial time with parameter k see page 73 of 3 . Since the properties we deal
with are local ones, we can deduce the behavior of X in the case k � 0 from
the case k � 0. Consequently, we assume henceforth that k � 0. We also
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exclude the cases when X is a compound Poisson process or d � 0, which
�correspond to a Markov process M which spends a positive time at 0 that is,

Ž . � Ž .Leb t : M � 0 � 0 . This implies that � is one-to-one and onto from 0, ��� 4t
Ž .on 0, �� , and we denote  its inverse.
Stable subordinators form an important class of subordinators: more pre-

Ž . Ž . Ž . �cisely, X is called stable of index � � 0, 1 if � � � � 1 � . An extension of
that class is that of subordinators whose Laplace exponent is regularly

Ž .varying at infinity with index � � 0, 1 , that is, for all � � 0,
Ž Ž . Ž .. �lim � � x 	� x � � .x ���

More generally, we recall that � being an increasing concave function,
Ž .such that � 0 � 0, one easily gets that for every � � 1, x � 0,

� � xŽ .
1 � � �,

� xŽ .
and consequently the Laplace exponent � satisfies

� � x � � xŽ . Ž .
1 � lim inf � lim sup � �.

� x � xx��� Ž . Ž .x���

So that the hypothesis which appears in Theorem B, that is,

Ž . Ž Ž . Ž ..H There exists some � � 1 such that 1 � lim inf � � x 	� x �x ���

Ž Ž . Ž ..lim sup � � x 	� x � �x ���

only excludes the limit cases and is very mild. This assumption implies that
� �� has O-regular variation, according to the definition given in 4 , page 65.

� �We can then restate Theorems 2.1.7 and 2.1.8 of 4 the following way.

Ž . Ž �PROPOSITION 1. If � satisfies H , then there exist 0 � 	 � � � 1, c � 0, 1 ,
A � 0, such that for every y � x � A,

�	 �1c y	x � � y 	� x � c y	x .Ž . Ž . Ž . Ž .

Before stating another useful result about subordinators, we need to
introduce some notation. We recall that two positive functions f and g are of

Ž . Ž �the same order denoted f � g if there exists some constant c � 0, 1 such
that for all x,

cf x � g x � c�1 f x .Ž . Ž . Ž .
� �In the same way, we say that f and g are of the same order near a � 0, ��

if
f x f xŽ . Ž .

0 � lim inf � lim sup � ��.
g x g xx�a Ž . Ž .x�a

Ž .LEMMA 2. If X is a subordinator whose Laplace exponent satisfies H ,
then we have

� x � � 1	x near 0.Ž . Ž .
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xŽ . Ž .PROOF. We define I x � H � t dt, the integrated tail. Since we have0
� �supposed that d � 0, Proposition 1 of Chapter III of 2 reads

2 � x � xI 1	x ,Ž . Ž . Ž .
Ž . Ž .so that we only need to show that I x 	x � � x near 0. The fact that �

Ž . Ž .decreases, immediately leads to I x 	x � � x , for all x.
Ž . Ž �On the other hand, 2 implies that there exists c � 0, 1 such that for all

integers n � 1,

I nx 	I x � cn� 1	nx 	� 1	x ,Ž . Ž . Ž . Ž .
Ž . Ž . �1 ��and Proposition 1 gives that � 1	nx 	� 1	x � c n , for x small enough.

Since 1 � � � 0, lim n1�� � ��, so that we can choose an integer nn���

large enough to ensure that

3 lim inf I nx 	I x � 1.Ž . Ž . Ž .
x�0�

Using again the fact that � decreases, we can deduce that

I nx � I x � n � 1 x� x ,Ž . Ž . Ž . Ž .
Ž . Ž . Ž .�which leads, thanks to 3 , to lim inf x� x 	I x � 0, which completesx � 0

the proof. �

2.2. Local times and subordinators. The aim of this subsection is to give
some results concerning L, the local time, and its links with its right-continu-
ous inverse X. More precisely, we establish a useful result which relates the
existence of slow points for L to the existence of some exceptional times for X.

0 � 4We recall that Z � t � 0: L � L � L , 
 � � 0 and that  denotest�� t t��

the inverse of �, the Laplace exponent of X.

Ž .LEMMA 3. We suppose that � satisfies H . Then the following assertions
hold with probability 1:

Ž . Ž .i If there exists t � 0, �� such that

� � � �lim inf X � X  1	 s � 0,Ž .t�s t
s�0

then X is continuous at t and if we set u � X , thent

� � � �lim sup L � L � 1	 v � ��.Ž .u�v u
v�0

Ž . � � Ž � �. 0ii If for all t � 0 lim inf X � X  1	 s � ��, then for all u � Z ,s� 0 t�s t

� � � �lim sup L � L � 1	 v � 0.Ž .u�v u
v�0

Ž . Ž . � �PROOF. i Since � satisfies H , the hypotheses of Theorem 1 of 8 are
fulfilled, so that there exists some constant c � 0 such that0

� � �1 � �X � X  s log log sŽ .T�s T
4 lim inf � c a.s.Ž . 0� � �log log ss�0
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� � Ž �1 .�for every stopping time T. This implies that lim inf X � X  s � 0s� 0 T�s T
a.s. whenever T is a stopping time, since

�1 � � s log log sŽ .�1 � s � o at 0 .Ž . ž /� �log log s

Ž .Indeed, Proposition 1 entails that there exists c � 0, �� such that for y � x
large enough,

1	� x xŽ .
� c ,ž / y yŽ .

Ž .with � � 0, 1 . Consequently, for s � 0 small enough,
�1 � � s log log sŽ . 1�1	�� �0 � � c log log s ,Ž .�1 � � s log log sŽ .

and since � � 1, the upper bound actually goes to zero as s � 0�.
Finally, since the jump times of X can be described as the countable union

Ž .of stopping times, 4 implies that X is continuous at whatever time t such
� � Ž � �.that lim inf X � X  1	 s � 0.s� 0 t�s t

We now set u � X and � � L � L , so L � t � �. Since X is rightt u�v u u�v
continuous we get that

5 X � X � v � X � X .Ž . Ž t�� .� t Ž t�� . t

Ž . � � � �We suppose that v � 0, so that 5 yields v � X � X andŽ t�� .� t

� � � � � � � �L � L � 1	 v � � � 1	 X � XŽ . Ž .u�v u Ž t�� .� t

� �� 1	 X � XŽ .Ž t�� .� t� .
� ��  1	 �Ž .Ž .

� � Ž � �.But since lim inf X � X  1	 s � 0, there exist � � 0, � � 0 suchs� 0 t�s t
� �that for all s with s � � ,

�
� �X � X � .t�s t � � 1	 sŽ .

� �Now let s � u � v, with u � �	2 and ��	2 � v � 0; the preceding inequal-
ity thus reads

�
� �X � X � ,Ž t�u.�v t � � 1	 u � vŽ .

which gives, when v goes to 0,
�

� �X � X � ,Ž t�u.� t � � 1	 uŽ .
� �for all u � �	2. This entails that

� � � �lim inf X � X  1	 s � 0,Ž .Ž t�s.� t
s�0
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and then, using Proposition 1, that

� �� 1	 X � XŽ .Ž t�� .� t
lim sup � ��.

� �� �  1	 �Ž .Ž .��0

� � Ž � �.Consequently L � L � 1	 v is bounded.u�v u
When v � 0, a similar argument works with X replaced by X .Ž t�� .� t��

Ž . 0ii Let us suppose that there exists some u � Z such that

� � � �lim sup L � L � 1	 v � 0.Ž .u�v u
v�0

We then set t � L and � � X � X . Since u belongs to Z 0, X � u andu t�s t t
consequently t � s � L . We thus have��u

� � 1	 L � LŽ .��u u
� � � � � � � �X � X  1	 s � �  1	 L � L � .Ž . Ž .t�s t ��u u � � � 1	 �Ž .Ž .

Ž . Ž � � Ž � �..�1But since � satisfies H , the fact that the limit of L � L � 1	 v isu�v u
� � Ž � �.infinite implies that the limit of X � X  1	 s is infinite as well. Thist�s t

completes the proof of the lemma. �

3. Proofs.

Ž .3.1. Proof of Theorem A. We introduce some notations. For 	 � 0, 1 and
� � 1, we set

�1 � �L � L � s log sŽ . Ž .t�s t
E 	 � t � 0: lim sup � 	c ,Ž . �½ 5� �� log ss�0

�1 � �X � X  s log sŽ . Ž .t�s t
F � � t � 0: lim inf � � d ,Ž . �½ 5� � �log ss�0

Ž1�2 � .Ž .�Ž1 �� . Žwhere we recall that c � � 1 � � and we set d � � 1 �� �

.Ž1�� .	 �� . We first show that

E 	 � X F 	�1	� a.s.Ž . Ž .Ž .
Ž . Ž .Ž . Ž .We fix 	 � 0, 1 and � such that E 	 � � �. Let t � E 	 , then there

� � �exist l � 	c , c and a sequence s � 0 such that� � n

�1 � �L � L � s log sŽ . Ž .t�s t n nn6 lim � l.Ž .
� �log sn��� n

Since l � 0, this implies that L increases just after t, and consequently
ŽX � L � L� X � t. We thus set u � L and v � L � L remarkt t t n t�s tn

.that v � 0 . Since X has right-continuous increasing paths, we get thatn
X � X � s .Žu�v .� u nn
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Ž .However 6 entails that for all � � 0 there exists n such that0

�1 � �L � L � s log sŽ . Ž .t�s t n nn � 	c � � , n � n ,Ž .� 0� �log sn

and since  is the increasing inverse of �, this inequality yields that for
n � n ,0

�1
� �v � X � X log sŽ .ž /n Žu�v .� u nn � 	c � � ,Ž .�� �log sn

�1 �1� � � �X � X log s �  	c � � v log s ,Ž .Ž . Ž .Žu�v .� u n � n nn

�1 � � �1� � � �X � X  v log v log s  v log vŽ . Ž . Ž .Žu�v .� u n n n n nn � � .�1� � � � � �log v log v  	c � � v log sŽ .Ž .n n � n n

Ž � � Ž �1 � �..Now, combining the facts that L � L � l log s 	� s log s and thatt�s t n n nn

� is regularly varying at infinity with index � , we get that

� � � �log s log sn n
lim � lim � 1	� .

� �log vn��� n��� log L � LŽ .n t�s tn

Using this time that  is regularly varying at infinity with index 1	� , we
obtain that for all � � 0,

1	��1 � �X � X  v log v �Ž .Ž .Žu�v .� u �1lim inf � � .
� ž /� �log v 	c � �v�0 �

Ž . ŽSince X is an increasing process, we can replace X � X by X �Žu�v .� u u�v
. �1Ž .1	 � �1	�X . An easy computation yields that � �		c � 	 d and allowsu � �

Ž �1	� . Ž . Ž Ž �1	� ..us to conclude that u � F 	 and thus that E 	 � X F 	 . Simi-
lar arguments are involved to prove the converse inclusion.

Ž . Ž Ž �1	� ..The equality E 	 � X F 	 now yields

dim E 	 � � dim F 	�1	�Ž . Ž .
� �by using both Theorem 5.1 of 10 and the fact that, since � has regular

variation at infinity, the lower and upper indices of X coincide and are equal
to � .

Ž . �� 	Ž1�� .Our problem now reduces to showing that dim F � � 1 � � . To
� �compute this Hausdorff dimension, we adapt the proof of Theorem 2 of 16 ,

which states a similar result for linear Brownian motion. The arguments are
very close, except that we use the fact that X has increasing paths instead of
the continuity of Brownian paths. Moreover, the proof relies heavily on the
following property of X when � is regularly varying at infinity with index

Ž .� � 0, 1 .
�1 � �X  t log tŽ .t �� 	Ž1�� . � ��log � � � d � � log t�ž /� �log t
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� � �when t � 0 . This estimate is proved in 2 , Lemma 2, and relies on results
� � � �from 11 . The proof has been completely written in 15 , Section 2.4.2. �

3.2. Proof of Theorem B. Thanks to Lemma 3, the proof of Theorem B
amounts to showing that with probability 1,

� � � �� t � 0 lim inf X � X  1	 s � 0,Ž .t�s t
s�0

� � � �� t � 0 lim inf X � X  1	 s � ��.Ž .t�s t
s�0

7Ž .

Ž . 1	� Ž .When S is a stable subordinator of index � ,  x � x and 7 is obviously
� �true, thanks to the following result in 7 .

Ž .PROPOSITION 4. If S is a stable subordinator of index � � 0, 1 then there
Ž . Ž .exists a constant c � 0, �� such that for all intervals I � 0, �� of positive�

length, with probability 1,

� �S � St�s t
sup lim inf � c .�1	�� �s�0 st�I

Our task consists in reducing Theorem B to Proposition 4. To this aim, we
Ž .define a transformation on subordinators the following way. For � � 0, 1 , we

consider

hŽ� . : 0, �� � 0, �� ,Ž . Ž .
1	�x � 1	� 1	x ,Ž .Ž .
Ž� . Ž� .Ž .which is clearly one-to-one, and we denote g its inverse: g x �

Ž �� .1	 x . Let � X be the jump process of X; that is, � X � X � X . Sinces s s�
X is a subordinator, � X is a Poisson point process whose characteristic

Ž Ž� .Ž . .measure is � . Hence the process h � X , t � 0 is also a Poisson pointt
Ž� .process whose tail characteristic measure � is given by

Ž� . Ž� .� x � � g x .Ž . Ž .Ž .
Ž . Ž . Ž .Since � x � � 1	x near 0 Lemma 2 , one easily gets that

Ž� . ��8 � x � x near 0,Ž . Ž .
and consequently,

1 
 x � Ž� . dx � ��,Ž . Ž .H
Ž .0, ��

which implies that the newly defined process

Y Ž� . � hŽ� . � XŽ .Ýt s
0�s�t

Ž .is also a subordinator. This subordinator is not a stable subordinator, but 8
suggests that its behavior might be not much different. More precisely, the
following holds.
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Ž . Ž .LEMMA 5. For all � � 0, 1 , there exists a constant d � 0, �� such that�

Ž .for all interval I � 0, �� of positive length, with probability 1,

� Ž� . Ž� . �Y � Yt�s t
sup lim inf � d .�1	�� �s�0 st�I

Ž .PROOF. We fix � � 0, 1 and set some notations. Let S denote a stable
Ž .subordinator of index � , � its Levy measure. Let a � 0, 1 ; we define´

� n� 4f : 0, �� � a : n � � ,.a

n�1 � n�1 nx � a if x � a , a .
Ž .and f 0 � 0. If we denote by �S the jump process of S, thena

Sa � f �SŽ .Ýt a u
0�u�t

defines a new subordinator, which jumps exactly at the same times as S, but
the magnitude of the jumps is changed the following way: for all u � 0,

9 a �S � �Sa � �S .Ž . u u u

This entails that for every t � 0 and u such that t � u � 0,

� � � a a � � �a S � S � S � S � S � S ,t�u t t�u t t�u t

which immediately leads to

� � � a a �S � S S � St�u t t�u t
a sup lim inf � sup lim inf1	� 1	�� � � �u�0 u�0u uI I

� �S � St�u t� sup lim inf ,1	�� �u�0 uI

Ž .for all intervals I � 0, �� , and applying Proposition 4 it comes out that

� a a �S � St�u t
ac � sup lim inf � c .� �1	�� �u�0 uI

Ž � �.Ito’s representation of subordinators, and a Kolmogorov 0�1 law see 9 thenˆ
a Ž .allow us to conclude that there exists some constant c � 0, �� such that�

Ž .for all I � 0, �� ,

� a a �S � St�u t asup lim inf � c a.s.�1	�� �u�0 uI

In an analogous way, we associate to Y Ž� . a new subordinator, denoted Z,
defined by

Z � f �Y Ž� . .Ž .Ýt a u
0�u�t
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a � n 4For both S and Z, the Levy measures have their supports in a : n � � . We´
denote these measures by � and � Ž� ., respectively. Thusa a

n�1 � n�1 n �� n ��� 4� a � � a , a � a a � 1 ,. Ž .Ž . Ž .a

Ž� . n�1 Ž� . � n�1 n� 4� a � � a , a ..Ž . Ž .a
Ž� . ��Ž . Ž �However, � x � x near 0, so that there exists some constant c � 0, 1

such that the following inequalities hold:
�� Ž� . �1 ��cx � � x � c x ,Ž .

�� n �� �1 Ž� . � n�14 �� n �1 ��a ca � c � � a � a c a .Ž . Ž .a

If we choose a such that a � c2	�, there exist two positive constants k and K
such that
10 k� dx � � Ž� . dx ,Ž . Ž . Ž .a a

11 � Ž� . dx � K� dx .Ž . Ž . Ž .a a

Ž . aInequality 10 implies that Z has the same law as the sum of S and of ak �

subordinator V independent of Sa, so that
� � � a a �Z � Z S � S � V � VŽ .lawt�s t k Ž t�s. k t t�s t

sup lim inf � sup lim inf .1	� 1	�� � � �s�0 s�0s sI I

� a a � � a a � � �However, S � S � V � V � S � S � V � V , since bothk Ž t�s. k t t�s t k Ž t�s. k t t�s t
processes are increasing, and this leads to

� a a � � a a �S � S � V � V S � Sk Ž t�s. k t t�s t t�s t1	�sup lim inf � k sup lim inf1	� 1	�� � � �s�0 s�0s sI kI

� k1	�ca a.s.�

Ž . aSimilarly, 11 entails that S has the same law as the sum of Z and of anK �

independent subordinator W. Thus
� a a � � �S � S Z � Z � W � WŽ .lawK Ž t�s. K t t�s t t�s t

sup lim inf � sup lim inf .1	� 1	�� � � �s�0 s�0s sI I

However,
� a a � � a �S � S S � SK Ž t�s. K t t�s t1	�sup lim inf � K sup lim inf1	� 1	�� � � �s�0 s�0s sI KI

� K 1	�ca a.s.�

� � � � � �On the other hand, Z � Z � W � W � Z � Z � W � W ,t�s t t�s t t�s t t�s t
which leads to

� �Z � Zt�s t 1	� asup lim inf � K c a.s.�1	�� �s�0 sI

and finally
� �Z � Zt�s t1	� a 1	� ak c � sup lim inf � K c a.s.� �1	�� �s�0 sI
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Since the lower bound is positive a.s., and the upper bound is finite a.s., using
again the Kolmogorov 0�1 law, we get that there exists some constant

Ž . Ž .� � 0, �� such that for all I � 0, �� ,�

� �Z � Zt�s t
sup lim inf � � a.s.�1	�� �s�0 sI

Now we deduce the result for Y Ž� . from the result for Z the same way we
deduced it from S for Sa. This completes the proof of the lemma. �

We now tackle the proof of Theorem B. The idea consists in comparing the
increments of Y Ž� . with the increments of X, for two well-chosen values of � .
Indeed, recalling Proposition 1, we know that

�	 �1c y	x � � y 	� x � c y	xŽ . Ž . Ž . Ž .
Ž� .Ž .for y � x � A. Informally, this inequality implies that t � h t 	t is nearly

Ž 	 .Ž .decreasing, and t � h t 	t nearly increasing. More precisely, if t � u � A,
the following holds:

�
� 1	u 	� 1	t � c t	u ,Ž . Ž . Ž .
hŽ� . t 	t � c1	 � hŽ� . u 	u,Ž . Ž .

and the analogous inequalities for hŽ 	 . are obvious. These properties of
approximate monotonicity entail that hŽ� . is nearly subadditive and that hŽ 	 .

Ž .is nearly superadditive. Indeed, if u is any sequence of positive num-n n� 0
bers such that Ýu � A, then for all n � 0,n

hŽ� . ÝuŽ .nŽ� . 1	�h u � c u ,Ž .n nž /Ýun

Ž� .Ž . 1	 � Ž� .Ž .and consequently Ýh u � c h Ýu . Mutatis mutandi, a similar in-n n
equality holds for hŽ 	 . in reverse direction. For the sake of simplicity, we
rename b and b the constants involved in these inequalities, so that1 2

Ž� . � � � Ž� . Ž� . �b h X � X � Y � Y ,Ž .1 t�s t t�s t

� Ž 	 . Ž 	 . � Ž 	 . � �Y � Y � b h X � X .Ž .t�s t 2 t�s t

Ž .Now Lemma 5 implies that there exists d � 0, �� such that1

Ž� . � � � ��1	�

 t � 0 lim inf h X � X s � d a.s.Ž .t�s t 1

s�0

For any fixed t, there exists a sequence s � 0 such thatn

Ž� . � � � ��1	�h X � X s � 2 d , n � 0.Ž .t�s t n 1n
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Ž� . Ž �� . Ž� .If one recalls that g � 1	 x is the increasing inverse of h , one
easily gets the following inequalities:

� � Ž� . � �1	 �X � X � g 2 d s ,Ž .t�s t 1 nn

� � 1	 sŽ .n
� � � �X � X  1	 s � .Ž . ��t�s t nn � � 2 d 	 sŽ .Ž .1 n

Ž . Ž Ž � �.However, � satisfies H , which entails that lim sup  1	s 	s��� n
ŽŽ .�� � �. � � Ž .�� � � 2d 	s is finite since the ratio 1	s 	 2d 	s is constant, and1 n n 1 n

finally,
� � � �lim inf X � X  1	 s � ��.Ž .t�s t

s�0

It only remains to show that there exists some t such that the liminf is positive.
Using again Lemma 5, we know that there exist d � 0, t � 0 such that2

� Ž 	 . Ž 	 . � � ��1	 	lim inf Y � Y s � d . This implies that for s small enough,s � 0 t�s t 2

Ž 	 . � � � ��1	 	h X � X s � d 	2,Ž .t�s t 2

� � Ž 	 . � �1	 	X � X � g d s 	2 ,Ž .t�s t 2

� � 1	 sŽ .
� � � �X � X  1	 s � ,Ž .t�s t �	 � � d 	2 	 sŽ .Ž .2

and the lower bound is bounded away from zero, again because � satisfies
Ž .H . Thus

� � � �lim inf X � X  1	 s � 0Ž .t�s t
s�0

and the proof of Theorem B is complete. �

4. Examples. To conclude this paper, we present some examples of local
times for which both Theorem A and Theorem B apply.

4.1. Stable Levy processes. Let M denote a stable Levy process of index´ ´
Ž � Ž � �.� � 1, 2 . We thus know see 18 that M admits a local time at 0, L, whose

right-continuous inverse X is a stable subordinator of index 	 � 1 � 1	� . Its
Ž . 1�1	�Laplace exponent is given by � � � c� , where c denotes some constant

Ž � �.whose value can be specified in terms of the Levy exponent of M see 15 .´
Hypotheses of Theorem A as well as of Theorem B are satisfied. We thus

Ž �1 1	� Žobtain the existence of fast points of L and for � � 0, c � 1 �
.Ž2	��1..1	� , we can compute the Hausdorff dimension

L � Lt�s t
dim t � 0, 1 : lim sup � �Ž . 1	 �1�1	�½ 5� � �s log ss�0

Ž .� 2��1 1
� �1 �� 1 � 1 � � � c 1 � .ž / ž /ž /� �
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In the same way, we get the existence of slow points; that is, with probabil-
ity 1,

� �L � Lt�s t0
 t � Z lim sup � 0,1�1	�� �ss�0

� �L � Lt�s t0� t � Z , lim sup � ��.1�1	�� �ss�0

4.2. Bessel processes. Now M is a d-dimensional Bessel process, with
0 � d � 2. In that case there exists a jointly continuous family of local times,
Ž x .L , x � 0, t � 0 , defined byt

��t d�1 xf M ds � c f x x L dx ,Ž . Ž .H Hs t
0 0

� . � .where f : 0, �� � 0, �� is any Borelian function. If we choose

� 1 � d	2Ž .
1�d 	2c � 2

� d	2Ž .
� � 0according to 1 , the Laplace exponent corresponding to L is given by

Ž . 1�d 	2� � � � . In that case, Theorem A and B read, respectively,

L � Lt�s t
dim t � 0, 1 : lim sup � �Ž . d 	21�d 	2½ 5� � �s log ss�0

2	d�1d d d
2	 d� 1 � 1 � � 1 � a.s.,ž / ž / ž /ž /2 2 2

Ž Ž .d 	2Ž .d�1.for � � 0, d	2 1 � d	2 , and with probability 1,

� �L � Lt�s t0
 t � Z lim sup � 0,1�d 	2� �ss�0

� �L � Lt�s t0� t � Z lim sup � ��.1�d 	2� �ss�0

� � � �4.3. Generalized diffusions. We refer here to 14 and 13 . Let B be a real
Ž x .Brownian motion, and l , x � �, t � 0 the jointly continuous family of itst

� . � .local times. Let m: 0, �� � 0, �� be an increasing, right-continuous
function, such that m is regularly varying with index 	 � 0 at 0�. We thus
define

1 xA � l m dx ,Ž .Ht t2
� .0, ��

� 4� � inf t � 0: A � s ,s t

M � B .t � t

The process M is a Hunt process with natural scale and speed measure dm.
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Its local time at zero is defined for t � 0 by

1 t
L � lim � ds.Ht ŽM � � .s� m �Ž .��0 0

The associated Laplace exponent, �, is thus regularly varying at infinity with
Ž . Ž � �.index 1	 1 � 	 see 14 , so the hypotheses of Theorem A and B are

fulfilled.

REMARK. Shieh and Taylor have studied the logarithmic multifractal
� �spectrum of the occupation measure of a stable subordinator in 17 . In

particular, they give very sharp results on two-sided ‘‘fast points’’ and com-
Ž .pute their Hausdorff dimension see Theorem 5.1 . Our result concerning

one-sided ‘‘fast points’’ for general subordinators gives the same Hausdorff
Ž .dimension Theorem A , but the methods involved are quite different.
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