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#### Abstract

We study asymptotic growth rates of stochastic flows on $\mathbf{R}^{d}$ and their derivatives with respect to the spatial parameter under Lipschitz conditions on the local characteristics of the generating semimartingales. In a first step these conditions are seen to imply moment inequalities for the flow $\phi$ of the form $$
E \sup _{0 \leq t \leq T}\left|\phi_{0 t}(x)-\phi_{0 t}(y)\right|^{p} \leq|x-y|^{p} \exp \left(c p^{2}\right) \quad \text { for all } p \geq 1 .
$$

In a second step we deduce the growth rates from an integrated version of these moment inequalities, using the continuity lemma of Garsia, Rodemich and Rumsey. We provide two examples to show that our results are sharp.


0. Introduction. Stochastic differential equations generated by sufficiently smooth vector fields on $\mathbf{R}^{d}$ are known to generate flows of homeomorphisms or diffeomorphisms of $\mathbf{R}^{d}$. For an account of this and the main facts about stochastic flows, see [5]. In the deterministic setting, any flow generated by vector fields with at most linear growth in the spatial parameter has sublinear growth as well. This is no longer true in the presence of semimartingale noise driving the stochastic differential equations which generate the flow.

Their a.s. spatial asymptotic growth rate has been studied in [11], [5], pages 163, 176 and [10]. In the first two papers, it is shown that for $|x| \rightarrow \infty$ the supremum over $s, t$ in a compact interval of the modulus of the flow $\phi_{s t}(x)$ grows at most like $|x|^{1+\varepsilon}$ and at least like $|x|^{1-\varepsilon}$ for any $\varepsilon>0$, and similar results hold for the derivative of the flow and its inverse in case it consists of diffeomorphisms. Ocone and Pardoux [11] consider stochastic differential equations driven by finite-dimensional Brownian motion, whereas Kunita [5] works in a more general class of driving semimartingales. In Kunita's [5] general setting, Mohammed and Scheutzow [10] improve these results by showing that the growth rate of the flow at infinity can be at most $|x|(\ln |x|)^{\varepsilon}$, for any positive $\varepsilon$.

Our motivation for writing this paper comes from the same source as Mohammed and Scheutzow's: the global a.s. rates of spatial growth of flows will play a role in questions of existence of infinite-dimensional flows associated with quasilinear stochastic hereditary systems and stochastic partial differential equations (see [7], [8], [9]). Looking at the results of [10], we asked: can we obtain exact rates of growth by applying the lemma of Garsia, Rodemich

[^0]and Rumsey in its majorizing measure version to moment inequalities for the flow, while carefully keeping track of the quality of the constants appearing in the main martingale inequalities of Doob and Burkholder, Davis and Gundy? It is the main task of this paper to show that the answer to this question is "yes."

The paper is organized as follows. In the first section we review the $m a$ jorizing measure form of the GRR lemma. In Theorems 1.1, 1.2 and 1.3, this key lemma is used to derive moduli of continuity for random fields on $\mathbf{R}^{d}$ with values in some metric space ( $M, \rho$ ) which satisfy moment conditions of the form

$$
E\left[\rho(\phi(x), \phi(y))^{p}\right] \leq d(x, y)^{p} \exp \left(c p^{2}\right)
$$

either for some fixed $p$ and the metric $d(x, y)=|x-y|$ (Theorem 1.1), for all $p \geq 1$ and the metric $d(x, y)=|x-y|$ (Theorem 1.2) or for all $p \geq 1$ and the metric $d(x, y)=|x-y| \wedge 1, x, y \in M$ (Theorem 1.3).

In Section 2 we verify the conditions of Theorem 1.2 for the stochastic flow $\phi$ generated by a stochastic differential equation driven by a semimartingale $F$ whose local characteristics satisfy suitable Lipschitz conditions. Together with a similar estimate on the inverse of the modulus of the flow (Proposition 2.2) we obtain Theorem 2.1, which shows that the supremum of $\left|\phi_{s t}(x)\right|$ over $0 \leq s$, $t \leq T$ is bounded by a random variable $Y$ multiplied by $|x| \exp \left(\gamma(\ln \ln |x|)^{1 / 2}\right)$ as $|x| \rightarrow \infty$ for some constant $\gamma>0$, and moreover that $Y$ is integrable with respect to a certain Young function growing faster than any polynomial. Example 3.1 of the final Section 3 shows that this rate is optimal-possibly up to the value of the constant $\gamma$. The remaining part of Section 2 is devoted to corresponding questions on the growth rate of (higher) derivatives of the flow $\phi$. The main result is Theorem 2.2, which shows that, under differentiability conditions on the local characteristics of $F$, the growth rate of any partial derivative of order at least 1 is at most $Z \exp \left(\gamma(\ln |x|)^{1 / 2}\right)$ for some constant $\gamma>0$, where $Z$ has a similar integrability property as $Y$ above. Example 3.2 of Section 3 proves that the rate is optimal-again, possibly up to the value of the constant $\gamma$.

1. Some estimates of moduli of continuity. In this section we shall provide some estimates of the moduli of continuity of random fields, derived from various assumptions on the moments of their distance at two points of the parameter space. Of course, in later applications of these estimates we shall be interested in quite particular random fields: stochastic flows, where the parameter is just their spatial variable. The assumptions we start with in the following theorems on the moments of distances shall be verified for the flows to be discussed in the following section. The passage from these assumptions to moduli of continuity will be done via the real variable lemma of Garsia, Rodemich and Rumsey. We use the following general version of this lemma in which majorizing measures are crucial (see [1]). For the terminology and the use of majorizing measures, see [6].

In the sequel let $(X, d),(M, \rho)$ be separable metric spaces, $m$ a locally finite measure on the Borel sets of $X$. For a function $g: X \rightarrow M$, denote

$$
\tilde{g}(s, t)= \begin{cases}\frac{\rho(g(s), g(t))}{d(s, t)}, & \text { if } s \neq t \\ 0, & \text { if } s=t\end{cases}
$$

and let $\Phi:[0, \infty[\rightarrow[0, \infty[$ be an increasing, right-continuous function satisfying $\Phi(0)=0, \Phi(x)>0$ for $x>0$.

Then the extended form of the lemma of Garsia, Rodemich and Rumsey that we shall use can be stated as follows. If $g$ is a continuous function, and

$$
\begin{equation*}
V=\int_{X} \int_{X} \Phi(\tilde{g}(s, t)) m(d s) m(d t)<\infty \tag{1}
\end{equation*}
$$

then for any $s, t \in X$,

$$
\begin{equation*}
\rho(g(s), g(t)) \leq 12 \max _{z \in\{s, t\}} \int_{0}^{d(s, t)} \Phi^{-1}\left[\frac{4 V}{m\left(K_{\varepsilon}(z)\right)^{2}}\right] d \varepsilon, \tag{2}
\end{equation*}
$$

where $K_{\varepsilon}(z)$ denotes the closed ball of radius $\varepsilon$ around $z$. For a proof of (2), see [1].

For the rest of this section, let $X=\mathbf{R}^{d}$, fix $\alpha>1$ and choose the majorizing measure $m$ defined by

$$
m(d x)=f(|x|) \lambda(d x)
$$

where $\lambda$ denotes Lebesgue measure on $\mathbf{R}^{d}$ and for $z \geq 0$,

$$
f(z)=\frac{1}{z^{d}\left(\ln ^{+} z\right)^{\alpha} \vee 1}
$$

We choose this particular density $f$ because it is "just" integrable over $\mathbf{R}^{d}$. The fact that the measure $m$ is finite will be important later on when we establish the finiteness of moments of random variables (such as $Y$ in the following theorem). Let $(\Omega, \mathscr{F}, P)$ be an arbitrary probability space. We emphasize that constants appearing in the inequalities of the paper will be consecutively numbered $c_{1}, c_{2}, c_{3}, \ldots$. The positive part of the logarithm will be written $\ln ^{+} x=\ln x \vee 0$ for $x \geq 0$.

THEOREM 1.1. Let $\phi: \Omega \times \mathbf{R}^{d} \rightarrow M$ be a measurable map such that for any $\omega \in \Omega$ the function $\phi(\omega, \cdot)$ is continuous. Assume that for some $p>2 d$ and some constant $c>0$ we have

$$
\begin{equation*}
E\left(\rho(\phi(\cdot, x), \phi(\cdot, y))^{p}\right) \leq c|x-y|^{p} \quad \text { for } x, y \in \mathbf{R}^{d} \tag{3}
\end{equation*}
$$

Then there exists a p-integrable random variable $Y$ such that for all $x, y \in$ $\mathbf{R}^{d}$ such that $|x| \geq|y|$ and all $\omega \in \Omega$, we have

$$
\rho(\phi(\omega, x), \phi(\omega, y)) \leq Y(\omega)|x-y|^{1-2 d / p}\left(\left[|x|^{2 d / p}\left(\ln ^{+}|x|\right)^{2 \alpha / p}\right] \vee 1\right)
$$

In particular, for all $x \in \mathbf{R}^{d}, \omega \in \Omega$,

$$
\rho(\phi(\omega, x), \phi(\omega, 0)) \leq Y(\omega)\left[\left(|x|\left(\ln ^{+}|x|\right)^{2 \alpha / p}\right) \vee|x|^{1-2 d / p}\right]
$$

Proof. Set

$$
Z(\omega)=\left[\int_{\mathbf{R}^{d}} \int_{\mathbf{R}^{d}}\left(\frac{\rho(\phi(\omega, x), \phi(\omega, y))}{|x-y|}\right)^{p} m(d x) m(d y)\right]^{1 / p},
$$

$\omega \in \Omega$. Due to the separability of $M, Z$ is measurable. Moreover, (3) implies that $E\left(Z^{p}\right)<\infty$. To apply the GRR lemma, let $\Phi(x)=x^{p}, x \geq 0$. Then (1) yields for $\omega \in \Omega, x, y \in \mathbf{R}^{d}$,

$$
\rho(\phi(\omega, x), \phi(\omega, y)) \leq Z(\omega) c_{1} \max _{z \in\{x, y\}} \int_{0}^{|x-y|} m\left(K_{\varepsilon}(z)\right)^{-2 / p} d \varepsilon .
$$

Assuming $|x| \geq|y|$, we obtain

$$
\begin{aligned}
& \rho(\phi(\omega, x), \phi(\omega, y)) \\
& \quad \leq c_{2} Z(\omega) \int_{0}^{|x-y|} \varepsilon^{-2 d / p} f(|x|+|x-y|)^{-2 / p} d \varepsilon \\
& \quad \leq c_{2} Z(\omega) \frac{|x-y|^{1-2 d / p}}{1-2 d / p}\left[\left((|x|+|x-y|)^{2 d / p}\left(\ln ^{+}(|x|+|x-y|)\right)^{2 \alpha / p}\right) \vee 1\right] \\
& \quad \leq c_{3} Z(\omega)|x-y|^{1-2 d / p}\left[\left(|x|^{2 d / p}\left(\ln ^{+}|x|\right)^{2 \alpha / p}\right) \vee 1\right] .
\end{aligned}
$$

Setting $Y=c_{3} Z$, we get the first assertion of the theorem. The final one is obtained by specializing the first one to $y=0$.

Remark. Fix $y \in \mathbf{R}^{d}$. Note that condition (3) is translation invariant. We therefore obtain a random variable $Y_{1}$, which is $p$-integrable such that

$$
\rho(\phi(\omega, x), \phi(\omega, y)) \leq Y_{1}(\omega)\left[\left(|x-y|\left(\ln ^{+}|x-y|\right)^{2 \alpha / p}\right) \vee 1\right]
$$

for all $x \in \mathbf{R}^{d}, \omega \in \Omega$. The random variable $Y_{1}$, however, depends on $y$ (or $x$ ).
If (3) holds for all sufficiently large $p$ and if one is able to control the constant $c$ appearing in (3) as a function of $p$, one may, as will be pointed out in the following section, obtain an "integrated" version of (3). In this inequality, the following exponential Young function appears. For $c>0$, let

$$
\Phi_{c}:\left[0, \infty\left[\rightarrow \left[0, \infty\left[, \quad x \mapsto \int_{1}^{\infty} \exp \left(-c t^{2}\right) x^{t} d t .\right.\right.\right.\right.
$$

This function was first introduced in [4] to obtain moduli of continuity for the local time of one-dimensional diffusions in the spatial parameter and used in [2] for establishing conditions under which the multiplicative ergodic theorem holds. The significance of the functions $\Phi_{c}$ is that solutions of SDE's with Lipschitz coefficients have finite $\Phi_{c}$-moments for some (but usually not all) $c>0$. This will be shown in Section 2.

We need the following estimates of $\Phi_{c}$ and its inverse (see also [2]).
Lemma 1.1. Let $c>0$, and denote

$$
K=\exp \left[\left(-4 c \ln \left(\int_{1}^{\infty} \exp \left(-c p^{2}\right) d p \wedge 1\right)\right)^{1 / 2}\right]
$$

Then for $t \geq 0$ we have:
(a) $\Phi_{c}^{-1}(t) \leq K \exp \left(\sqrt{4 c \ln ^{+} t}\right)$;
(b) $\Phi_{c}(t) \leq \sqrt{\pi / c} \exp \left((\ln t)^{2} / 4 c\right)$.

Proof. A straightforward computation shows that

$$
\begin{equation*}
\exp \left((\ln x)^{2} / 4 c\right) \exp \left(-(\ln K)^{2} / 4 c\right) \leq \Phi_{c}(x) \leq \sqrt{\frac{\pi}{c}} \exp \left((\ln x)^{2} / 4 c\right) \tag{4}
\end{equation*}
$$

where the left inequality holds for all $x \geq 1$ and the right one for all $x \geq 0$. From this, (a) and (b) follow immediately.

Lemma 1.1 enables us to obtain an "integrated" version of Theorem 1.1.
Theorem 1.2. Let $\phi: \Omega \times \mathbf{R}^{d} \rightarrow M$ be a measurable map such that for any $\omega \in \Omega$ the function $\phi(\omega, \cdot)$ is continuous. Assume that there exists $c \geq 0$ such that for any $p \geq 1$ we have

$$
\begin{equation*}
E\left(\rho(\phi(\cdot, x), \phi(\cdot, y))^{p}\right) \leq \exp \left(c p^{2}\right)|x-y|^{p} \tag{5}
\end{equation*}
$$

for all $x, y \in \mathbf{R}^{d}$. Then for any $b>c$ there exists $a \Phi_{b}$-integrable random variable $Y$ such that for all $x, y \in \mathbf{R}^{d}$ such that $|x| \geq|y|$ and all $\omega \in \Omega$,

$$
\begin{align*}
& \rho(\phi(\omega, x), \phi(\omega, y)) \\
& \leq  \tag{6}\\
& \quad Y(\omega)(|x| \vee 1) \exp \left(\left[8 b \alpha \ln ^{+} \ln ^{+}|x|\right]^{1 / 2}\right) \\
& \quad \times \int_{0}^{|x-y| /(|x| \vee 1)} \exp \left(\left[8 b d \ln \left(1+\frac{1}{z}\right)\right]^{1 / 2}\right) d z .
\end{align*}
$$

In particular, there exists a $\Phi_{b}$-integrable random variable $Z$ such that for any $x \in \mathbf{R}^{d}$ and $\omega \in \Omega$,

$$
\rho(\phi(\omega, x), \phi(\omega, 0)) \leq Z(\omega)(|x| \vee 1) \exp \left(\left[8 b \alpha \ln ^{+} \ln ^{+}|x|\right]^{1 / 2}\right) .
$$

Remark. The finiteness of the integral in (6) is easy to check.
Proof. Let $b>a>c$ and define

$$
U=\Phi_{a}^{-1}\left[\int_{\mathbf{R}^{d}} \int_{\mathbf{R}^{d}} \Phi_{a}\left(\frac{\rho(\phi(\cdot, x), \phi(\cdot, y))}{|x-y|}\right) m(d x) m(d y)\right] .
$$

Since $a>c$, it is easy to see, using the theorem of Fubini, that

$$
E\left(\Phi_{a}(U)\right)<\infty .
$$

Now apply (2) to $\phi$ and $\Phi_{a}$ to obtain the inequality

$$
\begin{equation*}
\rho(\phi(\omega, x), \phi(\omega, y)) \leq c_{4} \max _{z \in\{x, y\}} \int_{0}^{|x-y|} \Phi_{a}^{-1}\left(\frac{c_{5} \Phi_{a}(U)}{m\left(K_{\varepsilon}(z)\right)^{2}}\right) d \varepsilon . \tag{7}
\end{equation*}
$$

We next use (a) of Lemma 1.1, the inequality $\sqrt{v+w} \leq \sqrt{v}+\sqrt{w}$ for $v, w \geq$ 0 , and the notation

$$
V=\exp \left(\sqrt{4 a \ln ^{+} \Phi_{a}(U)}\right)
$$

For $|x| \geq|y|, \omega \in \Omega$, we then get

$$
\begin{aligned}
& \rho(\phi(\omega, x), \phi(\omega, y)) \\
& \quad \leq c_{4} K V(\omega) \max _{z \in\{x, y\}} \int_{0}^{|x-y|} \exp \left(\left[4 b\left(\ln ^{+} c_{5}+\ln ^{+}\left(m\left(K_{\varepsilon}(z)\right)^{-2}\right)\right)\right]^{1 / 2}\right) d \varepsilon \\
& \leq \\
& c_{6} V(\omega) \int_{0}^{|x-y|} \exp \left(\left[4 b \ln ^{+}\left(\varepsilon^{-2 d} f(|x|+\varepsilon)^{-2}\right)\right]^{1 / 2}\right) d \varepsilon \\
& \leq \\
& c_{7} V(\omega) \exp \left(\left[8 b \alpha \ln ^{+} \ln ^{+}|x|\right]^{1 / 2}\right) \\
& \quad \times \int_{0}^{|x-y|} \exp \left(\left[8 b d \ln \left(1+\frac{|x| \vee 1}{\varepsilon}\right)\right]^{1 / 2}\right) d \varepsilon
\end{aligned}
$$

Furthermore,

$$
\begin{align*}
\int_{0}^{|x-y|} & \exp \left(\left[8 b d \ln \left(1+\frac{|x| \vee 1}{\varepsilon}\right)\right]^{1 / 2}\right) d \varepsilon  \tag{9}\\
\quad & =(|x| \vee 1) \int_{0}^{|x-y| /(|x| \vee 1)} \exp \left(\left[8 b d \ln \left(1+\frac{1}{z}\right)\right]^{1 / 2}\right) d z
\end{align*}
$$

Part (b) of Lemma 1.1 guarantees that $V$ is $\Phi_{a}$-integrable and therefore any constant multiple of $V$ is $\Phi_{b}$-integrable. So (9) employed in (8) yields the first assertion, while the second is obtained by setting $y=0$.

We finally consider an application of the real variable lemma to a moment inequality which is slightly, but essentially, different from (5).

THEOREM 1.3. Let $\phi: \Omega \times \mathbf{R}^{d} \rightarrow M$ be a measurable map such that for any $\omega \in \Omega$ the function $\phi(\omega, \cdot)$ is continuous. Assume that there exists $c \geq 0$ such that for any $p \geq 1$ we have

$$
\begin{equation*}
E\left(\rho(\phi(\cdot, x), \phi(\cdot, y))^{p}\right) \leq \exp \left(c p^{2}\right)\left[|x-y|^{p} \wedge 1\right] \tag{10}
\end{equation*}
$$

for all $x, y \in \mathbf{R}^{d}$. Then for any $b>c$ there exists a $\Phi_{b}$-integrable random variable $Y$ such that for all $x, y \in \mathbf{R}^{d}$ such that $|x| \geq|y|$ and all $\omega \in \Omega$,

$$
\begin{aligned}
& \rho(\phi(\omega, x), \phi(\omega, y)) \\
& \quad \leq Y(\omega) \exp \left(\left[8 b d \ln ^{+}|x|\right]^{1 / 2}\right) \int_{0}^{|x-y| \wedge 1} \exp \left(\left[8 b d \ln ^{+}\left(\frac{1}{\varepsilon}\right)\right]^{1 / 2}\right) d \varepsilon
\end{aligned}
$$

Proof. We proceed just as in the preceding proof, except that we now use the metric $d(x, y)=|x-y| \wedge 1$.

Fix $a$ such that $b>a>c$ and define

$$
Z=\Phi_{a}^{-1}\left(\int_{\mathbf{R}^{d}} \int_{\mathbf{R}^{d}} \Phi_{a}\left(\frac{\rho(\phi(\cdot, x), \phi(\cdot, y))}{d(x, y)}\right) m(d x) m(d y)\right) .
$$

Then (10) implies

$$
E\left(\Phi_{a}(Z)\right)<\infty .
$$

Now we apply (2) with the modified metric, define

$$
V=\exp \left(\left[4 a \ln ^{+}\left(\Phi_{a}(Z)\right)\right]^{1 / 2}\right),
$$

to get for $x, y \in \mathbf{R}^{d}$ such that $|x| \geq|y|$ and $\omega \in \Omega$,

$$
\begin{aligned}
& \rho(\phi(\omega, x), \phi(\omega, y)) \\
& \quad \leq c_{8} V(\omega) \exp \left(\left[8 a \ln ^{+}\left((f(|x|+|x-y|))^{-1}\right)\right]^{1 / 2}\right) \\
& \quad \times \int_{0}^{|x-y| \wedge 1} \exp \left(\left[8 a d \ln ^{+}\left(\frac{1}{\varepsilon}\right)\right]^{1 / 2}\right) d \varepsilon \\
& \quad \leq c_{9} V(\omega) \exp \left(\left[8 b d \ln ^{+}|x|\right]^{1 / 2}\right) \int_{0}^{|x-y| \wedge 1} \exp \left(\left[8 b d \ln ^{+}\left(\frac{1}{\varepsilon}\right)\right]^{1 / 2}\right) d \varepsilon .
\end{aligned}
$$

Another appeal to part (b) of Lemma 1.1 guarantees the $\Phi_{a}$-integrability of $V$ and hence the $\Phi_{b}$-integrability of $c_{9} V$. Hence (11) yields the desired inequality.
2. Spatial estimates for stochastic flows. In this section we shall show that stochastic flows which are generated by stochastic differential equations driven by continuous semimartingale noise satisfy inequalities of the types on which Theorems 1.1, 1.2 and 1.3 were based. Their local characteristics just have to fulfill suitable Lipschitz and growth conditions. The moment inequalities are derived in the following propositions. They lead to our main results, stated in Theorems 2.1 and 2.2, on bounds for the asymptotic spatial growth of the flows and their derivatives.

We will use the set-up and notation of [5] which we recall for the reader's convenience.

Let $F(x, t), t \geq 0$, be a family of $\mathbf{R}^{d}$-valued continuous semimartingales on a filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \geq 0}, P\right)$ indexed by $x \in \mathbf{R}^{d}$. Let $F(x, t)=$ $M(x, t)+V(x, t)$ be the canonical decomposition into a local martingale $M$ and a process $V$ of locally bounded variation. We will assume throughout that both $M$ and $V$ are jointly continuous in $(x, t)$. Furthermore, we assume that there exist $a: \mathbf{R}^{d} \times \mathbf{R}^{d} \times\left[0, \infty\left[\times \Omega \rightarrow \mathbf{R}^{d \times d}\right.\right.$ and $b: \mathbf{R}^{d} \times\left[0, \infty\left[\times \Omega \rightarrow \mathbf{R}^{d}\right.\right.$, called the local characteristics of $F$, such that

$$
\left\langle M_{i}(x, \cdot), M_{j}(y, \cdot)\right\rangle(t)=\int_{0}^{t} a_{i j}(x, y, u) d u, \quad V_{i}(x, t)=\int_{0}^{t} b_{i}(x, u) d u .
$$

Let $\Delta=\left\{(x, x): x \in \mathbf{R}^{d}\right\}$. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right), \alpha_{i} \in \mathbf{N}_{0}, i=1, \ldots d$, we write $|\alpha|:=\sum_{i=1}^{d} \alpha_{i}$ as usual.

We shall say that $F$ has local characteristics of class $B_{u b}^{m, \delta}$ for $m \in \mathbf{N}_{0}$, $0<\delta \leq 1$ (or just $F \in B_{u b}^{m, \delta}$ ) if $b$ is in $C^{m}$, and all derivatives of $a$ up to order $m$ with respect to $x$ and $y$ (simultaneously) are continuous and if for all $T>0$,

$$
\underset{\omega \in \Omega}{\mathrm{ess} \sup } \sup _{0 \leq t \leq T}\left(\left\|a(t) \tilde{\|}_{m+\delta}+\right\| b(t) \|_{m+\delta}\right)<\infty
$$

where

$$
\begin{aligned}
\| a(t) \tilde{\Pi}_{m+\delta}= & \sup _{x, y \in \mathbf{R}^{d}} \frac{|a(x, y, t)|}{(1+|x|)(1+|y|)}+\sum_{1 \leq|\alpha| \leq m} \sup _{x, y \in \mathbf{R}^{d}}\left|D_{x}^{\alpha} D_{y}^{\alpha} a(x, y, t)\right| \\
& +\sum_{|\alpha|=m} \| D_{x}^{\alpha} D_{y}^{\alpha} a(x, y, t) \tilde{\Pi}_{\delta}, \\
\|b(t)\|_{m+\delta}= & \sup _{x \in \mathbf{R}^{d}} \frac{|b(x, t)|}{(1+|x|)}+\sum_{1 \leq|\alpha| \leq m} \sup _{x \in \mathbf{R}^{d}}\left|D_{x}^{\alpha} b(x, t)\right| \\
& +\sum_{|\alpha|=m(x, y) \in \Delta^{c}} \frac{\left|D_{x}^{\alpha} b(x, t)-D_{y}^{\alpha} b(y, t)\right|}{|x-y|^{\delta}}, \\
\| f \tilde{\Pi}_{\delta}:= & \sup \left\{\frac{\left|f(x, y)-f\left(x^{\prime}, y\right)-f\left(x, y^{\prime}\right)+f\left(x^{\prime}, y^{\prime}\right)\right|}{\left|x-x^{\prime}\right|^{\delta}\left|y-y^{\prime}\right|^{\delta}}:\left(x, x^{\prime}\right),\left(y, y^{\prime}\right) \in \Delta^{c}\right\} .
\end{aligned}
$$

Throughout the rest of the paper we will consider the stochastic differential equation

$$
\begin{equation*}
d X(t)=F(X(t), d t) \tag{12}
\end{equation*}
$$

on $\mathbf{R}^{d}$ where $F$ is a spatial semimartingale as above. If $F \in B_{u b}^{0,1}$ (in fact, even under a slightly weaker condition) Kunita [5], page 155, proved the existence of a stochastic flow of homeomorphisms (or diffeomorphisms, if $F \in B_{u b}^{k, \delta}$ for some $k \geq 1$ ) associated with (12), that is, a map $\phi:\left[0, \infty\left[\times\left[0, \infty\left[\times \mathbf{R}^{d} \times \Omega \rightarrow \mathbf{R}^{d}\right.\right.\right.\right.$ such that:

1. $\phi_{s t}(x, \cdot), t \geq s$ solves (12) with initial condition $X(s)=x$ for each $s \geq 0$, $x \in \mathbf{R}^{d}$;
2. $\phi_{s t}(\cdot, \omega)$ is a homeomorphism for each $0 \leq s \leq t, \omega \in \Omega$;
3. $\phi_{s t}(\cdot, \omega)=\phi_{t s}^{-1}(\cdot, \omega)$ for each $s, t \geq 0, \omega \in \Omega$;
4. $\phi_{s u}(\cdot, \omega)=\phi_{t u}(\cdot, \omega) \circ \phi_{s t}(\cdot, \omega)$ for all $s, t, u \geq 0, \omega \in \Omega$;
5. $(s, t) \mapsto \phi_{s t}(\cdot, \omega)$ is continuous from $[0, \infty)^{2}$ to the (group of) homeomorphisms on $\mathbf{R}^{d}$.

In the following, $\phi$ will always denote the flow associated with (12). We remark that all moments of the flow and its derivatives appearing in the sequel are finite, according to [5].

Proposition 2.1. Assume $F \in B_{u b}^{0,1}$. Fix $T>0$. Then there exists $c \geq 0$ such that for all $x, y \in \mathbf{R}^{d}$ and all $p \geq 1$, we have:
(a) $E \sup _{0 \leq t \leq T}\left(\left|\phi_{0 t}(x)-\phi_{0 t}(y)\right|^{p}\right) \leq \exp \left(c p^{2}\right)|x-y|^{p}$;
(b) $E \sup _{0 \leq t \leq T}\left(\left|\phi_{0 t}(0)\right|^{p}\right) \leq \exp \left(c p^{2}\right)$.

Proof. It is enough to prove (a) and (b) for $p \geq 4$.
(a) Since $F \in B_{u b}^{0,1}$ there exists $c_{10} \geq 0$ such that for all $x, \tilde{x}, y, \tilde{y} \in \mathbf{R}^{d}$, $0 \leq t \leq T$ and $\omega \in \Omega$,

$$
|a(x, y, t)-a(\tilde{x}, y, t)-a(x, \tilde{y}, t)+a(\tilde{x}, \tilde{y}, t)| \leq c_{10}|x-\tilde{x}||y-\tilde{y}|
$$

and

$$
|b(x, t)-b(y, t)| \leq c_{10}|x-y| .
$$

Fix $x, y \in \mathbf{R}^{d}$ and define

$$
Y(t):=\left|\phi_{0 t}(x)-\phi_{0 t}(y)\right|^{2}=\sum_{i=1}^{d}\left(\phi_{0 t}(x)-\phi_{0 t}(y)\right)_{i}^{2}
$$

Then Itô's formula implies

$$
\begin{array}{rl}
d Y(t)=\sum_{i=1}^{d} & 2\left(\phi_{0 t}(x)-\phi_{0 t}(y)\right)_{i}\left(M_{i}\left(\phi_{0 t}(x), d t\right)-M_{i}\left(\phi_{0 t}(y), d t\right)\right) \\
& +\sum_{i=1}^{d} 2\left(\phi_{0 t}(x)-\phi_{0 t}(y)\right)_{i}\left(b_{i}\left(\phi_{0 t}(x), t\right)-b_{i}\left(\phi_{0 t}(y), t\right)\right) d t \\
& +\sum_{i=1}^{d} d\left\langle M_{i}\left(\phi_{0 t}(x), \cdot\right)-M_{i}\left(\phi_{0 t}(y), \cdot\right)\right\rangle_{t} .
\end{array}
$$

Therefore we obtain for $p \geq 2$ and $t \leq T$,

$$
\begin{aligned}
& E\left(\sup _{0 \leq s \leq t} Y(s)^{p}\right) \\
& \begin{aligned}
\leq 3^{p-1}\left(|x-y|^{2 p}+E \sup _{0 \leq s \leq t} \mid \sum_{i=1}^{d} 2 \int_{0}^{s}\left(\phi_{0 u}(x)-\phi_{0 u}(y)\right)_{i}\right.
\end{aligned} \\
& \quad \times\left.\left(M_{i}\left(\phi_{0 u}(x), d u\right)-M_{i}\left(\phi_{0 u}(y), d u\right)\right)\right|^{p} \\
& +E\left(\int_{0}^{t} 2 c_{10}\left|\phi_{0 u}(x)-\phi_{0 u}(y)\right|^{2}\right. \\
& \\
& \quad+\sum_{i=1}^{d} \mid a_{i i}\left(\phi_{0 u}(x), \phi_{0 u}(x), u\right)-a_{i i}\left(\phi_{0 u}(x), \phi_{0 u}(y), u\right) \\
& \left.\left.\quad-a_{i i}\left(\phi_{0 u}(y), \phi_{0 u}(x), u\right)+a_{i i}\left(\phi_{0 u}(y), \phi_{0 u}(y), u\right) \mid d u\right)^{p}\right)
\end{aligned}
$$

$$
\begin{aligned}
\leq 3^{p-1}\left(|x-y|^{2 p}+C(p) E( \right. & \left.\int_{0}^{t} 4 c_{10}\left|\phi_{0 u}(x)-\phi_{0 u}(y)\right|^{4} d u\right)^{p / 2} \\
& \left.+E\left(\int_{0}^{t}(2+d) c_{10}\left|\phi_{0 u}(x)-\phi_{0 u}(y)\right|^{2} d u\right)^{p}\right)
\end{aligned}
$$

where $C(p)=\left(c_{11} p^{1 / 2}\right)^{p}$ is an upper bound for the constant in Burkholder's inequality for continuous martingales for all $p \geq 2$, and $c_{11}$ is some universal constant ([3], page 207).

Abbreviating $f(t):=\left(E \sup _{0 \leq s \leq t} Y(s)^{p}\right)^{1 / p}$ we get

$$
f(t) \leq 3\left(|x-y|^{2}+C(p)^{1 / p} 2 \sqrt{c_{10}}\left(\int_{0}^{t} f^{2}(u) d u\right)^{1 / 2}+c_{10}(2+d) \int_{0}^{t} f(u) d u\right)
$$

and hence

$$
f^{2}(t) \leq 27\left(|x-y|^{4}+C(p)^{2 / p} 4 c_{10} \int_{0}^{t} f^{2}(u) d u+c_{10}^{2}(2+d)^{2} T \int_{0}^{t} f^{2}(u) d u\right)
$$

Using Gronwall's inequality, we obtain

$$
\begin{aligned}
& E \sup _{0 \leq t \leq T}\left|\phi_{0 t}(x)-\phi_{0 t}(y)\right|^{2 p} \\
& \quad \leq|x-y|^{2 p} 27^{p / 2} \exp \left(\frac{27 p T}{2}\left(C(p)^{2 / p} 4 c_{10}+c_{10}^{2}(2+d)^{2} T\right)\right)
\end{aligned}
$$

Since $C(p)^{1 / p}=c_{11} p^{1 / 2}$, the assertion follows.
(b) Let $Y(t)=\left|\phi_{0 t}(0)\right|^{2}$. Then

$$
\begin{aligned}
d Y(t)= & \sum_{i=1}^{d} 2 \phi_{0 t}(0)_{i} M_{i}\left(\phi_{0 t}(0), d t\right)+\sum_{i=1}^{d} 2 \phi_{0 t}(0)_{i} b_{i}\left(\phi_{0 t}(0), t\right) d t \\
& +\sum_{i=1}^{d} d\left\langle M_{i}\left(\phi_{0 t}(0), t\right)\right\rangle
\end{aligned}
$$

Using the fact that there exists $c_{12} \geq 0$ such that

$$
|a(x, x, t)| \leq c_{12}\left(1+|x|^{2}\right)
$$

and

$$
|b(x, t)| \leq c_{12}(1+|x|)
$$

for all $x \in \mathbf{R}^{d}, 0 \leq t \leq T$, and $\omega \in \Omega$, the assertion follows as in part (a).
REMARK. The good estimate $C(p)=\left(c_{11} p^{1 / 2}\right)^{p}$ of the best constant in Burkholder's inequality, which showed up in the preceding proof, is crucial for our estimates and will appear in subsequent proofs repeatedly.

Proposition 2.1 combined with Theorem 1.2 provide spatial estimates for $\sup _{0 \leq t \leq T}\left|\phi_{0 t}(x)\right|$. Together with the following proposition we shall be able to extend this estimate even to $\sup _{0 \leq s, t \leq T}\left|\phi_{s t}(x)\right|$ in Theorem 2.1.

Proposition 2.2. Assume $F \in B_{u b}^{0,1}$ and define

$$
\Psi_{t}(x):=\frac{|x|^{2}}{1+\left|\phi_{0 t}(x)\right|}, \quad t \geq 0, x \in \mathbf{R}^{d}
$$

For every $T>0$ there exists $c \geq 0$ such that for all $p \geq 1$ and $x, y \in \mathbf{R}^{d}$ :
(a) $E \sup _{0 \leq t \leq T}\left(1+\left|\phi_{0 t}(x)\right|^{2}\right)^{-p} \leq \exp \left(c p^{2}\right)\left(1+|x|^{2}\right)^{-p}$;
(b) $E \sup _{0 \leq t \leq T}\left(\left|\Psi_{t}(x)-\Psi_{t}(y)\right|^{p}\right) \leq \exp \left(c p^{2}\right)|x-y|^{p}$.

Proof. It suffices to prove the assertions for $p \geq 2$.
Fix $x \in \mathbf{R}^{d}, T>0$ and define

$$
X(t):=\phi_{0 t}(x), \quad Y(t):=\left(1+X(t)^{2}\right)^{-1}
$$

Itô's formula implies

$$
\begin{aligned}
d Y(t)= & -\sum_{i=1}^{d} \frac{2 X_{i}(t)}{\left(1+|X(t)|^{2}\right)^{2}} M_{i}(X(t), d t) \\
& -\sum_{i=1}^{d} \frac{2 X_{i}(t)}{\left(1+|X(t)|^{2}\right)^{2}} b_{i}(X(t), t) d t \\
& -\frac{1}{2} \sum_{i=1}^{d} \frac{2}{\left(1+|X(t)|^{2}\right)^{2}} a_{i i}(X(t), X(t), t) d t \\
& +\frac{1}{2} \sum_{i, j=1}^{d} \frac{8 X_{i}(t) X_{j}(t)}{\left(1+|X(t)|^{2}\right)^{3}} a_{i j}(X(t), X(t), t) d t
\end{aligned}
$$

Since $F \in B_{u b}^{0,1}$, there exists $c_{13} \geq 0$ such that

$$
|a(x, x, t)| \leq c_{13}\left(1+|x|^{2}\right) \quad \text { and } \quad|b(x, t)|^{2} \leq c_{13}^{2}\left(1+|x|^{2}\right)
$$

Proceeding as in the proof of Proposition 2.1, and denoting

$$
f(t):=\left(E\left(\sup _{0 \leq s \leq t} Y(s)^{p}\right)\right)^{1 / p}, \quad 0 \leq t \leq T, p \geq 2
$$

we obtain

$$
\begin{array}{r}
f(t) \leq 3\left[\left(1+|x|^{2}\right)^{-1}+C(p)^{1 / p} 2 \sqrt{c_{13}}\left(\int_{0}^{t} f(s)^{2} d s\right)^{1 / 2}\right. \\
\left.+(2+d+4) c_{13} \int_{0}^{t} f(s) d s\right]
\end{array}
$$

The assertion now follows by applying Gronwall's lemma to $f^{2}$ as in the proof of Proposition 2.1.

To prove (b), note that for $x, y \in \mathbf{R}^{d},|y| \geq|x|$, and $0 \leq t \leq T$, we have

$$
\begin{aligned}
\mid \Psi_{t}(x) & -\Psi_{t}(y) \mid \\
& \left.\leq|x|^{2}\left|\frac{1}{1+\left|\phi_{0 t}(x)\right|}-\frac{1}{1+\left|\phi_{0 t}(y)\right|}\right|+\left.\frac{1}{1+\left|\phi_{0 t}(y)\right|}| | x\right|^{2}-|y|^{2} \right\rvert\, \\
& \leq \frac{|x|}{1+\left|\phi_{0 t}(x)\right|} \frac{|y|}{1+\left|\phi_{0 t}(y)\right|}\left|\phi_{0 t}(x)-\phi_{0 t}(y)\right|+|x-y| \frac{2|y|}{1+\left|\phi_{0 t}(y)\right|}
\end{aligned}
$$

Now the assertion follows from Proposition 2.1 and part (a).
We are ready to state and prove our main result on asymptotic growth rates for stochastic flows.

Theorem 2.1. Assume $F \in B_{u b}^{0,1}$. Then for all $T>0$, there exist $c, \gamma>0$ such that

$$
Y:=\sup _{x \in \mathbf{R}^{d}} \frac{1+\sup _{0 \leq s, t \leq T}\left|\phi_{s t}(x)\right|}{|x|+1} \exp \left(-\gamma\left(\ln ^{+} \ln ^{+}|x|\right)^{1 / 2}\right)
$$

and

$$
Y^{\prime}:=\sup _{x \in \mathbf{R}^{d}} \sup _{0 \leq s, t \leq T} \frac{|x|+1}{1+\left|\phi_{s t}(x)\right|} \exp \left(-\gamma\left(\ln ^{+} \ln ^{+}|x|\right)^{1 / 2}\right)
$$

are $\Phi_{c}$-integrable.
Proof. Fix $x \in \mathbf{R}^{d}$. For $0 \leq s \leq T$, define $y_{s}:=\phi_{0 s}^{-1}(x, \cdot)$. Propositions 2.1 and 2.2 together with Theorem 1.2 show that there exist $c_{14}, c_{15}>0$ and a $\Phi_{c_{14}}$-integrable random variable $Z$ (not depending on $x$ ), such that for all $0 \leq t \leq T$,

$$
\begin{align*}
& 1+\left|\phi_{0 t}\left(y_{s}\right)\right| \leq Z\left(\left|y_{s}\right|+1\right) \exp \left(c_{15}\left(\ln ^{+} \ln ^{+}\left|y_{s}\right|\right)^{1 / 2}\right)  \tag{13}\\
& 1+\left|\phi_{0 t}\left(y_{s}\right)\right| \geq Z^{-1}\left(\left|y_{s}\right|+1\right) \exp \left(-c_{15}\left(\ln ^{+} \ln ^{+}\left|y_{s}\right|\right)^{1 / 2}\right) \tag{14}
\end{align*}
$$

To obtain (13), first apply (b) in Proposition 2.1 to get the $\Phi_{c_{14}}$-integrability of $\sup _{0 \leq t \leq T}\left|\phi_{0 t}(0)\right|$, then use (a). Then (13) and (14) imply

$$
1+\left|\phi_{s t}(x)\right|=1+\left|\phi_{0 t}\left(y_{s}\right)\right| \leq Z^{2}(1+|x|) \exp \left(2 c_{15}\left(\ln ^{+} \ln ^{+}\left|y_{s}\right|\right)^{1 / 2}\right)
$$

Now (14) implies that there exists $\alpha \geq 0$ (depending on $c_{15}$ ) such that $\left|y_{s}\right|+1 \leq$ $\alpha^{2} Z^{2}(1+|x|)^{2}$, so, assuming w.l.o.g. $\ln ^{+}\left(\alpha^{2} Z^{2}\right) \geq 1$,

$$
\begin{align*}
\left(\ln ^{+} \ln ^{+}\left|y_{s}\right|\right)^{1 / 2} & \leq\left(\ln \left(\ln \left(\alpha^{2} Z^{2}\right)+\ln \left(3(1+|x|)^{2}\right)\right)\right)^{1 / 2} \\
& \leq\left(\ln \ln \left(\alpha^{2} Z^{2}\right)+\ln \ln \left(3(1+|x|)^{2}\right)+\ln 2\right)^{1 / 2}  \tag{15}\\
& \leq\left(\ln \ln \left(\alpha^{2} Z^{2}\right)\right)^{1 / 2}+\left(\ln \ln \left(3(1+|x|)^{2}\right)\right)^{1 / 2}+(\ln 2)^{1 / 2}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
1+\sup _{0 \leq \mathrm{s}, t \leq T}\left|\phi_{s t}(x)\right| \leq & Z^{2} \exp \left(2 c_{15}\left(\ln \ln \left(\alpha^{2} Z^{2}\right)\right)^{1 / 2}\right) \exp \left(2 c_{15}(\ln 2)^{1 / 2}\right)(1+|x|) \\
& \times \exp \left(2 c_{15}\left(\ln \ln 3(1+|x|)^{2}\right)^{1 / 2}\right) .
\end{aligned}
$$

Now the first assertion follows with $\gamma=2 c_{15}$.
Further,

$$
1+\left|\phi_{s t}(x)\right|=1+\left|\phi_{0 t}\left(y_{s}\right)\right| \geq Z^{-2}(1+|x|) \exp \left(-2 c_{15}\left(\ln ^{+} \ln ^{+}\left|y_{s}\right|\right)^{1 / 2}\right)
$$

Using (15), the second assertion follows with $\gamma=2 c_{15}$.
Remarks. (1) Suppose we use the moment inequalities of Propositions 2.1 and 2.2 just for one individual $p>2 d$ instead of the "integrated version" hidden behind the appearance of $\Phi_{c}$ employed in Theorem 2.1. Then, as Theorem 1.1 shows, our analysis just leads to $|x|(\ln |x|)^{\varepsilon}$ for arbitrary $\varepsilon>0$ as estimates of growth rates, which is the bound derived in [10]. This is another confirmation of the power of methods involving the real variable lemma of GRR.
(2) It will be shown in Section 3 that the growth rates appearing in Theorem 2.1 are sharp. This result is also nearly optimal in another respect. The random variable $Y$ is proved to be $\Phi_{c}$-integrable for some $c>0$. As the example of the flow $\phi$ in dimension 1 associated with the SDE

$$
d x_{t}=x_{t} d W_{t}
$$

shows, this integrability statement cannot be improved by much. For fixed $t>0$ and $x \neq 0$, the random variable $\phi_{0 t}(x)$ is not $\Phi_{c}$-integrable for $c$ small enough. This is a fortiori true for $Y$.

We next consider spatial estimates of derivatives of a stochastic flow.
Proposition 2.3. Assume that $F \in B_{u b}^{k, 1}$ for some $k \in \mathbf{N}$. Then for all $T>0$ there exists $c \geq 0$ such that for all $1 \leq|\alpha| \leq k, p \geq 1$ and $x, y \in \mathbf{R}^{d}$ we have

$$
\begin{equation*}
E\left(\sup _{0 \leq t \leq T}\left|D^{\alpha} \phi_{0 t}(x)-D^{\alpha} \phi_{0 t}(y)\right|^{p}\right) \leq \exp \left(c p^{2}\right)\left(|x-y|^{p} \wedge 1\right) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(\sup _{0 \leq t \leq T}\left|D^{\alpha} \phi_{0 t}(x)\right|^{p}\right) \leq \exp \left(c p^{2}\right) \tag{17}
\end{equation*}
$$

Proof. Theorem 4.6 .5 in [5] shows that $\phi$ is a flow of $C^{k}$-diffeomorphisms. We denote by $D \phi_{0 t}(x)$ the Jacobian of $\phi_{0 t}$ with respect to $x$ and similarly for $F$. Abusing notation, we shall often write $D^{i}$ for the derivative w.r.t. the
$i$ th variable. We shall use upper indices to denote the components of $\phi$. For $1 \leq|\alpha| \leq k$ and $j \in\{1, \ldots, d\}$ we have the equation

$$
\begin{align*}
D^{\alpha} \phi_{0 t}^{j}(x)= & \eta_{\alpha, j}+\sum_{n=1}^{d} \int_{0}^{t} D^{\alpha} \phi_{0 s}^{n}(x) D^{n} F_{j}\left(\phi_{0 s}(x), d s\right)  \tag{18}\\
& +\sum_{2 \leq|\beta| \leq|\alpha|} \int_{0}^{t} P_{\beta, x, j}(s) D^{\beta} F_{j}\left(\phi_{0 s}(x), d s\right)
\end{align*}
$$

where $\eta_{\alpha, j}=1$ if $|\alpha|=1$ and $\alpha_{j}=1$ and $\eta_{\alpha, j}=0$ otherwise, and where $P_{\beta, x, j}(s)$ is a finite sum of products of the form $\prod_{i=1}^{r} D^{\gamma_{i}} \phi_{0 s}^{j_{i}}(x)$ with $1 \leq\left|\gamma_{i}\right|<$ $|\alpha|$ and $\sum_{i=1}^{r}\left|\gamma_{i}\right|=|\alpha|$ (see [5], page 95). Observe that the second sum in (18) is zero in case $|\alpha|=1$.

We first prove (17) by induction on $|\alpha|$. For $1 \leq j \leq d, 0 \leq t \leq T, p \geq 1$ let

$$
\begin{aligned}
& Y_{j}(t)=D^{\alpha} \phi_{0 t}^{j}(x), \quad Y(t)=\left|D^{\alpha} \phi_{0 t}(x)\right|=\left[\sum_{j=1}^{d} Y_{j}^{2}(t)\right]^{1 / 2} \\
& Z_{j}(t)=\sup _{0 \leq s \leq t}\left|Y_{j}(s)\right|, \quad Z(t)=\sup _{0 \leq s \leq t} Y(s) \\
& f_{p}(t)=\left[E\left(Z(t)^{p}\right)\right]^{1 / p}
\end{aligned}
$$

where we suppress $x$ and $\alpha$ for ease of notation. We rewrite (18) to get

$$
\begin{aligned}
Y_{j}(t)= & \eta_{\alpha, j}+\sum_{n=1}^{d} \int_{0}^{t} Y_{n}(s) D^{n} F_{j}\left(\phi_{0 s}(x), d s\right) \\
& +\sum_{2 \leq|\beta| \leq|\alpha|} \int_{0}^{t} P_{\beta, x, j}(s) D^{\beta} F_{j}\left(\phi_{0 s}(x), d s\right) .
\end{aligned}
$$

With the help of [5], Theorem 3.1.2, which allows us to interchange spatial derivatives and the quadratic variation, we get for $p \geq 2$,

$$
\begin{array}{r}
{\left[E\left(Z_{j}(t)^{p}\right)\right]^{1 / p} \leq c_{16}\left(1+C(p)^{1 / p}\left[E\left(\int_{0}^{t} Z(s)^{2} d s\right)^{p / 2}\right]^{1 / p}+\int_{0}^{t} f_{p}(s) d s\right.} \\
+C(p)^{1 / p} \sum_{j, \beta}\left[E\left(\int_{0}^{t} P_{\beta, x, j}^{2}(s) d s\right)^{p / 2}\right]^{1 / p} \\
\left.\quad+\sum_{j, \beta} \int_{0}^{t}\left[E\left(\left|P_{\beta, x, j}(s)\right|^{p}\right)\right]^{1 / p} d s\right)
\end{array}
$$

Therefore, for $0 \leq t \leq T$ we obtain the estimate

$$
\begin{align*}
f_{p}^{2}(t) \leq c_{17}\left(\left(C(p)^{2 / p}+1\right) \int_{0}^{t}\right. & f_{p}^{2}(s) d s+\left(C(p)^{2 / p}+1\right) \\
& \left.\times \sum_{j, \beta} \int_{0}^{t}\left[E\left(\left|P_{\beta, x, j}(s)\right|^{p}\right)\right]^{2 / p} d s\right) \tag{19}
\end{align*}
$$

For $|\alpha|=1$ the last sum is empty and consequently we get (17). For $1<|\alpha| \leq k$ we use the induction hypothesis and Hölder's inequality to show that for some constant $c_{18} \geq 0$ and all $p \geq 1$ we have

$$
E\left(\left|P_{\beta, x, j}(s)\right|^{p}\right) \leq \exp \left(c_{18} p^{2}\right) .
$$

Now Gronwall's lemma applied to $f_{p}^{2}$ implies (17).
It remains to prove (16). Due to (17) it is enough to prove the inequality with $|x-y|^{p} \wedge 1$ replaced by $|x-y|^{p}$. Let $1 \leq|\alpha| \leq k, x, y \in \mathbf{R}^{d}, 1 \leq j \leq d$, $p \geq 1$, and, again suppressing $\alpha, x, y$, define

$$
\begin{aligned}
V_{j}(t) & =D^{\alpha} \phi_{0 t}^{j}(x)-D^{\alpha} \phi_{0 t}^{j}(y), \quad V(t)=\left[\sum_{j=1}^{d} V_{j}^{2}(t)\right]^{1 / 2}, \\
W_{j}(t) & =\sup _{0 \leq s \leq t}\left|V_{j}(s)\right|, \quad W(t)=\sup _{0 \leq s \leq t} V(s), \\
g_{p}(t) & =\left[E\left(W(t)^{p}\right)\right]^{1 / p} .
\end{aligned}
$$

Now we have

$$
\begin{aligned}
& V_{j}(t)= \sum_{n=1}^{d}\left[\int_{0}^{t} D^{\alpha} \phi_{0 s}^{n}(x) D^{n} F_{j}\left(\phi_{0 s}(x), d s\right)-\int_{0}^{t} D^{\alpha} \phi_{0 s}^{n}(y) D^{n} F_{j}\left(\phi_{0 s}(y), d s\right)\right] \\
&+\sum_{2 \leq|\beta| \leq|\alpha|}\left[\int_{0}^{t} P_{\beta, x, j}(s) D^{\beta} F_{j}\left(\phi_{0 s}(x), d s\right)\right. \\
&\left.\quad-\int_{0}^{t} P_{\beta, y, j}(s) D^{\beta} F_{j}\left(\phi_{0 s}(y), d s\right)\right] \\
&=\sum_{n=1}^{d}\left[\int_{0}^{t} V_{j}(s) D^{n} F_{j}\left(\phi_{0 s}(x), d s\right)\right. \\
&\left.\quad+\int_{0}^{t} D^{\alpha} \phi_{0 s}^{n}(y)\left(D^{n} F_{j}\left(\phi_{0 s}(x), d s\right)-D^{n} F_{j}\left(\phi_{0 s}(y), d s\right)\right)\right] \\
&+ \sum_{2 \leq|\beta| \leq|\alpha|}\left[\int_{0}^{t}\left(P_{\beta, x, j}(s)-P_{\beta, y, j}(s)\right) D^{\beta} F_{j}\left(\phi_{0 s}(x), d s\right)\right. \\
&\left.\quad+\int_{0}^{t} P_{\beta, y, j}(s)\left(D^{\beta} F_{j}\left(\phi_{0 s}(x), d s\right)-D^{\beta} F_{j}\left(\phi_{0 s}(y), d s\right)\right)\right] .
\end{aligned}
$$

Again, the proof goes by induction on $|\alpha|$. For $|\alpha|=1$, the last sum drops out, and we get for $0 \leq t \leq T$, and $p \geq 2$,

$$
\begin{aligned}
g_{p}^{2}(t) \leq c_{19}\left(\left(C(p)^{2 / p}\right.\right. & +1) \int_{0}^{t} g_{p}^{2}(s) d s+\left(C(p)^{2 / p}+1\right) \\
& \left.\times \int_{0}^{t}\left[E\left(\left|D^{\alpha} \phi_{0 s}(y)\right|^{2 p}\right)\right]^{1 / p}\left[E\left(\left|\phi_{0 s}(x)-\phi_{0 s}(y)\right|^{2 p}\right)\right]^{1 / p} d s\right)
\end{aligned}
$$

Using (17), Proposition 2.1 and applying Gronwall's lemma we get (16) for $|\alpha|=1$.

For general $2 \leq|\alpha| \leq k$, observe that $P_{\beta, x, j}(s)-P_{\beta, y, j}(s)$ can be expressed as a finite sum of terms of the form $\left[D^{\gamma} \phi_{0 s}^{k}(x)-D^{\gamma} \phi_{0 s}^{k}(y)\right] \prod_{i=1}^{r} D^{\gamma_{i}} \phi_{0 s}^{k_{i}}(z)$ where $z \in\{x, y\}, 1 \leq|\gamma|<\alpha,\left|\gamma_{i}\right| \geq 1$, and $\gamma+\sum_{i=1}^{r}\left|\gamma_{i}\right|=|\alpha|$. Using this fact the induction proof follows along the familiar lines.

We next extend the considerations of Proposition 2.3 to the inverse of the Jacobian of a stochastic flow.

Proposition 2.4. Assume that $F \in B_{u b}^{1,1}$. Let $\mathscr{I}_{s t}(x)=\left[D \phi_{s t}(x)\right]^{-1}, 0 \leq$ $s \leq t$. Then for all $T>0$ there exists $c \geq 0$ such that for all $p \geq 1$ and $x, y \in \mathbf{R}^{d}$, we have

$$
\begin{equation*}
E\left(\sup _{0 \leq t \leq T}\left|\mathscr{I}_{0 t}(x)-\mathscr{I}_{0 t}(y)\right|^{p}\right) \leq \exp \left(c p^{2}\right)\left(|x-y|^{p} \wedge 1\right) \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(\sup _{0 \leq t \leq T}\left|\mathscr{I}_{0 t}(x)\right|^{p}\right) \leq \exp \left(c p^{2}\right) . \tag{21}
\end{equation*}
$$

Proof. The following well-known identity is easily checked with Itô's formula:

$$
\mathscr{I}_{0 t}(x)=I-\int_{0}^{t} \mathscr{I}_{0 s}(x) D F\left(\phi_{0 s}(x), d s\right)+\int_{0}^{t} \mathscr{I}_{0 s}(x) \tilde{a}\left(\phi_{0 s}(x), \phi_{0 s}(x), s\right) d s,
$$

where $\tilde{a}^{i j}(x, y, s)=\sum_{k=1}^{d} D_{x}^{k} D_{y}^{j} a_{i k}(x, y, s), i, j \in\{1, \ldots, d\}$. Using the fact that $\tilde{a}$ is bounded, the arguments of the preceding propositions easily yield (21), taking the $p$ th moment of the supremum of $\left|\mathscr{I}_{0 s}^{i j}(x)\right|$ in $s$ between 0 and $t$.

To show (20), we write

$$
\begin{aligned}
\mathscr{I}_{0 t}(x)-\mathscr{I}_{0 t}(y)= & -\int_{0}^{t}\left(\mathscr{I}_{0 s}(x)-\mathscr{I}_{0 s}(y)\right) D F\left(\phi_{0 s}(x), d s\right) \\
& +\int_{0}^{t} \mathscr{I}_{0 s}(y)\left(D F\left(\phi_{0 s}(y), d s\right)-D F\left(\phi_{0 s}(x), d s\right)\right) \\
& +\int_{0}^{t}\left(\mathscr{I}_{0 s}(x)-\mathscr{I}_{0 s}(y)\right) \tilde{a}\left(\phi_{0 s}(x), \phi_{0 s}(x), s\right) d s \\
& +\int_{0}^{t} \mathscr{I}_{0 s}(y)\left(\tilde{a}\left(\phi_{0 s}(x), \phi_{0 s}(x), s\right)\right. \\
& \left.-\tilde{a}\left(\phi_{0 s}(y), \phi_{0 s}(y), s\right)\right) d s .
\end{aligned}
$$

We will be able to show (20) by the arguments of the second part of the proof of Proposition 2.3 for $|\alpha|=1$, once we know that for $\bar{a}^{i j k l}(x, y, t)=$ $D_{x}^{i} D_{y}^{j} a_{k l}(x, y, t), i, j, k, l \in\{1, \ldots, d\}$, we have

$$
\left|\bar{a}^{i j k l}(x, x, t)-\bar{a}^{i j k l}(y, y, t)\right| \leq c_{20}|x-y|
$$

for all $0 \leq t \leq T, x, y \in \mathbf{R}^{d}$, with some constant $c_{20}$. Since $F \in B_{u b}^{1,1}$, we know that there exists a constant $c_{21}$ such that for all $i, j$ and all $x, y \in \mathbf{R}^{d}$, we have

$$
\left|\bar{a}^{i j i j}(x, x, t)-2 \bar{a}^{i j i j}(x, y, t)+\bar{a}^{i j i j}(y, y, t)\right| \leq c_{21}|x-y|^{2}
$$

and

$$
\left|\bar{a}^{i j i j}(x, x, t)\right| \leq c_{21}
$$

Fix $i, j, k, l$ and write $\bar{M}(x, t)=D^{i} M_{k}(x, t), \bar{N}(x, t)=D^{j} M_{l}(x, t)$. Then, the inequality of Kunita-Watanabe yields

$$
\begin{aligned}
&\left|\bar{a}^{i j k l}(x, x, t)-\bar{a}^{i j k l}(y, y, t)\right| \\
&=\left|\frac{d}{d t}\left(\langle\bar{M}(x, \cdot), \bar{N}(x, \cdot)\rangle_{t}-\langle\bar{M}(y, \cdot), \bar{N}(y, \cdot)\rangle_{t}\right)\right| \\
& \leq\left|\frac{d}{d t}\langle\bar{M}(x, \cdot)-\bar{M}(y, \cdot), \bar{N}(x, \cdot)\rangle_{t}\right| \\
&+\left|\frac{d}{d t}\langle\bar{M}(y, \cdot), \bar{N}(x, \cdot)-\bar{N}(y, \cdot)\rangle_{t}\right| \\
& \leq \sqrt{\frac{d}{d t}\langle\bar{M}(x, \cdot)-\bar{M}(y, \cdot)\rangle_{t} \sqrt{\frac{d}{d t}\langle\bar{N}(x, \cdot)\rangle_{t}}} \\
&+\sqrt{\frac{d}{d t}\langle\bar{M}(y, \cdot)\rangle_{t}} \sqrt{\frac{d}{d t}\langle\bar{N}(x, \cdot)-\bar{N}(y, \cdot)\rangle_{t}} \\
& \leq 2 c_{21}|x-y| .
\end{aligned}
$$

The estimates of the preceding propositions combined with the results of the first section lead to the following main theorem about the asymptotic growth of the derivatives of a stochastic flow.

ThEOREM 2.2. Assume $F \in B_{u b}^{k, 1}$ for some $k \in \mathbf{N}$. Then for all $T>0$, there exist $c, \gamma>0$ such that for all $1 \leq|\alpha| \leq k$ the random variables

$$
\begin{align*}
Y & =\sup _{x \in \mathbf{R}^{d}} \sup _{0 \leq s, t \leq T}\left|\left(D \phi_{s t}(x)\right)^{-1}\right| \exp \left(-\gamma\left(\ln ^{+}|x|\right)^{1 / 2}\right)  \tag{22}\\
Y^{\prime} & =\sup _{x \in \mathbf{R}^{d}} \sup _{0 \leq s, t \leq T} \frac{1}{\left|D \phi_{s t}(x)\right|} \exp \left(-\gamma\left(\ln ^{+}|x|\right)^{1 / 2}\right) \tag{23}
\end{align*}
$$

and

$$
\begin{equation*}
Y_{\alpha}=\sup _{x \in \mathbf{R}^{d}} \sup _{0 \leq s, t \leq T}\left|D^{\alpha} \phi_{s t}(x)\right| \exp \left(-\gamma\left(\ln ^{+}|x|\right)^{1 / 2}\right) \tag{24}
\end{equation*}
$$

are $\Phi_{c}$-integrable.
Proof. Here (23) is an easy consequence of (22) since for any matrix norm submultiplicativity gives $|A|\left|A^{-1}\right| \geq|I|$ for matrices $A$.

Let us first show (22). Fix $T>0$ and $x \in \mathbf{R}^{d}$. For $0 \leq s \leq T$, define $y_{s}=\phi_{0 s}^{-1}(x)$ as in the proof of Theorem 2.1. The equation

$$
D \phi_{0 t}\left(y_{s}\right)=D \phi_{s t}(x) D \phi_{0 s}\left(y_{s}\right)
$$

implies the estimate

$$
\left|\left(D \phi_{s t}(x)\right)^{-1}\right| \leq\left|D \phi_{0 s}\left(y_{s}\right)\right|\left|D \phi_{0 t}\left(y_{s}\right)^{-1}\right|
$$

Now Propositions 2.3, 2.4 and Theorem 1.3 imply that there exist $c_{22}>0$, $c_{23} \geq 0$ and a $\Phi_{c_{22}}$-integrable random variable $Z$ not depending on $x$ such that for all $0 \leq t \leq T$,

$$
\left|\left[D \phi_{s t}(x)\right]^{-1}\right| \leq Z^{2} \exp \left(c_{23}\left(\ln ^{+}\left|y_{s}\right|\right)^{1 / 2}\right)
$$

As in the proof of Theorem 2.1, we use the fact that there exists $\kappa \geq 0$ such that $\left|y_{s}\right| \leq \kappa^{2} Z^{2}\left(1+|x|^{2}\right)$. Hence

$$
\begin{equation*}
\left|\left[D \phi_{s t}(x)\right]^{-1}\right| \leq Z^{2} \exp \left(c_{23}\left(\ln ^{+}\left(\kappa^{2} Z^{2}\right)\right)^{1 / 2}\right) \exp \left(c_{23}(2 \ln (1+|x|))^{1 / 2}\right) \tag{25}
\end{equation*}
$$

for all $0 \leq s, t \leq T$ and all $x \in \mathbf{R}^{d}$. Then (25) immediately implies (22).
It remains to prove (24).
Suppose first that $f: \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$ is a $C^{k}$-diffeomorphism for some $k \in \mathbf{N}$.
Then for each $\alpha$ with $1 \leq|\alpha| \leq k, i=1, \ldots, d$ and for all $x \in \mathbf{R}^{d}$,

$$
\begin{equation*}
D^{\alpha}\left(\left(f^{-1}\right)_{i}\right)(x)=\frac{p_{\alpha, i}\left(f^{-1}(x)\right)}{\left|\operatorname{det}\left[D f\left(f^{-1}(x)\right)\right]\right|^{n_{\alpha}}} \tag{26}
\end{equation*}
$$

where $n_{\alpha} \in \mathbf{N}$. In (26) $p_{\alpha, i}(y)$ is a polynomial in the partial derivatives of the components of $f$ up to order $|\alpha|$ evaluated at $y \in \mathbf{R}^{d}$. It is easy to verify (26) via induction on $|\alpha|$ using the chain rule and Cramér's rule.

For $0 \leq s, t \leq T$ and $x \in \mathbf{R}^{d}$ we have

$$
\phi_{s t}(x)=\phi_{0 t}\left(\phi_{0 s}^{-1}(x)\right)
$$

Using the chain rule and (26) we see that for any $j \in\{1, \ldots, d\}$ we can write $D^{\alpha} \phi_{s t}^{j}(x)$ as a finite sum of a product of partial derivatives up to order $|\alpha|$ of components of $\phi_{0 t}$ and $\phi_{0 s}$ evaluated at $\phi_{0 s}^{-1}(x)$ multiplied by

$$
\left|\operatorname{det}\left[D \phi_{0 s}\left(\phi_{0 s}^{-1}(x)\right)\right]\right|^{-m}
$$

for some $m \in \mathbf{N}$. The fact that for any $d \times d$ matrix $A$ we have

$$
|\operatorname{det} A|^{-m}=\left|\operatorname{det} A^{-1}\right|^{m} \leq c_{24}\left|A^{-1}\right|^{d m}
$$

combines with Propositions 2.3, 2.4 and Theorem 1.3 to show that there exist $c_{25}>0, \gamma>0$ such that for all $0 \leq s, t \leq T$, all $x \in \mathbf{R}^{d}$ and all $1 \leq j \leq d$,

$$
\left|D^{\alpha} \phi_{s t}^{j}(x)\right| \leq \bar{Y} \exp \left(\gamma\left(\ln ^{+}\left|\phi_{0 s}^{-1}(x)\right|\right)^{1 / 2}\right)
$$

for some $\Phi_{c_{25}}$-integrable random variable $\bar{Y}$. Arguing as in the derivation of (22), we now obtain (24).
3. Examples. We present two examples which show that the rates obtained in the first part of Theorem 2.1, and for the first derivative in Theorem 2.2 , are optimal, up to the constant $\gamma$. In fact we shall show slightly more, namely, that even if we fix $t>0$ and $s=0$, without taking the sup over $s$ and $t$, the rates specified in the theorems are still optimal up to the constant $\gamma$.

Since the first example is only a slight modification of Example 1 in [10], we shall only sketch it.

Example 3.1. Let $d=1$ and fix $T>0$ and $0<\varepsilon<2$. For $2 \leq n \in \mathbf{N}$, define $\delta_{n}=\exp (n \sqrt{(2-\varepsilon) T \ln n})$ and $\gamma_{n}=\left(\delta_{n+1}-1+\delta_{n}\right) / 2$. Let $\sigma: \mathbf{R} \rightarrow \mathbf{R}$ satisfy:
(a) $\sigma \in C^{\infty}(\mathbf{R})$ and all derivatives of $\sigma$ are bounded;
(b) $\sigma(x)=x-\delta_{n}$ for $x \in\left[\delta_{n}, \gamma_{n}-1\right], 2 \leq n \in \mathbf{N}$;
(c) $\sigma\left(\gamma_{n}-x\right)=\sigma\left(\gamma_{n}+x\right)$ for $x \in\left[0, \gamma_{n}-\delta_{n}\right], 2 \leq n \in \mathbf{N}$;
(d) $\sigma(x)=0$ for $x \in\left[\delta_{n+1}-\frac{2}{3}, \delta_{n+1}-\frac{1}{3}\right], 2 \leq n \in \mathbf{N}$.

For $2 \leq n \in \mathbf{N}$, let $W_{n}$ be independent standard Brownian motions and define

$$
F(x, t)= \begin{cases}\sigma(x) W_{n}(t), & x \in\left[\delta_{n}-\frac{1}{2}, \delta_{n+1}-\frac{1}{2}\right] \\ \sigma(x) W_{2}(t), & x \leq \delta_{2}-\frac{1}{2}\end{cases}
$$

It is easy to see that $F \in B_{u b}^{k, \delta}$ for any $k \in \mathbf{N}, 0<\delta \leq 1$. If $x \in\left[\delta_{n}, \gamma_{n}-1\right]$ and $\tau$ is the first time for which $\phi_{0 t}(x)$ hits $\gamma_{n}-1$, then

$$
\phi_{0 t}(x)=\left(x-\delta_{n}\right) \exp \left(W_{n}(t)-\frac{t}{2}\right)+\delta_{n}
$$

$0 \leq t \leq \tau$. There exists $n_{0}$ such that for $n \geq n_{0}$ we have $x_{n}=(e+1) \delta_{n} \in$ $\left[\delta_{n}, \gamma_{n}-1\right]$. A simple estimate shows that the sum over $P\left(\sup _{0 \leq t \leq T} \phi_{0 t}\left(x_{n}\right) \geq\right.$ $\gamma_{n}-1$ ) for $n \geq n_{0}$ diverges. Hence by the second Borel-Cantelli lemma we get

$$
\limsup _{n \rightarrow \infty} \frac{\sup _{0 \leq t \leq T} \phi_{0 t}\left(x_{n}\right)}{\gamma_{n}-1} \geq 1
$$

$P$-a.s. Furthermore,

$$
\lim _{n \rightarrow \infty} \frac{\gamma_{n}-1}{x_{n} \exp \left(\sqrt{\left.(2-\delta) T \ln \ln x_{n}\right)}\right.}=\infty
$$

for any $\delta>\varepsilon$. Hence, for any $\delta \in] 0,2[$ we have

$$
\sup _{x \geq 1} \sup _{0 \leq t \leq T} \frac{\phi_{0 t}(x)}{x \exp \left(\sqrt{(2-\delta) T \ln ^{+} \ln ^{+} x}\right)}=\infty
$$

$P$-a.s. Since $\sigma$ is symmetric around $\gamma_{n}$ on $\left[\delta_{n}, \delta_{n+1}-1\right]$, we also have

$$
\sup _{x \geq 1} \frac{\left|\phi_{0 T}(x)\right|}{x \exp \left(\sqrt{(2-\delta) T \ln ^{+} \ln ^{+} x}\right)}=\infty
$$

$P$-a.s.

Example 3.2. Let $d=1$. Let $\sigma: \mathbf{R} \rightarrow \mathbf{R}$ be a $C^{\infty}$-function with the following properties:
(a) $\sigma$ is periodic with period 1 ;
(b) $\sigma(x)=x$ for $-\frac{1}{4} \leq x \leq \frac{1}{4}$;
(c) $\sigma(x)=0$ for $\frac{3}{8} \leq x \leq \frac{5}{8}$.

Let $W_{n}, n \in \mathbf{Z}$, be independent standard Brownian motions and define

$$
F(x, t)=\sigma(x) W_{n}(t)
$$

for $n-\frac{1}{2} \leq x<n+\frac{1}{2}, t \geq 0$. Clearly $F \in B_{u b}^{k, \delta}$ for arbitrary $k \in \mathbf{N}, 0<\delta \leq 1$.
By Theorem 4.6.5 in [5], the associated flow $\phi$ is a flow of $C^{\infty}$-diffeomorphisms. Its spatial derivative satisfies for $n \in \mathbf{Z}, t \geq 0$,

$$
D \phi_{0 t}(n)=\exp \left(W_{n}(t)-\frac{1}{2} t\right),
$$

since the SDE based on $F$ is linear in a neighborhood of $n \in \mathbf{Z}$. Fix $T>0$ and $2>\varepsilon>0$. For $n \in \mathbf{N}$, define $\alpha_{n}=\sqrt{T(2-\varepsilon) \ln n}$. Then

$$
P\left(\exp \left(W_{n}(T)-\frac{1}{2} T\right) \geq \exp \left(\alpha_{n}\right)\right)=P\left(W_{n}(T) \geq \alpha_{n}+\frac{1}{2} T\right)
$$

Because $W_{n}(T)$ is Gaussian with mean zero and variance $T$, there exists $c=c(T, \varepsilon)$ such that for all $n \in \mathbf{N}$,

$$
P\left(W_{n}(T) \geq \alpha_{n}+\frac{1}{2} T\right) \geq c \exp (-\ln n)=\frac{c}{n} .
$$

Using the Borel-Cantelli lemma, we see that for every $0<\delta<1$,

$$
\sup _{n \in \mathbf{N}} D \phi_{0 T}(n) \exp (-\sqrt{T(2-\delta) \ln n})=\infty
$$

$P$-a.s.
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