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THE GENEALOGY OF A CLUSTER IN THE
MULTITYPE VOTER MODEL

By J. Theodore Cox1 and Jochen Geiger2

Syracuse University and Universität Frankfurt

The genealogy of a cluster in the multitype voter model can be defined
in terms of a family of dual coalescing random walks. We represent the
genealogy of a cluster as a point process in a size-time plane and show
that in high dimensions the genealogy of the cluster at the origin has a
weak Poisson limit. The limiting point process is the same as for the ge-
nealogy of the size-biased Galton-Watson tree. Moreover, our results show
that the branching mechanism and the spatial effects of the voter model
can be separated on a macroscopic scale. Our proofs are based on a prob-
abilistic construction of the genealogy of the cluster at the origin derived
from Harris’ graphical representation of the voter model.

1. Introduction. Consider the basic voter model �ξt�t≥0 on the d-dimen-
sional integer lattice �d. The dynamics of �ξt�t≥0 are simple: At any time
t ≥ 0 the voter at site x decides to change its opinion at rate one and adopts
the opinion of the voter at a nearest neighbor site y with probability �2d�−1�
We will assume throughout that initially all voters have distinct opinions,
ξ0�x� �= ξ0�y� for any x �= y� [We may take the interval �0�1� for the set of
possible opinions.] Let ηx

t denote the set of sites where at time t the voters (or
particles) have the opinion (or type) initially at site x�

ηx
t �=

{
y ∈ �d � ξt�y� = ξ0�x�

}
�

The size nx
t �= 	ηx

t 	 of this cluster is a nonnegative integer-valued martingale,
and hence P�nx

t > 0� → 0 as t → ∞� Clearly, those rare clusters which
survive get very large. The asymptotic decay of the survival probability and
the conditional distribution of the size of a certain cluster are described by
the following theorem. (Here and in the sequel we abbreviate ηt = η�

t � nt =
n�

t � etc., where � is the origin. Note that the law of these quantities is shift
invariant.)

Theorem 1.1 (Bramson and Griffeath [3]). For any d ≥ 2, the size of the
type initially at the origin has a conditioned exponential limit law,

lim
t→∞

P�nt ≥ xp−1t 	 nt > 0� = exp�−x�� x ≥ 0�(1.1)
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where

pt �= P�nt > 0� ∼


log t

πt
� d = 2�

�γdt�−1� d ≥ 3�

as t→∞�(1.2)

Here, γd is the escape probability of simple symmetric random walk on �d�

The situation in d = 1 is different. There, pt is asymptotically �πt�− 1
2 and the

conditioned limit law is not exponential (cf. [3]).
Now let χx

t denote the set of all sites where, at time t, particles have the
same type as the particle at site x�

χx
t �= 
y ∈ �d � ξt�y� = ξt�x�� = η

ξ−10 �ξt�x��
t �

Note that the cluster χx
t is always nonempty, since x ∈ χx

t . Again, we write
χt for χ�

t , and define Nt �= 	χt	 to be the size of this cluster. As was first
observed by Kelly [10], Nt has the size-biased distribution of nt�

P�Nt = k� = kP�nt = k�� k ≥ 0�(1.3)

The asymptotic behavior of the size of this cluster is described by the following
theorem.

Theorem 1.2 (Sawyer [13]). For any d ≥ 2, the size of the cluster of the type
at the origin at time t has a gamma limit law with shape parameter 2,

lim
t→∞

P�Nt ≤ xENt� =
∫ x

0
4ye−2y dy� x ≥ 0�

where

ENt ∼ 2p−1t as t→∞�(1.4)

Note that Theorems 1.1 and 1.2 show that size-biasing and limiting procedures
can be interchanged.

Our aim is to explore the genealogical structure of the cluster containing
the origin at time t� In general, if a particle is distinguished in some branching
population, then the population can be decomposed with respect to the parti-
cles’ degree of relationship with the distinguished particle. Here, our branch-
ing population is the cluster of the type containing the origin at time t, and
the particle at the origin is a natural candidate to be distinguished. To define
the degree of relationship a particle in χt has with the distinguished particle,
we construct our process using a percolation substructure, as introduced by
Harris in [9]. This construction, given in detail in Section 2, provides a means
for tracing backward in time the type of a given particle. In particular, for any
t > 0, it yields a dual coalescing random walk system �Sx�t

s �0≤s≤t� x ∈ �d� such
that

ξt�x� = ξt−s�Sx�t
s � ∀ x ∈ �d� 0 ≤ s ≤ t�(1.5)



1590 J. T. COX AND J. GEIGER

For each x and t, �Sx�t
s �0≤s≤t is a continuous time, rate one simple symmet-

ric random walk with S
x�t
0 = x. For fixed t > 0, for x �= y� �Sx�t

s �0≤s≤t and
�Sy�t

s �0≤s≤t move independently until they collide, then the two particles merge
into one and walk together. The representation (1.5) gives us the complete type
history of any given particle in the voter model.

Now we can introduce the notion of a particle’s branch-time. Due to our
assumption that initially all sites are different, two sites have different types
at time t unless the respective dual random walks have coalesced. Hence, χt

can be expressed in terms of the family of dual random walks only,

χt =
{
x ∈ �d � Sx�t

t = S
��t
t

}
�(1.6)

For x ∈ χt let τt�x� be the time of coalescence of the two random walks started
at x and the origin,

τt�x� �= inf
{
r ≥ 0 � Sx�t

r = S��t
r

}
�

For convenience, define τt�x� = ∞ if x �∈ χt� We will refer to t − τt�x� as the
branch-time of the particle at site x ∈ χt, and write χt�s� for the set of sites
with branch-time t− s�

χt�s� �= 
x ∈ χt � τt�x� = s�� 0 ≤ s ≤ t�

By Nt�s� �= 	χt�s�	 we denote the number of sites with branch-time t− s�
Wemay decompose the cluster χt with respect to the particles’ branch-times.

Clearly,

χt =
⋃

0≤s≤t

χt�s� and Nt =
∑

0≤s≤t

Nt�s� �(1.7)

Keeping track of the branch-times, we represent the relationship structure of
χt by the random set

�t �= 
 �s� Nt�s�� � 0 < s ≤ t� Nt�s� > 0� �(1.8)

which we will refer to as the genealogy of χt� Whenever convenient we slightly
misuse notation and identify the set �t and the simple point process∑
�s�z� ∈�t

δ�s�z�. That is, we do not distinguish between the random measure
and its support. A suitable rescaling of �t is obtained by speeding up time by
the factor t and assigning mass �ENt�−1 to each particle. Thus, our rescaled
genealogy of χt is Tt�t, where

Tt�t �= 
 �t−1s� �ENt�−1z� � �s� z� ∈ �t��
Our main result describes the asymptotic form of the rescaled genealogy Tt�t

of the type at the origin in high dimensions.

Theorem 1.3. For any d ≥ 3, the sequence of random measures �Tt�t�t≥0
is tight. Any limiting point process is a simple point process on �0�1�×�+ with
intensity

λ�dudz� = 2du

u

2
u

exp
(
− 2z

u

)
dz �(1.9)
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For d ≥ 7�

Tt�t

d−→ � as t→∞ �(1.10)

where � is the simple Poisson point process with intensity λ�

Here,
d−→ denotes convergence in distribution, which is just weak convergence

of the joint distributions of �Tt�t�Bi�� 1 ≤ i ≤ n� for any finite family of Borel
sets Bi such that

⋃n
i=1 Bi ⊂ �ε�1� × �+ for some ε > 0�

The form of the intensity λ in (1.9) is meant to suggest that the probability
that some particles in χt have rescaled branch-time in du is asymptotically
�2/ū�dū� ū = 1 − u� and the rescaled number of such particles is asymptoti-
cally exponentially distributed with mean ū/2.

The limit law (1.10) says that the genealogy of the voter model is asymp-
totically described by the critical Galton-Watson tree. To be more precise, if
represented as a point process in the plane, the genealogy of the size-biased
critical binary Galton-Watson tree has the same weak Poisson limit � (see
Proposition 2.2 in [6]). There a tree with population size k at time t is k times
as likely as if sampling were according to Galton-Watson measure on the space
of trees and the distinguished particle is chosen purely at random among the
particles alive at time t� In particular, Sawyer’s theorem can be regarded as
a size-biased version of Yaglom’s exponential limit law for conditioned critical
Galton-Watson processes (see, e.g., [2], page 20). We remark that Sawyer’s
result can be easily recovered from Theorem 1.3: By (1.7), summing up the
mass coordinates of the points in Tt�t totals �ENt�−1Nt� The projection of the
Poisson point process � on its mass coordinate is a Poisson point process on
�+ with intensity

λ��0�1� × dz� = 4
∫ ∞
1

du exp�−2zu�dz = 2
e−2z

z
dz�

Having checked that summation and limiting procedures may be inter-
changed, Sawyer’s limit law follows since να�dz� = z−1e−αzdz is the Lévy
measure of the gamma process with scale parameter α (see, e.g., [12]). We
note, however, that our proof of Theorem 1.3 depends on Theorem 1.1, which
in turn depends on Sawyer’s limit law.

In the multitype voter model with mutation, particles mutate at a positive
rate µ. The multitype voter model with mutation has a unique stationary dis-
tribution (see, e.g., [7]). A theorem also due to Sawyer [13] states that the
rescaled size of the type at the origin in equilibrium approaches an exponen-
tial distribution as the mutation rate goes to zero. Using the limit law (1.10)
this result can now be explained through a simple characterization of the
exponential distribution, as is described in [6].

The independence properties of the limiting Poisson point process � imply
that contributions to χt initiated at separate branch-times on the macroscopic
scale t are approximately independent. The genealogy �t contains no explicit
information on the spatial distribution of the cluster at the origin, nor on
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the relationship among the sites in the clusters χt�s�. However, as will be
clear from the proof of Theorem 1.3, the branching mechanism and the spatial
effects of the voter model can be separated on the scale t� Asymptotically, the
contribution to χt initiated at time t − s is seen to be a random shift of the
cluster ηs� Space-time rescalings of the voter model have recently been shown
to converge to super-Brownian motion in various settings (see [4], [11]).

The nearest neighbor choice assumption is essential only in our proof of
the Poisson property of a limiting point process, where we explicitly use the
local structure of the particle system. All other arguments can be extended
to symmetric, irreducible random walks with finite variance. We believe that
(1.10) is true for dimensions d ≥ 3� In fact, Theorems 1.1 and 1.2 suggest that
the Poisson limit law might also hold for a suitably rescaled genealogy of the
type at the origin in d = 2�

The key ingredient for the proof of Theorem 1.3 is a graphical construction
of the genealogy of the type at the origin for fixed time t derived from Harris’
graphical representation of the voter model. This construction which works
for arbitrary random walks is given in Section 2. The first step in proving
Theorem 1.3 is to show convergence of the expectation measure of Tt�t toward
λ, which we do in Section 3 using the graphical construction of �t and the
asymptotics from Theorem 1.1. The second step is to prove that any limiting
point process is simple, which comes to showing that contributions initiated
at distinct branch-times are negatively correlated. The third and final step
is to verify the Poisson property for any limiting point process of the Tt�t�
This part of the proof is based on a coupling argument which works only in
dimensions d ≥ 7� Steps 2 and 3 are in Section 4. In Section 5 we put things
together and prove the theorem.

2. Graphical constructions and Poisson point processes. Following
Harris [9] we construct the voter model using a random space-time diagram
on �d × �0�∞�� To start, let & be a Poisson point process on �d × �d × �0�∞�
with intensity

ρ�
x� × 
y� × ds� = 1
2d

ds if 	x− y	 = 1� and 0� else�(2.1)

Intuitively, a point �x�y� s� ∈ & indicates that at time s the particle at site y
adopts the type of the particle at x� For any point �x�y� s� ∈ & we draw an
arrow from �x� s� to �y� s� in our space-time diagram. The random walk paths
�Sx�t

s �0≤s≤t� x ∈ �d� are obtained by moving downward along vertical lines
starting at �x� t�� jumping to the tail of an arrow whenever we encounter its
head (see Figure 1 for an example). Formally, Sx�t

s = y if and only if there is
a sequence of sites x0 = x� x1� � � � � xn = y and times 0 = s0 < s1 < · · · < sn ≤ s
so that:

(i) for any 1 ≤ i ≤ n there is an arrow from xi to xi−1 at time t− si�
(ii) there is no arrow with head toward xi−1 at times �t − si� t − si−1�� 1 ≤

i ≤ n, and none toward y at times �t− s� t− sn��
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Fig. 1.

Definition 2.1. Let the interval �0�1� be the set of types. For any ξ0 ∈
�0�1��d

let ξt = �ξt�x��x∈�d be defined as

ξt�x� �= ξ0�Sx�t
t �� x ∈ �d� t ≥ 0�(2.2)

The continuous time Markov process �ξt�t≥0 on the space �0�1��d
is called the

nearest neighbor voter model on �d with initial state ξ0�

Fix t > 0 and write &t = & ∩ �d × �d × �0� t�� Let &′t be the random spatial
shift of &t such that S

��t
t is mapped onto the origin,

&′t �= &t − �S��t
t � S

��t
t � 0��(2.3)

where A + y �= 
x + y � x ∈ A�� Observe that a site which at time t has the
same type as the origin is mapped onto a site which at time t has the type
initially at the origin. More precisely,

χt�&t� = ηt�&′t� +S
��t
t �

where χt�&t� = χt�&� is the cluster of the type at the origin at time t in the
space-time diagram associated with &� and ηt�&′t� denotes the set of sites at
time t with the type initially at the origin in the diagram associated with the
shifted point process &′t� In particular, we have

Nt�&t� = nt�&′t� �(2.4)

We remark that the random site S
��t
t defined in terms of the diagram as-

sociated with & cannot be recovered from &′t unless nt�&′t� = 1 (in fact, it can
be shown that all sites in ηt�&′t� are equally likely to be the shifted former
origin). However, the point process &′t has a transparent structure, as can be
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seen from the following probabilistic construction of the space-time diagram
associated with &′t�

• Take a copy of the random diagram representing �ξs�0≤s≤t�

• Let �Xs�0≤s≤t be an independent simple random walk running forward
in time, started at X0 = � . For each jump of the random walk add an
arrow to the diagram: Draw an arrow from �Xs−� s� to �Xs� s� whenever
Xs �=Xs− �

• Delete all arrows in the diagram with heads toward the space-time path
�Xs−� s�0≤s≤t.

The point process &∗t obtained from the construction above is formally de-
fined as &∗t �= &∗ ∩ �d × �d × �0� t�� where

&∗ �= �& ∪A�X�� \B�X��(2.5)

Here, & has distribution (2.1), X = �Xs�s≥0 is a rate one simple symmetric
random walk started at the origin which is independent of &� and

A�X� �= 
�Xs−�Xs� s� � Xs �=Xs−� 0 < s <∞��
B�X� �= 
�x�Xs−� s� � x ∈ �d� 0 < s <∞��

Proposition 2.2. For any d ≥ 1 and 0 < t < ∞� the two point processes
&∗t and &′t agree in law. More precisely,

�&′t�−S
��t
t � d= �&∗t �Xt��

Proof. Fix t > 0 and define

Xt
s �= S

��t
�t−s�−−S

��t
t � 0 ≤ s ≤ t�

By duality and symmetry, �Xt
s�0≤s≤t is a rate one simple symmetric random

walk on �d started at Xt
0 = � � By construction, the space-time diagram &

representing �ξs�s≥0 contains the arrows induced by the jumps of �S��t
s �0≤s≤t�

that is,


�S��t
s � S��t

s− � t− s� � 0 ≤ s ≤ t� S��t
s �= S��t

s− � ⊂ &t�(2.6)

Shifting the random sets on either side of (2.6) by S
��t
t yields A��Xt

s�0≤s≤t� ⊂
&′t. By construction of �S��t

s �0≤s≤t from &� there cannot be an arrow in &t with
head toward the path �S��t

s � t− s�0≤s≤t� that is,

&t ∩ 
�x�S��t
s � t− s� � x ∈ �d� 0 ≤ s ≤ t� = ��

and shifting either side by S
��t
t yields &′t ∩ B��Xt

s�0≤s≤t� = �.
Now fix any realization x of the random walk path up to time t, x = �xs�0≤s≤t

with x0 = � , 	xs − xs−	 ≤ 1, and x is right-continuous with left limits. The
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independence properties of Poisson point processes and the shift invariance of
� �&� then imply

� �&′t 	 �Xt
s�0≤s≤t = x� = � �&t 	A�x�⊂ &t� B�x� ∩&t = ���(2.7)

Now recall the following elementary property of a Poisson point process N on
some space �E�� � having non-atomic intensity measure. For A� B ∈ � where
A is countable and A ∩B = ��

� �N 	A ⊂N� B ∩N = �� = � ��N ∪A� \B��(2.8)

By means of the law of total probability we obtain from (2.7) and (2.8) that

&′t
d= �&t ∪A��Xt

s�0≤s≤t�� \B��Xt
s�0≤s≤t�

where �Xt
s�0≤s≤t is independent of &t� Comparison with (2.5) and the fact that

Xt
t = −S

��t
t establish Proposition 2.2. ✷

3. The expectation measure of the rescaled genealogy. The basic
idea in the proof of Theorem 1.3 is to use the equality in law of �t and the
genealogy of the cluster η� �&∗t � with the particle at Xt being distinguished.
The second object is much simpler to analyze since we have the explicit prob-
abilistic construction from the previous section at our disposal. The first and
major step in the proof is to show convergence of the expectation measure λt.

For t > 0 fixed, let 0 ≤ σ1 < σ2 < · · · be the jump times of the distin-
guished random walk path �S��t

s �0≤s≤t running backward in time and denote
by 0 ≤ σ ′1 < σ ′2 < · · · the times when in the space-time diagram arrows
point away from the path �S��t

s � �t− s�−�0≤s≤t (compare Figure 2). The inde-
pendence properties of the Poisson point process & imply that 
σi � i ≥ 1�

Fig. 2.
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and 
σ ′j � j ≥ 1� are independent rate one Poisson processes. Consequently,
the superposition , �= 
σi � i ≥ 1�∪ 
σ ′j � j ≥ 1� is a rate two Poisson process
on �0� t�� Note that t−, is the set of potential branch-times. The idea behind
the proof of (1.9) is to relate the size of a cluster χt�s�� where t−s is a potential
branch-time, to the size of some fixed type at time s� To be precise, we will
show

Proposition 3.1. For d ≥ 3� as s ≤ t and s→∞�

P�Nt�s� > 0 	 s ∈ ,� ∼ γd ps�(3.1)

Furthermore, conditioned on non-extinction, the cluster sizes Nt�s� and ns are
weakly equivalent,

lim
s≤t� s→∞� � s−1 Nt�s� 	Nt�s� > 0� = lim

s→∞� � s−1ns 	 ns > 0��(3.2)

Note that the asymptotic behavior of the quantities on the right-hand side of
(3.1) and (3.2) is described by Theorem 1.1. Convergence of the expectation
measure λt of Tt�t is an easy consequence. (The proof of Proposition 3.1 is
temporarily deferred.)

Corollary 3.2. For any d ≥ 3 and any Borel set B ⊂ �0�1� × �+,

λt�B� �= ETt�t�B� → λ�B� as t→∞�(3.3)

Proof. Let B = �u1� u2� × �z�∞�� 0 < u1 ≤ u2 ≤ 1� z ∈ �+� Then, since ,
is a rate two Poisson process on �0� t��

λt�B� = ETt�t�B�
= E 	
u1t ≤ s ≤ u2t � Nt�s� ≥ zENt�	

=
∫ u2

u1

2t duP�Nt�ut� > 0 	ut ∈ ,�P�Nt�ut� ≥ zENt 	Nt�ut� > 0��

Hence, using first (3.1) and (3.2) and then (1.1), (1.2) and (1.4), we deduce

λt�B� ∼
∫ u2

u1

2du

u
γd utput P�nut ≥ zENt 	nut > 0�

→
∫ u2

u1

2du

u
exp

(
− 2z

u

)
= λ�B��

(3.4)

This establishes the claim of the corollary, since the cylinder sets �u1� u2� ×
�z�∞�� 0 < u1 ≤ u2 ≤ 1� z ∈ �+� generate the Borel σ-algebra. ✷

We now begin preparations for the proof of Proposition 3.1. Our first goal
is a more convenient representation of the set χt given that s ∈ ,� For this
purpose we need a description of the forward dynamics of the cluster process
of the sites with type ξt�� � initiated by a σ or σ ′-event at real time t − s�
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Fig. 3. In the example above ζ
s�t
u = 
x�y� and s = σ ′i for some i�

Formally, the cluster ζs�t
u at time t− s+ u� 0 ≤ u ≤ s� is defined as (compare

Figure 3)

ζs�t
u �=

{
x ∈ �d � inf

{
r ≥ 0 � Sx�t−s+u

r = SS
��t
s−u�t−s+u

r

}
= u

}
�(3.5)

Clearly, �ζs�t
u �0≤u≤s ≡ � unless s ∈ ,, and also

ζs�t
s = χt�s��(3.6)

For symmetry reasons we do not have to distinguish between σ and σ ′- events.
Also, by homogeneity of � �&�, the law of �ζs�t

u �0≤u≤s does not depend on t.
Hence, with no loss of generality we let t = s and write ζs

u �= ζs�s
u .

From the construction of &′ in Section 2 we derive the following probabilis-
tic construction of the process �ζs

u−ζs
0+�0<u≤s given that s ∈ ,� (For convenience

we shift the process so that it starts at the origin and slightly misuse notation
by identifying the set ζs

0+ and the single element in ζs
0+ .)

• Start with a copy of the cluster process �ηu�0<u≤s of the type initially at
the origin.

• Let Xe = �Xe
u�0≤u≤s be an independent random walk running forward

in time, started at a nearest neighbor site e of the origin. Take the ran-
dom walk to thin out the cluster process: Whenever Xe hits �ηu�0<u≤s the
respective site changes its type and is removed.

Formally, the cluster process �ϑu�0<u≤s obtained from the construction above
is defined as

ϑu �= 
x ∈ ηu � Sx�u
u−r �=Xe

r� 0 ≤ r ≤ u�� 0 < u ≤ s�(3.7)

The random walk Xe corresponds to the distinguished line of descent up to
time t in the cluster χt� This immortal line of descent limits the growth of
the cluster process �ζs�t

u �0<u≤s started at a nearest neighbor site. The thinning
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procedure through the random walk Xe can be thought of as the enforcement
of this limitation in growth.

Proposition 3.3. For any d ≥ 1 and s > 0�

�
(�ϑu�0<u≤s

) = �
(�ζs

u − ζs
0+�0<u≤s	 s ∈ ,

)
�

Proof. Recall the construction of &∗s in (2.5). The event 
s ∈ ,� corre-
sponds to an arrow pointing either toward or away from the origin at time 0
in the space-time diagram associated with &∗s� However, the restriction of &∗s
to �d × �d × �0� s� is independent of this arrow. The construction above is
therefore an immediate consequence of Proposition 2.2 and the effect of the
deletion or insertion of an arrow in the diagram. Note that in contrast to the
situation of Proposition 2.2 the random walk now starts at a nearest neigh-
bor site e of the origin due to the fact that ζs

0+ is shifted to the origin and
	S��s

s− − ζs
0+	 = 1� ✷

The construction above has useful consequences. For example, the process
�ϑu�0≤u≤s survives if and only if the process �ηu�0≤u≤s survives and the an-
cestral line of some site in ηs is not hit by the random walk Xe�

Corollary 3.4. For any d ≥ 1 and 0 ≤ s ≤ t�

P�Nt�s� > 0 	 s ∈ ,� = P�∃x ∈ ηs �= � � Xe
r �= Sx�s

s−r� 0 ≤ r ≤ s� �(3.8)

Proof. Define ms �= 	ϑs	� Then, by construction of �ϑu�0≤u≤s in (3.7),


ms > 0� = 
∃x ∈ ηs �= � � Xe
r �= Sx�s

s−r� 0 ≤ r ≤ s��
The claim of Corollary 3.4 follows since

P�Nt�s� > 0 	 s ∈ ,� = P�ms > 0�(3.9)

by (3.6) and Proposition 3.3. ✷

Before turning to the proof of Proposition 3.1, we develop several prelim-
inary results. A property of the voter model that we will use repeatedly is
a negative correlation inequality due to Arratia [1], which we state in the
following general form.

Lemma 3.5. Let ηB
t �=

⋃
z∈B ηz

t � B ⊂ �d� For any d ≥ 1� finite disjoint sets
B1�B2 ⊂ �d� arbitrary sets A1�A2 ⊂ �d and t ≥ 0�

P
(
η

B1
t ∩A1 �= �� η

B2
t ∩A2 �= �

)
≤ P

(
η

B1
t ∩A1 �= �

)
P
(
η

B2
t ∩A2 �= �

)
�

(3.10)
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Arratia proved (3.10) in the case where B1 and B2 are singletons and A1 = A2�
However, his arguments which are based on Harris’ [8] theorem on posi-
tive correlations for a monotone Markov process also work in the general
case stated above. Note that, by means of the law of total probability, the
sets A1�A2�B1 and B2 may be random as long as they are independent of
�ηz

t �t≥0� z ∈ �d and �A1�B1� is independent of �A2�B2��
Now let �η̂t

s�0≤s≤t be the reduced process associated with �ηs�0≤s≤t� The set
η̂t

s consists of all particles which at time s have the type that was initially at
the origin and also have a descendant at time t, that is,

η̂t
s �= 
x ∈ ηs � x = S

z�t
t−s for some z� = 
Sz�t

t−s � z ∈ ηt��(3.11)

In particular, η̂t
0 = 
�� or �� η̂t

t = ηt, and 	η̂t
r	 ≤ 	η̂t

s	 for r ≤ s� Let Gt be
the most recent time when a single particle was the common ancestor of all
particles in ηt�

Gt �= sup
s ≥ 0 � 	η̂t
s	 = 1��

Lemma 3.6. For any d ≥ 2 and T > 0�

lim
δ→0

lim inf
t→∞

P�Gt ≥ δt 	nt > 0� = 1�(3.12)

lim
t→∞

Ent1
Gt < T� = 0�(3.13)

Proof. We first establish the limit statement (3.12). Note that the events

Gt ≤ T� nt > 0� and 
	η̂t

T	 ≥ 2� agree. In view of (3.11) we thus have for any
0 < T ≤ t,

P�Gt ≤ T� nt > 0�
= P�∃x �= y ∈ ηT � x = S

z�t
t−T� y = S

z′�t
t−T for some z� z′�

=
∞∑

k=2
P
(∃x �= y ∈ ηT � x�y ∈ 
Sz�t

t−T � z ∈ �d� 	nT = k
)
P�nT = k�

≤
∞∑

k=2
k�k− 1� max

x �=y∈�d
P�x�y ∈ 
Sz�t

t−T � z ∈ �d��P�nT = k�

(3.14)

where for the last inequality we used independence of 
Sz�t
t−T � z ∈ �d� and ηT.

Since 
Sz�t
t−T � z ∈ �d� d= 
Sz�t−T

t−T � z ∈ �d� by time homogeneity of &� the
duality relation (2.2) implies

P�x�y ∈ 
Sz�t
t−T � z ∈ �d�� = P�ηx

t−T �= �� η
y
t−T �= ���

Apply the negative correlation result (3.10) with B1 = 
x�� B2 = 
y� and
A1 = A2 = �d and then use (1.3) to deduce

P�Gt ≤ T� nt > 0� ≤ p2
t−T

∞∑
k=1

k2P�nT = k�
= p2

t−T ENT� 0 ≤ T ≤ t�

(3.15)
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If we take T = δt� 0 < δ < 1� then (3.15) and the asymptotics (1.2) and (1.4)
imply for any d ≥ 2�

lim sup
t→∞

P�Gt ≤ δt 	nt > 0� ≤ 2δ
�1− δ�2 �

which establishes the first part of the lemma.
We now prove assertion (3.13). Using duality again, we obtain for 0 < T ≤ t�

Ent1
Gt < T�
=∑

x

P�x ∈ ηt� Gt < T�

=∑
x

∑
z

P
(
S

x�t
t−T = z� S

z�T
T = � � Gt < T

)
=∑

x

∑
z

P
(
S

x�t
t−T = z� S

z�T
T = � �

∃ z′ �= z � z′ ∈ 
Sy�t
t−T � y ∈ �d�� S

z′�T
T = �

)
≤∑

x

∑
z

∑
z′ �=z

P
(
S

x�t
t−T = z� S

z�T
T = � � z′ ∈ 
Sy�t

t−T � y ∈ �d�� S
z′�T
T = �

)
=∑

x

∑
z

∑
z′ �=z

P
(
S

x�t
t−T = z� z′ ∈ 
Sy�t

t−T � y ∈ �d�
)

×P
(
S

z�T
T = � � S

z′�T
T = �

)
=∑

x

∑
z

∑
z′ �=z

P
(
z′ ∈ 
Sy�t

t−T � y ∈ �d� 	Sx�t
t−T = z

)
×P�Sx�t

t−T = z�P�z� z′ ∈ ηT��

(3.16)

By time homogeneity of &, duality, and the correlation inequality (3.10) with
B1 = 
z′�, B2 = 
z�, A1 = �d and A2 = 
x�,

P�z′ ∈ 
Sy�t
t−T � y ∈ �d� 	Sx�t

t−T = z� = P�ηz′
t−T �= � 	x ∈ ηz

t−T�
≤ P�ηz′

t−T �= �� = pt−T�

Plugging this estimate into (3.16) and using (1.3) we obtain

Ent1
Gt < T� ≤ pt−T

∑
z

∑
z′

P�z� z′ ∈ ηT�
∑
x

P�Xt−T = z− x�

= pt−T En2
T(3.17)

= pt−T ENT → 0 as t→∞
by (1.2) and (1.4). ✷

The next lemma states that the trunk of the reduced process asymptotically
performs a simple symmetric random walk. Again we misuse notation and
identify the set η̂t

r and the single element in η̂t
r� 0 ≤ r < Gt�

Lemma 3.7. For any d ≥ 2 and T > 0�

� ��η̂t
r�0≤r<Gt∧T	nt > 0� TV−→ � ��Xr�0≤r<T� as t→∞�(3.18)
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where �Xr�r≥0 is rate one simple symmetric random walk started at X0 = �

and
TV−→ denotes convergence in total variation distance.

Proof. Fix T > 0, and assume t > T. Recall the following elementary
properties of total variation distance dTV�·� ·� on the space of signed finite
measures on some Polish space �E�� �. If µ =∑i µi and ν =∑i νi� then

dTV�µ� ν� ≤ ∑
i

dTV�µi� νi��(3.19)

If µ and ν are probability measures and α�β ∈ �+0 � then

dTV�αµ�βν� ≤ �α ∧ β�dTV�µ� ν� + 	α− β	�(3.20)

The total variation distance between probability measures is at most 2. Let
µx�t �= �

(�η̂t
r�0≤r<Gt∧T	 η̂t

T = x
)
and νx �= �

(�Xr�0≤r<T	XT = x
)
� Repeatedly

using (3.19) and (3.20), we have

dTV

(
�
(�η̂t

r�0≤r<Gt∧T	nt > 0
)
� �

(�Xr�0≤r<T

))
≤ dTV

(
�
(�η̂t

r�0≤r<Gt∧T	nt > 0
)
� �

(�η̂t
r�0≤r<Gt∧T 	 	η̂t

T	 = 1
))

+ dTV

(
� ��η̂t

r�0≤r<Gt∧T 	 	η̂t
T	 = 1

)
� �

(�Xr�0≤r<T

))
≤ 2P�	η̂t

T	 > 1 	nt > 0�
+ ∑

x∈�d

dTV

(
P�η̂t

T = x 	 	η̂t
T	 = 1�µx�t� P�XT = x� νx

)
≤ 2P�Gt ≤ T 	nt > 0� + ∑

x∈�d

P�XT = x�dTV�µx�t� νx�

+ ∑
x∈�d

	P�η̂t
T = x 	 	η̂t

T	 = 1� −P�XT = x�	�

(3.21)

Now P�Gt ≤ T 	 nt > 0� → 0 as t →∞ by Lemma 3.6. So to complete the
proof of (3.18), it suffices, by the bounded convergence theorem, to show that
for all x ∈ �d,

lim
t→∞

dTV�µx�t� νx� = 0(3.22)

and

lim
t→∞

P�η̂t
T = x 	 	η̂t

T	 = 1� = P�XT = x��(3.23)

We first derive an upper bound for dTV�µx�t� νx�� x ∈ �d� Let nx
T�t �= 	
z ∈

�d � Sz�t
t−T = x�	. Since


x ∈ η̂t
T� =

{
S

x�T
T = � � nx

T�t > 0
}
�(3.24)

�Sx�T
T−r�0≤r≤T is conditionally independent of the event 
x ∈ η̂t

T� given that
S

x�T
T = � � that is,

�
(
�Sx�T

T−r�0≤r<T	x ∈ η̂t
T

)
= �

((
S

x�T
T−r

)
0≤r<T

	Sx�T
T = �

)
= νx�(3.25)
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Also, observe that

�η̂t
r�0≤r<Gt∧T =

(
S

x�T
T−r

)
0≤r<T

on 
η̂t
T = x��(3.26)

Hence, using first (3.25) and (3.26) and then (3.19) and (3.20), we have

dTV�µx�t� νx�
= dTV

(
�
(�Sx�T

T−r�0≤r<T	 η̂t
T = x

)
� �

(�Sx�T
T−r�0≤r<T	x ∈ η̂t

T

))
≤ 2P�η̂t

T �= x 	x ∈ η̂t
T� = 2P�Gt ≤ T 	x ∈ η̂t

T��
(3.27)

Now observe that, by (3.24),

P�x ∈ η̂t
T 	nt > 0� = P�Sx�T

T = � �P�nx
T�t > 0�

P�nt > 0�
= pt−T

pt

P�XT = x��
(3.28)

Using first (3.27) and then (3.28) and Lemma 3.6, we deduce

lim sup
t→∞

dTV�µx�t� νx� ≤ 2 lim sup
t→∞

P�Gt ≤ T 	nt > 0�
P�x ∈ η̂t

T 	nt > 0� = 0�(3.29)

establishing (3.22).
For (3.23), we note that

P�η̂t
T = x 	 	η̂t

T	 = 1� = P�η̂t
T = x 	nt > 0�

P�Gt > T 	nt > 0� ≤
P�x ∈ η̂t

T 	nt > 0�
P�Gt > T 	nt > 0�(3.30)

and

P�η̂t
T = x 	 	η̂t

T	 = 1� ≥ P�η̂t
T = x 	nt > 0�

≥ P�x ∈ η̂t
T 	nt > 0� −P�Gt ≤ T 	nt > 0��(3.31)

If we pass to the limit t → ∞ in (3.30) and (3.31), respectively, then (3.28),
(1.2) and Lemma 3.6 show that

lim
t→∞

P�η̂t
T = x 	 	η̂t

T	 = 1� = P�XT = x��

which completes our proof. ✷

LetAT�t be the event that the trunk of the reduced process and the immortal
line do not collide until time T,

AT�t �= 
Xe
r �= η̂t

r� 0 ≤ r < Gt ∧T��(3.32)

Then, for d ≥ 3�

lim
T→∞

lim
t→∞

P�AT�t 	nt > 0� = γd�(3.33)
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Indeed, if R denotes the first hitting time of the origin of a rate two simple
symmetric random walk started at a nearest neighbor site e� then Lemma 3.7
implies

lim
t→∞

P�AT�t 	nt > 0� = P�Xe
r �=Xr� 0 ≤ r < T�

= P�R ≥ T� → γd as T→∞�
(3.34)

where for the second equality we have used independence of �Xe
r�0≤r≤t and

�η̂t
r�0≤r≤t� The following lemma states that the thinning of the reduced pro-

cess through the immortal line is substantial only if the trunk of the reduced
process is hit by the immortal line (“all or nothing”) and that the conditioned
limit law of nt is the same whether the trunk of the reduced process is hit or
not.

Lemma 3.8. For d ≥ 3�

lim
T→∞

lim sup
t→∞

E�t−1	nt −mt	 	nt > 0�AT�t� = 0�(3.35)

Furthermore, for any T > 0�

lim
t→∞

dTV

(
� �nt 	nt > 0�AT�t�� � �nt−T 	nt−T > 0�) = 0�(3.36)

so that, in particular,

lim
t→∞� � t−1nt 	nt > 0�AT�t� = lim

t→∞� � t−1nt 	nt > 0��(3.37)

Proof. We first prove (3.36) following similar lines as in the proof of
Lemma 3.7. Fix T > 0, and assume t > T. Let µ̄x�t �= � �nt 	 η̂t

T = x�AT�t��
then, using (3.19) and (3.20), we have

dTV

(
� �nt 	nt > 0�AT�t�� � �nt−T 	nt−T > 0�)
≤ dTV

(
� �nt 	nt > 0�AT�t�� � �nt 	nt > 0�Gt > T�AT�t�

)
+ dTV

(
� �nt 	 	η̂t

T	 = 1�AT�t�� � �nt−T 	nt−T > 0�)
≤ 2P�Gt ≤ T 	nt > 0�AT�t�
+ ∑

x∈�d

P
(
η̂t

T = x 	 	η̂t
T	 = 1�AT�t�dTV

(
µ̄x�t� � �nt−T 	nt−T > 0�) �

(3.38)

By (3.12) and (3.34), as t→∞,

P�Gt ≤ T 	nt > 0�AT�t� → 0

and

P�	η̂t
T	 = 1� AT�t 	nt > 0� → P�R ≥ T��
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Use the second statement and apply Lemma 3.7 to conclude that the sequence
� �η̂t

T	 	η̂t
T	 = 1�AT�t�� t > T� is tight. So to establish (3.36), it suffices, by the

bounded convergence theorem, to show that for all x ∈ �d,

lim
t→∞

dTV

(
µ̄x�t� � �nt−T 	nt−T > 0�� = 0�(3.39)

Fix x ∈ �d and recall the definition of nx
T�t before (3.24). Note that

nx
T�t

d= nt−T�(3.40)

and that nx
T�t is independent of the event 
Sx�T

T = �� ∩ Ax
T� where Ax

T �=

Xe

r �= S
x�T
T−r� 0 ≤ r < T�� In view of (3.24) we thus have

� �nx
T�t 	x ∈ η̂t

T� Ax
T� = � �nt−T 	nt−T > 0��(3.41)

Also, observe that

nt = nx
T�t on 
η̂t

T = x�(3.42)

and


η̂t
T = x� ∩AT�t = 
η̂t

T = x� ∩Ax
T�(3.43)

Putting together (3.41), (3.42) and (3.43) yields

dTV

(
µ̄x�t� � �nt−T 	nt−T > 0��
= dTV

(
� �nx

T�t	 η̂t
T = x� Ax

T��(3.44)

� �nx
T�t	x ∈ η̂t

T� Ax
T�� ≤ 2P�Gt ≤ T 	x ∈ η̂t

T� Ax
T��

By Lemma 3.6, the right-hand side of (3.44) tends to 0 provided that

lim inf
t→∞

P�x ∈ η̂t
T� Ax

T 	nt > 0� > 0�(3.45)

To verify (3.45), note that (3.24) implies

P�x ∈ η̂t
T� Ax

T 	nt > 0� = pt−T

pt

P�Sx�T
T = � � Ax

T��

where the factor depending on t is greater than 1. This establishes (3.39)
and completes our proof of (3.36). The weak equivalence assertion (3.37) is an
immediate consequence of (3.36).

We now turn to the proof of (3.35). By construction of ϑt in (3.7), nt−mt is
a nonnegative quantity and

ηt \ϑt = 
x ∈ ηt � Xe
r = S

x�t
t−r for some 0 ≤ r ≤ t��
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Also, note that given AT�t� we have Xe
r �= S

x�t
t−r for all 0 ≤ r < Gt ∧T� x ∈ ηt�

Consequently,

E�	nt−mt	 	nt >0� AT�t�

=E
(	
x∈ηt�Xe

r=S
x�t
t−r for some Gt∧T≤ r≤ t�	 	nt >0� AT�t

)
≤P�AT�t	nt >0�−1

×E
(	
x∈ηt � Xe

r=S
x�t
t−r for some Gt∧T≤ r≤ t�	 	nt >0

)
=P�AT�t	nt >0�−1 ∑

x

P�x∈ηt� Xe
r=S

x�t
t−r

for some Gt∧T≤ r≤ t 	nt >0�

=P�nt >0� AT�t�−1
∑
x

P�x∈ηt� Xe
r=S

x�t
t−r for some Gt∧T≤ r≤ t�

≤P�nt >0� AT�t�−1
∑
x

�P�x∈ηt� Gt <T�

+P�x∈ηt� Xe
r=S

x�t
t−r for some T≤ r≤ t�)

=P�nt >0� AT�t�−1
(
Ent1
Gt <T�

+∑
x

P�Xe
r=S

x�t
t−r for some T≤ r≤ t 	Sx�t

t =� �P�Sx�t
t =� �

)
=P�nt >0� AT�t�−1

(
Ent1
Gt <T�

+∑
x

P�Xe
r=Xr for some T≤ r≤ t 	Xt=x�P�Xt=x�

)
=P�nt >0� AT�t�−1

(
Ent1
Gt <T�+P�Xe

r=Xr for some T≤ r≤ t�)�

(3.46)

Therefore, by (3.17),

t−1E�	nt −mt	 	nt > 0� AT�t�

≤ pt−TENT +P�Xe
r =Xr for some r ≥ T�

tptP�AT�t 	 nt > 0� �

By (1.2) and (3.34), as t→∞� the right-hand side above tends to

P�Xe
r =Xr for some r ≥ T� = P�Xe

r = � for some r ≥ 2T��
Since simple symmetric random walk is transient in d ≥ 3� letting T → ∞
completes the proof of (3.35). ✷

Proof of Proposition 3.1. Recall from Proposition 3.3 and (3.6) that
� �ms� = � �Nt�s� 	 s ∈ ,� for any 0 ≤ s ≤ t� In particular, � �Nt�s� 	 s ∈ ,�
does not depend on t and we may let s = t� By construction of ϑt and �η̂t

s�0≤s≤t

in (3.7) and (3.11), we have

mt = mt 1
AT�t� ≤ nt1
AT�t�� 0 ≤ T ≤ t�(3.47)
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In particular,

P�mt > 0�
P�nt > 0� = P�mt > 0�AT�t 	nt > 0�

= P�AT�t 	nt > 0� −P�mt = 0�AT�t 	nt > 0��
Hence, for any T ≥ 0,

lim sup
t→∞

∣∣∣∣P�mt > 0�
P�nt > 0� − γd

∣∣∣∣ ≤ lim sup
t→∞

	P�AT�t 	nt > 0� − γd	

+ lim sup
t→∞

P�mt = 0 	nt > 0�AT�t��
(3.48)

By (3.34), the first term on the right-hand side of (3.48) is bounded above
by P�T < R < ∞�, which tends to 0 as T → ∞. For the second term, note
that for any ε > 0,

lim sup
t→∞

P�mt = 0 	nt > 0�AT�t�

≤ lim sup
t→∞

P�nt ≤ εt 	nt > 0�AT�t�

+ lim sup
t→∞

P�	nt −mt	 ≥ εt 	nt > 0�AT�t��
(3.49)

By (3.35), we have

lim sup
t→∞

P�	nt −mt	 ≥ εt 	nt > 0� AT�t� → 0 as T→∞�(3.50)

For the other term in (3.49), note that the asymptotic equivalence (3.37)
and the limit law (1.1) imply

lim
t→∞

P�nt ≤ εt 	nt > 0�AT�t� = 1− exp�εγ−1d � → 0 as ε→ 0�(3.51)

Since the left-hand side of (3.49) does not depend on ε, the estimates (3.50)
and (3.51) imply

lim
T→∞

lim sup
t→∞

P�mt = 0 	nt > 0�AT�t� = 0�(3.52)

Since the quantity on the left-hand side of (3.48) does not depend on T, the
limit statement (3.52) shows

lim
t→∞

P�mt > 0�
P�nt > 0� = γd�

which establishes assertion (3.1).
We now turn to the asymptotic equivalence (3.2). As previously noted,

� �s−1Nt�s�	Nt�s� > 0� = � �s−1ms	ms > 0��
and we may set s = t. The fact that 
mt > 0� ⊂ 
nt > 0� ∩ AT�t for any
0 ≤ T ≤ t (see (3.47)) implies that � � t−1mt 	mt > 0� is stochastically larger
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than � � t−1mt 	nt > 0� AT�t�. Consequently, using first (3.50) and then (3.37),
we obtain for any x > 0�

lim inf
t→∞

P�mt > xt 	mt > 0� ≥ lim sup
T→∞

lim inf
t→∞

P�mt > xt 	nt > 0� AT�t�

= lim sup
T→∞

lim inf
t→∞

P�nt > xt 	nt > 0� AT�t�(3.53)

= lim
t→∞

P�nt > xt 	nt > 0��

For the upper bound in (3.2), use P�A	B� ≤ P�A	C�P�B	C�−1� B ⊂ C� to
deduce that

P�mt > xt 	mt > 0� ≤ P�mt > xt 	nt > 0� AT�t�
P�mt > 0 	nt > 0� AT�t�

�(3.54)

It follows from (3.37) and (3.50) that

lim
T→∞

lim sup
t→∞

P�mt > xt 	nt > 0� AT�t� = lim
t→∞

P�nt > xt 	nt > 0� �

and from (3.52) that

lim
T→∞

lim inf
t→∞

P�mt > 0 	nt > 0�AT�t� = 1�

Plugging these estimates into (3.54), we get that

lim sup
t→∞

P�mt > xt 	mt > 0� ≤ lim
t→∞

P�nt > xt 	nt > 0��

which combined with the estimate (3.53) establishes the second claim of Propo-
sition 3.1. ✷

4. Properties of a limiting point process. The key to deduce properties
as uniform integrability of �Tt�T� and simplicity of a limiting point process
is the correlation inequality (3.10). For 0 ≤ r ≤ t and x ∈ �d write �ηx�r

u �0≤u≤t

for the cluster initiated at the space-time point �x� r� in the random diagram
associated with & (here, u stands for real time),

ηx�r
u �=

{�� 0 ≤ u < r�
ηx

u−r�θr&�� r ≤ u ≤ t�
(4.1)

where θr denotes the time shift of & by r restricted to �d × �d × �0�∞��
θr& �= 
�x�y� s− r� � �x�y� s� ∈ &� s > r��

The correlation inequality (3.10) yields the following upper bound for the prob-
ability that the two processes �ηx�r

u �0≤u≤t and �ηy�s
u �0≤u≤t survive disjointly. For

later reference we state it as

Lemma 4.1. For any d ≥ 1� x� y ∈ �d and 0 ≤ r� s ≤ t�

P�ηx�r
t �= �� η

y�s
t �= �� η

x�r
t �= η

y�s
t � ≤ pt−rpt−s�(4.2)
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Proof. Suppose 0 ≤ r ≤ s ≤ t and let η̄x
s−r

d= ηx
s−r� independent of &� By

time homogeneity of &,

P
(
η

x�r
t �= �� η

y�s
t �= �� η

x�r
t �= η

y�s
t

) = P
(
η

η̄x
s−r\
y�

t−s �= �� η
y
t−s �= �

)
�

We apply (3.10) in the case B1 = η̄x
s−r \ 
y�� B2 = 
y� and A1 = A2 = �d

to deduce (see the remark following Lemma 3.5 regarding the fact that B1 is
random)

P
(
η

x�r
t �= �� η

y�s
t �= �� η

x�r
t �= η

y�s
t

) ≤ pt−s P
(
η

η̄x
s−r\
y�

t−s �= �
)
�

Finally, note that

P
(
η

η̄x
s−r\
y�

t−s �= �
)
≤ P

(
η

η̄x
s−r

t−s �= �
)
= P �ηx

t−r �= �� = pt−r� ✷

We use Lemma 4.1 to obtain an upper bound for the probability that con-
tributions to the cluster at the origin occur at distinct potential branch-times
t− r and t− s�

Lemma 4.2. For any d ≥ 1 and 0 ≤ r < s ≤ t�

P�Nt�r� > 0�Nt�s� > 0 	 r� s ∈ ,� ≤ prps�(4.3)

Proof. Recall the graphical construction &∗t of the shifted point process &′t
in (2.5). Let ,∗ be the set of times u ≤ t such that either the random walk X
has a jump at time t−u or an arrow points away from Xt−u in the space-time
diagram associated with &�

,∗ �= {0 ≤ u ≤ t � Xt−u �=X�t−u�− or �Xt−u� z� t− u� ∈ & for some z
}
�

For u ∈ ,∗ let Yu be the site where the potential contribution to η�
t �&∗t � with

branch-time t− u is initiated,

Yu = z �⇔ Xt−u �=X�t−u�− = z or �Xt−u� z� t− u� ∈ &�(4.4)

and let Dr�x�s�y be the event that potential contributions initiate at space-time
points �x� t− r� and �y� t− s��

Dr�x�s�y �= 
r� s ∈ ,∗� Yr = x�Ys = y��(4.5)

Let us write η∗x�ru �= ηx�r
u �&∗t � for the cluster at time u initiated at the space-

time point �x� r� in the random diagram associated with the point process &∗t �
Proposition 2.2 implies


�u�χt�u�� � u ∈ ,� d=
{
�u�η

∗Yu�t−u
t −Xt� � u ∈ ,∗

}
�(4.6)
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Consequently,

P�Nt�r� > 0�Nt�s� > 0 	 r� s ∈ ,�
= P

(
η
∗Yr�t−r
t �= �� η

∗Ys�t−s
t �= � 	 r� s ∈ ,∗

)
(4.7)

≤ max
x�y∈�d

P
(
η
∗x�t−r
t �= �� η

∗y�t−s
t �= � 	Dr�x�s�y

)
�

Note that on the event Dr�x�s�y the cluster η
∗x�t−r
t is obtained from η

x�t−r
t =

η
x�t−r
t �&� by a pruning procedure through X, as is η

∗y�t−s
t from η

y�t−s
t � that is,

η
∗x�t−r
t ⊂ η

x�t−r
t � η

∗y�t−s
t ⊂ η

y�t−s
t on Dr�x�s�y�(4.8)

Also, we claim that the clusters η
x�t−r
t and η

∗y�t−s
t are disjoint if r� s ∈ ,∗ and

Yr = x� Ys = y� This is because a particle starting in η
x�t−r
t has time of coa-

lescence (in reversed time and with respect to &∗t ) with the distinguished path
�Xt−u�u≥0 at most r, while for a particle starting in η

∗y�t−s
t this coalescence

time equals s > r. Consequently, by (4.8),

η
x�t−r
t �= η

y�t−s
t on Dr�x�s�y ∩ 
η∗y�t−s

t �= ���(4.9)

Combining (4.7) with (4.8) and (4.9) we obtain

P�Nt�r� > 0�Nt�s� > 0 	 r� s ∈ ,�
≤ max

x�y∈�d
P
(
η

x�t−r
t �= �� η

y�t−s
t �= �� η

x�t−r
t �= η

y�t−s
t 	Dr�x�s�y

)
�

(4.10)

The claim of Lemma 4.2 will follow by applying Lemma 4.1, if we show
that the events Dr�x�s�y and 
ηx�t−r

t �= �� η
y�t−s
t �= �� η

x�t−r
t �= η

y�t−s
t � are inde-

pendent. Note that it is sufficient to show independence of the latter event of
disjoint survival and 
�x′� x� t−r� ∈ &�� 	x′−x	 = 1� This is by independence of
the random walk X and & and since we have assumed r < s [recall from (4.1)
that �ηx�t−r

u �0≤u≤t and �ηy�t−s
u �0≤u≤t are defined in terms of &∩�d×�d×�t−s� t�

only]. Now observe that the event 
ηx�t−r
t �= �� η

y�t−s
t �= �� η

x�t−r
t �= η

y�t−s
t � is

the same as ⋃
z�z �=x

{
η

x�t−r
t �= �� η

z�t−r
t �= �� S

z�t−r
�s−r�− = y

}
�

This representation shows that the event of disjoint survival does not depend
on the existence of arrows at time t− r pointing toward x from any site. Now
recall from (2.8) that

� �& 	 �x′� x� t− r� ∈ &� = � �& ∪ 
�x′� x� t− r����(4.11)

to conclude the desired independence and complete the proof of Lemma 4.2. ✷

A simple consequence of Lemma 4.2 is the following asymptotic upper bound
for the variance of the total mass of restrictions of Tt�t�
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Corollary 4.3. For d ≥ 3 and any B = �u1� u2� × �+� 0 < u1 ≤ u2 ≤ 1�

lim sup
t→∞

ETt�t�B�2 ≤ λ�B� + γ−2d λ�B�2�(4.12)

Proof. Recall that , is a rate two Poisson process. Hence,

ETt�t�B�2 = E 	
u1t ≤ s ≤ u2t � Nt�s� > 0�	2

= λt�B� +E	
r �= s ∈ �u1t� u2t� �Nt�r� > 0�Nt�s� > 0�	

= λt�B� +
∫ u2t

u1t

∫ u2t

u1t
P�Nt�r� > 0�Nt�s� > 0 	 r� s ∈ ,�4drds�

Using first (4.3) and then (3.1) we deduce

ETt�t�B�2 ≤ λt�B� +
∫ u2t

u1t

∫ u2t

u1t
prps4drds

∼ λt�B� + γ−2d λt�B�2�
(4.13)

The claim of Corollary 4.3 follows from (4.13) and (3.3) as t→∞� ✷

Immediate from Corollary 4.3 is the fact that the points of any limiting point
process already differ by their time coordinate. In particular, any limiting point
process of �Tt�t� is simple.

Corollary 4.4. Suppose that � is the weak limit of �Tti
�ti
� along some

sequence ti →∞� Then for d ≥ 3�

P���
u� × �+� ≥ 2 for some 0 < u ≤ 1� = 0�(4.14)

Proof. Fix ε > 0 and partition �ε�1� into disjoint intervals Ij� 1 ≤ j ≤ kε�
Use P�X ≥ 2� ≤ EX�X−1� for a nonnegative integer-valued random variable
X to deduce

P���
u� × �+� ≥ 2 for some ε < u ≤ 1�
≤ P���Ij × �+� ≥ 2 for some 1 ≤ j ≤ kε�

≤
kε∑

j=1
P���Ij × �+� ≥ 2�

=
kε∑

j=1
lim
i→∞

P�Tti
�ti
�Ij × �+� ≥ 2�

≤
kε∑

j=1
lim sup

i→∞
�ETti

�ti
�Ij × �+�2 − λti

�Ij × �+��

≤
kε∑

j=1
γ−2d λ�Ij × �+�2 = γ−2d

kε∑
j=1

(∫
Ij

2du

u

)2

�

(4.15)
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where for the last inequality we applied Corollaries 3.2 and 4.3. Since∫ 1
ε u−1du <∞� the sum on the right-hand side of (4.15) vanishes as the max-
imum length of the Ij tends to 0. Hence,

P���
u� × �+� ≥ 2 for some ε < u ≤ 1� = 0�

The claim of Corollary 4.4 follows as ε→ 0� ✷

Before presenting our final proposition that shows (in high dimensions) that
any limiting point process of Tt�t satisfies a strong independence property,
we introduce a construction of Griffeath ([7], proof of Theorem II.2.6). This
construction makes precise the notion that �ηx�r

u �u≥0 and �ηy�s
u �u≥0 evolve in-

dependently up until the time the distance between the two clusters reaches
one. For B�C ⊂ �d let d�B�C� �= minz1∈B�z2∈C 	z1 − z2	. Let &̄ be an inde-
pendent copy of &, and let �η̄y�s

u �u≥0, y ∈ �d and s ≥ 0, denote the cluster
initiated at the space-time point �y� s� in the diagram associated with &̄. Fix
0 ≤ r ≤ s ≤ t and x�y ∈ �d, and define τ �= inf
u � d�ηx�r

u � η̄
y�s
u � ≤ 1� and

η̌y�s
u �=

{
η̄

y�s
u � u ≤ τ,⋃
z∈η̄y�s

τ
ηz�τ

u � u > τ�
(4.16)

Note that �ηx�r
u � η̌

y�s
u �u≥0 has the same law as �ηx�r

u � η
y�s
u �u≥0.

Let G�z� �= ∫∞
0 P�Xu = z�du be the expected occupation time at z of the

simple random walk X started at X0 = � �

Lemma 4.5. For any d ≥ 3, there is a finite constant c such that for all
x�y ∈ �d and r� s ≥ 0,

P�d�ηx�r
u � ηy�s

u � ≤ 1 for some u ≥ 0� ≤ cG�y− x��(4.17)

Note. The estimate is useful only if 	y − x	 is large compared to 	r − s	
since P�n	r−s	 > 0� ∼ �γd	r − s	�−1 is a trivial upper bound for the left-hand
side of (4.17). ✷

Proof. We may suppose that r ≤ s. The left-hand side of (4.17) is not
changed if we replace η

y�s
u with η̌

y�s
u , and then replace the latter with η̄

y�s
u .

Let us consider now P�ηx�r
u ∩ η̄

y�s
u �= � for some 0 ≤ u ≤ t + 1�. Given that

d�ηx�r
u � η̄

y�s
u � ≤ 1, the probability that the clusters will intersect within one

time unit is bounded below by a positive constant c1 not depending on u� This
is because the conditional probability of intersection is minimal if ηx�r

u and
η̄

y�s
u are distinct singletons. Thus, by the Markov property,

P�ηx�r
u ∩ η̄y�s

u �= � for some 0 ≤ u ≤ t+ 1�
≥ c1P�d�ηx�r

u � η̄y�s
u � ≤ 1 for some 0 ≤ u ≤ t��

By similar reasoning, given that ηx�r
u ∩ η̄

y�s
u �= �, the probability that the

clusters will have a nonempty intersection over a time interval of length one
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is bounded below by a positive constant c2. Thus,

P

(∫ t+2

0
1
ηx�r

u ∩ η̄y�s
u �= ��du ≥ 1

)
≥ c2 P�ηx�r

u ∩ η̄y�s
u �= � for some 0 ≤ u ≤ t+ 1��

On account of these estimates, there is a finite c such that

P�d�ηx�r
u � η̄

y�s
u � ≤ 1 for some 0 ≤ u ≤ t�

≤ cE
∫ t+2

0
1
ηx�r

u ∩ η̄y�s
u �= ��du�

(4.18)

By independence of �ηx�r
u �u≥0 and �η̄y�s

u �u≥0, and symmetry of the random
walk, we have, for r ≤ s ≤ u,

E	ηx�r
u ∩ η̄y�s

u 	 = E
∑
z∈�d

1
z ∈ ηx�r
u � z ∈ η̄y�s

u �

= ∑
z∈�d

P�z ∈ ηx�r
u �P�z ∈ η̄y�s

u �

= ∑
z∈�d

P�Sz�u
u−r = x�P�Sz�u

u−s = y�(4.19)

= ∑
z∈�d

P�Xu−r = z− x�P�Xu−s = y− z�

= P�X2u−r−s = y− x� �
The estimates (4.18) and (4.19) imply

P�d�ηx�r
u � η̄y�s

u � ≤ 1 for some 0 ≤ u ≤ t�

≤cE
∫ t+2

0
1
ηx�r

u ∩ η̄y�s
u �= ��du

≤ cE
∫ t+2

0
	ηx�r

u ∩ η̄y�s
u 	du

= c
∫ t+2

s
P�X2u−r−s = y− x�du ≤ cG�y− x��

which completes our proof. ✷

Proposition 4.6. Suppose d ≥ 7� then for any finite family of disjoint
Borel sets B1� � � � �Bn⊂ �0�1�� arbitrary intervals I1� � � � � In ⊂ �+ and k1� � � � �
kn ∈ ��

∣∣P�Tt�t�Bi × Ii� = ki�1 ≤ i ≤ n� −
n∏

i=1
P�Tt�t�Bi × Ii� = ki�

∣∣→ 0(4.20)

as t→∞�
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Remark. The asymptotic independence stated in (4.20) carries over to any
finite family of disjoint Borel sets C1� � � � � Cn ⊂ �0�1�×�+ as will be explained
in the proof of Theorem 1.3 in Section 5.

Proof of Proposition 4.6. We first prove (4.20) for sets B1 = �u1� u2� and
B2 = �u3� u4�� 0 < u1 ≤ u2 < u3 ≤ u4 ≤ 1� The idea is to show that, as t→∞�
the clusters initiated at potential branch-times in ��1 − u4�t� �1 − u3�t� and
those initiated at times in ��1− u2�t� �1− u1�t� evolve on disjoint parts of the
Poisson point process & used in the graphical construction of &∗t in (2.5).

Let Ea�b = Ea�b�t� be the set of points �x� r� such that at ≤ r ≤ bt and a
potential contribution to η�

t �&∗t � with branch-time t− r is initiated at site x�

Ea�b �= 
�Yu�u� � u ∈ ,∗ ∩ �at� bt��� 0 ≤ a ≤ b ≤ 1�(4.21)

with Yu and ,∗ as defined in (4.4). Recall from (4.6) that

�t
d=
{(

u� 	η∗Yu�t−u
t 	

)
� u ∈ ,∗� 	η∗Yu�t−u

t 	 > 0
}

=
{
�r� 	η∗x�t−r

t 	� � �x� r� ∈ E0�1� 	η∗x�t−r
t 	 > 0

}
�

(4.22)

The distributional identity (4.22) shows that assertion (4.20) for sets B1 =
�u1� u2� and B2 = �u3� u4� is equivalent to the asymptotic independence of the
random sets

Tt

{
�r� 	η∗x�t−r

t 	� � �x� r� ∈ Eu1�u2
� 	η∗x�t−r

t 	 > 0
}

and

Tt

{
�s� 	η∗y�t−s

t 	� � �y� s� ∈ Eu3�u4
� 	η∗y�t−s

t 	 > 0
}
�

(4.23)

To prove this independence, we introduce �η̃∗y�t−s
u �u≥0, the cluster initiated

at the space-time point �y� t− s� in the diagram associated with &̃
d= & after

the pruning procedure through an independent random walk X̃� where &̃ and
X̃ are independent of & and X, and the set Ẽa�b, which is the analog of Ea�b

defined in terms of &̃ and X̃. To prove the asymptotic independence of the sets
in (4.23), and hence (4.20) for the sets B1 = �u1� u2� and B2 = �u3� u4�, we will
prove that the joint distribution of the sets in (4.23) and the joint distribution
of

Tt

{
�r� 	η∗x�t−r

t 	� � �x� r� ∈ Eu1�u2
� 	η∗x�t−r

t 	 > 0
}

and

Tt

{
�s� 	η̃∗y�t−s

t 	� � �y� s� ∈ Ẽu3�u4
� 	η̃∗y�t−s

t 	 > 0
}(4.24)

asymptotically agree in the sense of (4.20). This is enough, since the two sets
in (4.24) are independent by construction.

The key step in establishing this asymptotic equality in law is to show that
the total variation distance αt� say, between

� �
�ηx�t−r
u �0≤u≤t � �x� r� ∈ Eu1�u2

∪Eu3�u4
�� �Xu�0≤u≤t�
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and
� �
�ηx�t−r

u �0≤u≤t � �x� r� ∈ Eu1�u2
�

∪ 
�η̄y�t−s
u �0≤u≤t � �y� s� ∈ Ēu3�u4

�� �Xu�0≤u≤t�
(4.25)

tends to 0 as t→∞� Here, �η̄y�t−s
u �u≥0 is the cluster initiated at the space-time

point �y� t−s� in the diagram associated with &̄� where &̄
d= & is independent

of & and X� Ēa�b is the analog of Ea�b defined in terms of the same (!) random
walk X, but & replaced with &̄� We first show how limt→∞ αt = 0 implies the
asymptotic equality in law of the sets in (4.23) and (4.24), and then prove the
indicated limit.

Suppose limt→∞ αt = 0. To make use of this, we introduce yet another mod-
ification of our basic process, for which we suspend the pruning procedure
of the clusters with potential branch-times in ��1 − u4�t� �1 − u3�t� through
the random walk X from time �1 − u2�t to t, but keep on pruning the clus-
ters initiated at other potential branch-times. For �y� s� ∈ Eu3�u4

, respectively
Ēu3�u4

� let η
◦y�t−s
t , respectively η̄

◦y�t−s
t � denote the cluster at time t initiated

at �y� t − s� with the pruning mechanism through X suspended during the
time interval ��1− u2�t� t�� Note that

η
∗y�t−s
t ⊂ η

◦y�t−s
t ⊂ η

y�t−s
t �(4.26)

Recall that for random variables Y and Y′, and a measurable function f, the
total variation distance between � �f�Y�� and � �f�Y′�� is at most the dis-
tance between � �Y� and � �Y′�. Hence, by (4.25), the total variation distance
between

�
(

�r� 	η∗x�t−r

t 	� � �x� r� ∈Eu1�u2
�∪
�s� 	η◦y�t−s

t 	� � �y� s� ∈Eu3�u4
�
)

and

�
(

�r� 	η∗x�t−r

t 	� � �x� r� ∈Eu1�u2
�∪
�s� 	η̄◦y�t−s

t 	� � �y� s� ∈ Ēu3�u4
�
)(4.27)

is at most αt�

Now observe that 
�r�η∗x�t−r
t � � �x� r� ∈ Eu1�u2

� and 
�s� η̄◦y�t−s
t � � �y� s� ∈

Ēu3�u4
� are conditionally independent given X�1−u2�t and that the distribution

of 
�r� 	η∗x�t−r
t 	� � �x� r� ∈ Eu1�u2

� does not depend on X�1−u2�t� Hence, the
latter distribution in (4.27) is not changed if for the pruning of the clusters
�η̄y�t−s

u �0≤u≤t and in the definition of Ēu3�u4
we take a random walk independent

of X� In other words, the total variation distance between

�
(

�r� 	η∗x�t−r

t 	� � �x� r� ∈Eu1�u2
�∪
�s� 	η◦y�t−s

t 	� � �y� s� ∈Eu3�u4
�
)

and

�
(

�r� 	η∗x�t−r

t 	� � �x� r� ∈Eu1�u2
�∪
�s� 	η̃◦y�t−s

t 	� � �y� s� ∈ Ẽu3�u4
�
)(4.28)

is at most αt, where �η̃◦y�t−s
u �0≤u≤t is the cluster associated with &̃ with the

pruning mechanism through X̃ suspended from time �1− u2�t to t�
To get from this fact to the asymptotic equality in law of the sets in (4.23)

and (4.24), we have to show that the suspension of the pruning mechanism
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from time �1− u2�t to t is asymptotically negligible for clusters with branch-
time in ��1 − u4�t� �1 − u3�t�� More precisely, we must show that, as t → ∞�
the signed measure [compare the remark following (1.8)]

Tt
�s� 	η∗y�t−s
t 	� � �y� s� ∈ Eu3�u4

� 	η∗y�t−s
t 	 > 0�

− Tt
�s� 	η◦y�t−s
t 	� � �y� s� ∈ Eu3�u4

� 	η◦y�t−s
t 	 > 0�

(4.29)

converges to the zero measure on �0�1� × �+ in the sense of (4.20). That is,
if we let µ1

t denote the first random measure in (4.29), and µ2
t the second, we

must show that, for any Borel set B ⊂ �+, any interval I and k ∈ ��

P�µ1
t �B× I� = k� −P�µ2

t �B× I� = k� → 0(4.30)

as t → ∞� Note that the law of the signed random measure in (4.29) is
not changed if we replace η

∗y�t−s
t � η

◦y�t−s
t and Eu3�u4

by η̃
∗y�t−s
t � η̃

◦y�t−s
t and

Ẽu3�u4
. Consequently, given that limt→∞ αt = 0, verification of (4.30) implies

the asymptotic equality in law of (4.23) and (4.24), and thus (4.20).
To prove assertion (4.29) note that, by (4.22) and Corollary 3.2, any limit-

ing point process of the first measure in (4.29) has intensity λ restricted to
�u3� u4�×�+� Now use (4.26) and the fact that both clusters η

∗y�t−s
t and η

◦y�t−s
t

are empty if the trunk of the reduced process associated with �ηy�t−s
u �u≥0 is hit

before real time �1− u2�t, to deduce

lim sup
t→∞

E�t−1		η◦y�t−s
t 	 − 	η∗y�t−s

t 		 	 �y� s� ∈ Eu3�u4
� 	ηy�t−s

t 	 > 0�
≤ lim sup

t→∞
sup

u3t≤s≤u4t
E�t−1	ns −ms	 	ns > 0�AT�s�(4.31)

for any T > 0� By (3.35), the right-hand side of (4.31) tends to 0 as T → ∞�
which shows that the left-hand side of (4.31) is 0. Combining this observa-
tion with the fact that the intensity measure λ is absolutely continuous im-
plies (4.29). Hence, in the case B1 = �u1� u2�� B2 = �u3� u4�� the asymptotic
independence (4.20) follows once we show that αt → 0 as t→∞�

From the construction of Griffeath [compare (4.16)] we see that αt is
bounded above by 2P�=t� where

=t =
d

 ⋃
�x�r�∈Eu1�u2

ηx�t−r
u �

⋃
�y�s�∈Eu3�u4

ηy�t−s
u

 ≤ 1 for some 0 ≤ u ≤ t

 �

Now recall the definition of the event Dr�x�s�y in (4.5). We claim that for any
0 ≤ r < s ≤ t�

P�d�ηx�t−r
u � η

y�t−s
u � ≤ 1 for some 0 ≤ u ≤ t 	Dr�x�s�y�

≤ P�d�ηx�t−r
u � η

y�t−s
u � ≤ 1 for some 0 ≤ u ≤ t��

(4.32)

Using the same arguments as following (4.10) one easily sees that it is suf-
ficient to prove (4.32) with Dr�x�s�y replaced by the event 
�x′� x� t − r� ∈
&�� 	x′−x	 = 1� Now suppose that �x′� x� t−r� ∈ &� Deleting the arrow from x′
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to x at time t−r in the space-time diagram representing & does not affect the
process �ηx�t−r

u �u≥0 at all. It affects �ηy�t−s
u �u≥0 only if x′ ∈ η

y�t−s
t−r and x /∈ η

y�t−s
�t−r�−

or if x′ /∈ η
y�t−s
t−r and x ∈ η

y�t−s
�t−r�− . In the first case d�ηx�t−r

t−r � η
y�t−s
t−r � ≤ 	x−x′	 = 1�

no matter if the arrow is deleted or not. In the second case deleting the arrow
would only enlarge the cluster η

y�t−s
u � u ≥ t− r� Recall from (4.11) that delet-

ing the arrow corresponds to removing the conditioning. Hence, our arguments
show that

P�d�ηx�t−r
u � ηy�t−s

u � ≤ 1 for some 0 ≤ u ≤ t 	 �x′� x� t− r� ∈ &�
≤ P�d�ηx�t−r

u � ηy�t−s
u � ≤ 1 for some 0 ≤ u ≤ t��

We now derive an upper bound for the infinitesimal probability that E0�1
contains the distinct points �x� r� and �y� s�� Note that 	X�t−r�− −x	� 	X�t−s�− −
y	 ≤ 1� if �x� r�� �y� s� ∈ E0�1� Using the fact that ,∗ is a rate two Poisson
process we have

P��x�u�� �y� v� ∈ E0�1 for some u ∈ �r� r+ dr�� v ∈ �s� s+ ds��
≤ 4P�	Xt−s − y	 ≤ 1�P�	Xs−r − �x− y�	 ≤ 2�drds(4.33)

≤ 4 �2d�5 c̄2 P�Xt−s+1 = y�P�Xs−r+1 = x− y�drds�

where

c̄ = sup
u≥0

sup
	z1−z2	≤2

P�Xu = z1�
P�Xu+1 = z2�

<∞�

For the factor �2d�5 note that there are at most �2d�k distinct points z with
	z	 = k. To see that c̄ is finite, we note that P�Xu+1 = z2� ≥ P�Xu =
z1�P�X1 = z2 − z1� for any u ≥ 0 and z1� z2 ∈ �d.

Using first (4.33), then (4.32) and Lemma 4.5, and letting c denote a finite
positive constant whose value may change from line to line, we have

P�=t� ≤E
∑

�x�r�∈Eu1�u2 �

�y�s�∈Eu3�u4

1 
d�ηx�t−r
u � ηy�t−s

u �≤1 for some 0≤u≤ t�

≤ c
∑

x∈�d

∑
y∈�d

∫ u4t

u3t

∫ u2t

u1t
P�Xt−s+1=y�P�Xs−r+1=x−y�

×P�d�ηx�t−r
u � η

y�t−s
u �≤1 for some 0≤u≤ t 	Dr�x�s�y�drds

≤ c
∑
z∈�d

G�z�
∫ u4t

u3t

∫ u2t

u1t
P�Xs−r+1= z�drds

≤ c t
∑
z∈�d

G�z�
∫ �u4−u1�t

�u3−u2�t
P�Xs+1= z�ds

= c t
∫ �u4−u1�t

�u3−u2�t
EG�Xs+1�ds�

(4.34)



THE GENEALOGY OF THE VOTER MODEL 1617

By symmetry and the Markov property of the simple random walk X� we have

EG�Xs� =
∑
z∈�d

P�Xs = z� E

(∫ ∞
0

1
Xu = z�du

)

= ∑
z∈�d

P�Xs = z�E
(∫ ∞

s
1
Xu = ��du

∣∣∣Xs = z

)

=
∫ ∞
s

P�Xu = � �du �

Using a local limit theorem for the random walk X we obtain

sup
�u3−u2�t≤s≤�u4−u1�t

EG�Xs+1� ≤ c
∫ ∞
�u3−u2�t

u−
d
2 du ≤ c�u2� u3� t1−

d
2 �(4.35)

By (4.35) and (4.34), for d ≥ 7 and 0 < u1 ≤ u2 < u3 ≤ u4 ≤ 1�

lim
t→∞

P�=t� = 0�(4.36)

and, consequently, limt→∞ αt = 0 which proves (4.20) in the case B1 = �u1� u2�
and B2 = �u3� u4��

Clearly, the argument works for finite n and, taking limits, for open and
half-open disjoint intervals which shows that (4.20) holds for any finite family
of disjoint Borel sets B1� � � � �Bn ⊂ �0�1�� ✷

5. Proof of Theorem 1.3. Using Chebyshev’s inequality we obtain from
(1.9) and (3.3) that

lim
k→∞

sup
t≥0

P�Tt�t�B� ≥ k� = 0

for any compact B� which is equivalent to tightness of the sequence of ran-
dom measures �Tt�t�t≥0 (see [5] for a general reference on point processes).
Suppose � is the weak limit of �Tti

�ti
� along some sequence ti →∞� then

Tti
�ti
�B� d→ ��B�

for any bounded stochastic continuity set B for �� Clearly, (1.9) and (3.3)
imply that the intensity of � is absolutely continuous with respect to Lebesgue
measure. Hence,

E��∂B� = 0

for any bounded convex set B with B ⊂ �ε�1�×�+ for some ε > 0� that is, any
such set is a continuity set for �� Since Corollary 4.3 shows that the random
variables Tti

�ti
�B� are uniformly integrable, relation (3.3) implies

E��B� = lim
i→∞

ETti
�ti
�B� = λ�B�

for any such B and hence, for any Borel set B ⊂ �0�1� × �+� The existence of
multiple points in the limiting point process � is ruled out by Corollary 4.4.
This completes the proof of the first part of Theorem 1.3.
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For the convergence result (1.10) note that Proposition 4.6 implies that in
dimension d ≥ 7 any limiting point process � satisfies

P���Bi × �+� = ki� 1 ≤ i ≤ n� =
n∏

i=1
P���Bi × �+� = ki�(5.1)

for any k1� � � � � kn ∈ � and finite family B1� � � � �Bn of disjoint Borel sets ⊂
�0�1�� Corollary 4.4 and (5.1) show that the projection of � on �0�1� is a simple
Poisson point process with intensity λ̄�du� = λ�du × �+�� Hence, � can be
generated as follows: First, choose the time coordinates of the points in �
according to a simple Poisson point process �̄, say, on �0�1� with intensity
λ̄� Given u ∈ �̄ choose the mass coordinate Zu of the point in � from the
distribution

P�Zu ≥ z� = λ�du× �z�∞��
λ�du× �+� = exp

(
− 2

u
z

)
� z ≥ 0�

By Proposition 4.6 this can be done independently for any u ∈ �̄ which charac-
terizes � as the simple Poisson point process on �0�1� × �+ with
intensity λ� ✷
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