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This paper is concerned with contact distribution functions of a random closed set $\Xi=\cup_{n=1}^{\infty} \Xi_{n}$ in $\mathbb{R}^{d}$, where the $\Xi_{n}$ are assumed to be random nonempty convex bodies. These distribution functions are defined here in terms of a distance function which is associated with a strictly convex gauge body (structuring element) that contains the origin in its interior. Support measures with respect to such distances will be introduced and extended to sets in the local convex ring. These measures will then be used in a systematic way to derive and describe some of the basic properties of contact distribution functions. Most of the results are obtained in a general nonstationary setting. Only the final section deals with the stationary case.

1. Introduction. We consider a random closed set $\exists$ in $\mathbb{R}^{d}$ (see [21]) of the form

$$
\Xi=\bigcup_{n=1}^{\infty} \Xi_{n}
$$

defined on some probability space $(\Omega, \mathscr{F}, P)$. The grains $\Xi_{n}$ are assumed to be random nonempty convex bodies (that is, nonempty compact convex sets) in $\mathbb{R}^{d}$ such that each bounded set is intersected by only a finite number of the grains. Such grain models can be used to describe a great variety of random patterns occurring in stochastic geometry, stereology and mathematical morphology (see, e.g., $[21,33,34]$ ). Our main interest in this paper is the investigation of the contact distribution functions of $\Xi$, which are defined as the distribution functions of the random variables

$$
d_{B}(x):=\min \{r \geq 0: \exists \cap(x+r B) \neq \varnothing\}, \quad x \in \mathbb{R}^{d},
$$

where the structuring element (or gauge body) $B$ is assumed to be a convex body which contains the origin in its interior. These functions summarize important information about $\Xi$ and are a fundamental concept in stochastic geometry (see [34]). For a stationary (i.e., spatially homogeneous) grain model $\Xi$, the estimation of the contact distribution functions has been studied extensively (see [3, 4, 11, 10], and the survey in [1]). Such estimators provide a summary description of the random set $\Xi$ and can be used to perform a first

[^0]model check. In [3], for instance, it has been proposed to use the hazard rate of the contact distribution function to judge whether the pattern is completely random (i.e., a Boolean model) or not.

Although stationarity is a common assumption in stochastic geometry, it is rather obvious that stationarity cannot be justified in certain applications. Hahn and Stoyan [9] (see also [8]), for instance, have been motivated by examples in materials science and biology to analyze surface processes with a gradient. These processes are not invariant under the full group of translations but only with respect to translations that are perpendicular to a specific direction. Further examples for the practical relevance of statistically inhomogeneous random media can be found in [25], a paper that uses methods from stochastic geometry to analyze a specific grain model with spherical grains. Our aim here is to provide an analysis of some of the basic properties of the contact distribution functions of the general nonstationary grain model introduced above. The absence of stationarity requires a careful analysis of the local behavior of $\Xi$ and to reach that goal we will combine methods from convex and integral geometry with the theory of random measures and point processes (see [15]). Our main technical tool from convex geometry is the theory of support (curvature) measures. These support measures are associated with locally finite unions of convex bodies, and they are introduced as suitable nonnegative extensions of support measures of convex bodies in Minkowski spaces (finite-dimensional normed vector spaces). This theory is then applied to the support measures of the random set $\Xi$, and thus we arrive at random support measures. Random curvature measures (with respect to the Euclidean distance) are quite popular in stochastic geometry (see, e.g., [21, $2,42,43,31$, $34,5,36]$ ) and their densities are important characteristics of stationary grain models.

Let

$$
\bar{p}(x):=P(x \in \Xi), \quad x \in \mathbb{R}^{d},
$$

denote the volume density of $\Xi$. From now on we adopt the general assumption that $B \subset \mathbb{R}^{d}$ is a convex body which contains 0 as an interior point. For $\bar{p}(x)<1$ the contact distribution function of $\Xi$ with respect to $B$ is defined by

$$
H_{B}(x, r):=P\left(d_{B}(x) \leq r \mid x \notin \Xi\right), \quad x \in \mathbb{R}^{d}, r \geq 0
$$

If $\bar{p}(x)=1$, then we set $H_{B}(x, r):=1$. Since we have not assumed that $\Xi$ is stationary, all these quantities depend on $x \in \mathbb{R}^{d}$. Clearly, since $0 \in \operatorname{int} B$ and $\Xi \neq \varnothing$, the contact distribution functions are nondegenerate. If $B=B^{d}$ is the closed Euclidean unit ball in $\mathbb{R}^{d}$, then $d_{B^{d}}(x)$ is the Euclidean distance from $x$ to $\Xi$ and $H_{B}$ is the spherical contact distribution function of $\Xi$. In the general case we define the gauge function $g(B, \cdot)$ of $B$ by

$$
g(B, x):=\min \{r \geq 0: x \in r B\}
$$

and then the distance function $d_{B}$ can be represented as

$$
d_{B}(x)=\min \{g(B, y-x): y \in \Xi\} .
$$

If $B$ is additionally assumed to be centrally symmetric, then $g(B, \cdot)$ defines a norm with unit ball $B$. The space $\mathbb{R}^{d}$ equipped with such a norm is called a Minkowski space (see [35]). In the following, we use the term Minkowski space, although we do not adopt any symmetry assumptions. It should be emphasized that in such a space all measurements are based on the underlying gauge body alone.

Obviously, we have $0<d_{B}(x) \leq r$ if and only if $x \in(\Xi+r \check{B}) \backslash \Xi$ with $\check{B}:=\{-x: x \in B\}$. If $\Xi$ is stationary, this easily implies that $P\left(0<d_{B}(x) \leq r\right)$ is the volume fraction of the "outer parallel" set $(\Xi+r \check{B}) \backslash \Xi$, that is,

$$
P\left(0<d_{B}(x) \leq r\right)=\left(\mathscr{H}^{d}(A)\right)^{-1} E\left[\mathscr{H}^{d}(((\Xi+r \check{B}) \backslash \Xi) \cap A)\right],
$$

where $A$ is any Borel set with positive and finite Lebesgue measure $\mathscr{H}^{d}(A)$. For a deterministic convex body $K \subset \mathbb{R}^{d}$, the volume $\mathscr{H}^{d}((K+r \check{B}) \backslash K)$ can be computed with the aid of certain mixed volumes of $K$ and $\check{B}$ (see, e.g., [28]), and a converse statement is also true. If, moreover, $B$ is the Euclidean unit ball, then the classical Steiner formula allows us to express $\mathscr{H}^{d}((K+$ $r \check{B}) \backslash K$ ) in terms of the intrinsic volumes $V_{j}(K), j=0, \ldots, d-1$. For a general element $K$ of the convex ring and for $B$ as described above, it is not clear at first glance whether a Steiner-type formula exists for the volume $\mathscr{H}^{d}((K+r \check{B}) \backslash K)$. In the Euclidean context, however, it has recently been shown that even a local version of such a Steiner-type formula exists and that it involves nonnegative extensions $C_{j}^{+}(K, \cdot), j=0, \ldots, d-1$, of the generalized curvature (or support) measures on $\mathbb{R}^{d} \times \mathbb{R}^{d}$ (see [20]). For convex bodies $K$ these measures, denoted by $C_{j}(K, \cdot)$, have been introduced in [26] (with a different notation and normalization) as a joint generalization of the curvature and the surface area measures of $K$. The treatment of more general structuring elements $B$ suggests the introduction of support measures also in Minkowski spaces. Moreover, it is a fair conjecture that these measures should be useful in a nonstationary probabilistic setting as well. Some reasons for considering general structuring elements have been discussed in [10]. We merely wish to point out that the flexibility gained in being able to treat a great variety of test bodies makes it possible to obtain information about the geometric shape rather than just the size of a random pattern. Recent developments concerning integral geometry in Minkowski spaces (see [29, 32]) partly motivated the present approach.

We are now in a position to formulate the main aims of this paper. Generalizing a construction in [29], we first define support measures $C_{j}^{B}(K, \cdot), j=$ $0, \ldots, d-1$, for convex bodies $K$ with respect to a strictly convex gauge body $B$ containing an open neighborhood of the origin. Secondly, we extend these measures to sets $K$ in the extended (local) convex ring, that is, to typical realizations of the grain model $\Xi$. In the main part of the paper (Section 4), we will then exploit these support measures in a systematic way to study some of the basic properties of the contact distribution functions such as existence and form of densities. Because we do not assume stationarity, most of our results
are new even in the Euclidean case. In the final section, we will show what some of our results look like for a stationary $\Xi$.

The detailed organization of the paper is as follows. In Section 2, we introduce the support measures $C_{j}^{B}(K, \cdot)$ and discuss some of their basic properties. As in the Euclidean case (see [27]) we define them using a local version of the Steiner formula in Minkowski spaces. A similar approach to so-called relative support measures has independently been developed by Kiderlen [16]. The corresponding results from [16] are contained in joint work of Kiderlen and Weil [17]. In Section 3, we discuss additive as well as nonnegative extensions $C_{j}^{B}(K, \cdot)$ and $C_{j}^{B,+}(K, \cdot)$, respectively, of these measures to sets $K$ in the local convex ring. (In Sections $3-5$ we will usually not indicate the dependence on $B$ of these and other notions in order to simplify our notation.) The nonnegative measures $C_{j}^{B,+}(K, \cdot)$ will be obtained as restrictions of the additive extensions $C_{j}^{B}(K, \cdot)$ to the Minkowski normal bundle $N_{B}(K)$ of $K$ with respect to $B$. In fact, we show (Theorem 3.4) that this particular nonnegative extension leads to the same result as another construction, using local parallel sets with multiplicities, which is due to Matheron [21] and Schneider [27] in a Euclidean space. The main result (Theorem 3.3) provides a Steiner-type formula in Minkowski spaces for sets from the local convex ring. An important prerequisite is Theorem 3.2 which shows that the exoskeleton of $K$ (see [33, 6]) with respect to the gauge function $g(B, \cdot)$ has Lebesgue measure 0 . In the special but important case $j=d-1$, we show that $C_{d-1}^{B}(K, \cdot)=C_{d-1}^{B,+}(K, \cdot)$ (Theorem 3.9).

In Section 4, we turn our attention to the general grain model $\Xi$ and consider the random support measures $C_{j}^{B,+}(\Xi, \cdot), j=0, \ldots, d-1$. Our first result (Theorem 4.1) provides a fundamental relationship between the contact distribution function and the intensity measure $\Lambda_{d-1}^{B,+}(\cdot):=E\left[C_{d-1}^{B,+}(\Xi, \cdot)\right]$. The Euclidean special case of this result has been proposed in [8]. In fact, our result includes the more general functions

$$
\begin{equation*}
H_{B}(x, r, A):=P\left(d_{B}(x) \leq r, u_{B}(x) \in A \mid x \notin \Xi\right) \tag{1.1}
\end{equation*}
$$

where $A \subset \mathbb{R}^{d}$ is measurable and $u_{B}(x)$ is defined by the equality $d_{B}(x) u_{B}(x)=$ $x-p_{B}(x)$, whenever there is a unique point $p_{B}(x) \in \exists$ realizing the minimal distance of $x$ from $\Xi$ in the Minkowski space associated with $B$. Using these more general functions is essentially equivalent to considering the conditional distribution function of the Minkowskian contact vector $x-p_{B}(x)$ at $x$ given that $x \notin \Xi$. In fact, once we know $H_{B}(x, \cdot, \cdot)$, we also know the conditional distribution of the random vector $\left(d_{B}(x), u_{B}(x)\right)$ given that $x \notin \exists$, and this again is equivalent to knowing the conditional distribution function of $x-p_{B}(x)$ given that $x \notin \exists$. We remark that, for $\mathscr{H}^{d}$ almost all $x \in \mathbb{R}^{d}, P$-a.s. $p_{B}(x)-x$ is the unique vector which points from $x$ to the unique intersection point of $\Xi$ and $x+d_{B}(x) B$; moreover, the vector $u_{B}(x)$ has the same direction as $x-p_{B}(x)$, and it is normalized in such a way that its endpoint lies on the boundary of $\check{B}$. If $\Lambda_{j}^{B,+}\left(\cdot \times \mathbb{R}^{d}\right)$ is locally finite for $j=0, \ldots, d-1$ and $\Lambda_{d-1}^{B,+}(\cdot \times A)$ is absolutely
continuous with density $\lambda_{d-1}^{B,+}(\cdot, A)$, then we prove that $(1-\bar{p}(x)) H_{B}(x, \cdot, A)$ is "weakly" differentiable at $t=+0$ for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$ and the derivative is just $2 \lambda_{d-1}^{B,+}(x, A)$. In the Euclidean case, for instance, $2 \Lambda_{d-1}^{B,+}\left(C \times \mathbb{R}^{d}\right)$ is essentially the expected surface content of that part of the boundary of $\Xi$ contained in the set $C$. Hence, the above result includes as a special case the pleasant fact that the surface density $2 \lambda_{d-1}^{B,+}\left(x, \mathbb{R}^{d}\right)$ can be obtained as the (weak) limit of the difference quotient $t^{-1}(P(x \in \Xi+t \check{B})-P(x \in \Xi))$ as $t \rightarrow+0$. Matheron (see page 50 of [21]) called such a result a probabilistic version of a well-known integral-geometric principle. In comparison to the Euclidean setting, the surface density $2 \lambda_{d-1}^{B,+}\left(x, \mathbb{R}^{d}\right)$ involves an additional weighting function which takes into account the anisotropy of the gauge body $B$. We should emphasize that even the deterministic special case of Theorem 4.1 is new (compare Remark 4.8). A by-product is the formula

$$
\mathscr{H}^{d}(K+\varepsilon B)=\mathscr{H}^{d}(K)+\varepsilon \int h_{B}(u) S_{d-1}(K, d u)+o(\varepsilon)
$$

as $\varepsilon \rightarrow+0$, where $K$ is in the convex ring, $h_{B}$ denotes the support function of $B$ and $S_{d-1}(K, \cdot)$ is the additive (and nonnegative) extension of the Euclidean surface area measure of order $d-1$ to the convex ring (see Section 4.4 in [28]).

In the second and main part of Section 4 we proceed with a more detailed analysis using the marked point process $\Phi:=\left\{\left(\xi_{n}, Z_{n}\right)\right\}$, where $\xi_{n}$ is the "center" of $\Xi_{n}$ and $Z_{n}=\Xi_{n}-\xi_{n}$ for all $n \in \mathbb{N}$. Under reasonable technical assumptions on $\Phi$ the function $(1-\bar{p}(x)) H_{B}(x, \cdot, A)$ turns out to be absolutely continuous for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$. The densities can be expressed in terms of the Palm probabilities $P_{(x, K)}$ of $\Phi$ satisfying the heuristic equation $P_{(x, K)}=$ $P(\cdot \mid(x, K) \in \Phi)$ and the support measures $C_{j}^{B}(K, \cdot)$. These results are complemented by formulas for the intensity measures $\Lambda_{j}^{B,+}(\cdot):=E\left[C_{j}^{B,+}(\Xi, \cdot)\right]$, $j=0, \ldots, d-1$. Palm probabilities are a very important and powerful tool (see, e.g., $[22,15]$ ) and can be used to describe and to analyze the dependency structure of a point process. In the fundamental special case of a Poisson process $\Phi$ the Palm probability $P_{(x, K)}$ of $\Phi$ arises by adding the point $(x, K)$, that is, $P_{(x, K)}(\Phi \in \cdot)=P((\Phi \cup\{(x, K)\}) \in \cdot)$. This is Slivnyak's theorem. Assuming the intensity measure of $\Phi$ to be of the form $f(x, K) \mathscr{H}^{d}(d x) Q_{0}(d K)$, the density of the direction dependent contact distribution function, which we defined in (1.1), can then explicitly be expressed in terms of the integrals

$$
\iint \mathbf{1}\{b \in A\} f(x-z-t b, K) C_{j}^{B}(K, d(z, b)) Q_{0}(d K)
$$

where $j=0, \ldots, d-1$. In more general cases one cannot expect such explicit results. However, important classes of point processes such as Gibbsian point processes, Cox processes and Poisson cluster processes can be characterized by their Palm probabilities. Therefore we will use these examples to illustrate our results.

The final Section 5 treats the stationary case and generalizes some results of $[20,3,10]$. Some further discussion of the stationary situation is contained
in [19] and [14]. Section 5 does also contain an extensive discussion of the homogeneous Boolean model (see also [34, 37, 31]).
2. Some results from Minkowski geometry. Minkowski spaces provide a rich framework for geometric investigations. In Sections 2 and 3 we give an introduction to some notions and results which proved useful in Euclidean spaces, but which have not been considered before in the general setting of finite-dimensional normed linear spaces, where a priori no scalar product is available. Although there is a variety of results of a purely geometric nature, which could be investigated by the current approach, our main motivation for the present work is to treat applications in stochastic geometry concerning contact distribution functions.

We start by introducing a few facts from Minkowski geometry assuming, however, some familiarity with notation and basic results of the (Euclidean) geometry of convex bodies (see [28]). By a convex body we mean a nonempty compact convex set. Let $\mathscr{K}^{d}$ be the set of convex bodies in $\mathbb{R}^{d}$. In the following, the symbol $B$ will always refer to a convex body belonging to the set $\mathscr{K}_{\mathrm{sc}}^{d}$ of convex bodies which are strictly convex and contain an open neighborhood of the origin. In Section 4, we will sometimes additionally assume that $B$ is smooth. By this we mean that through each boundary point of $B$ there passes precisely one support plane. We will not assume $B$ to be centrally symmetric. Let us denote by $g(B, \cdot)=g_{B}(\cdot)$ the sublinear gauge function of $B$.

For a nonempty closed set $K \subset \mathbb{R}^{d}, K \neq \mathbb{R}^{d}$, we define the distance from $x \in \mathbb{R}^{d}$ to $K$ with respect to $B$ by

$$
d_{B}(K, x):=\min \{g(B, y-x): y \in K\} .
$$

The distance function $d_{B}(K, \cdot)$ is convex and Lipschitz. It is easy to check that

$$
\begin{aligned}
d_{B}(K, x) & =\min \{r \geq 0:(x+r B) \cap K \neq \varnothing\} \\
& =\min \{r \geq 0: x \in K+r \check{B}\} .
\end{aligned}
$$

If $K$ is a nonempty closed convex set and $t>0$, then $x \in \partial(K+t \check{B})$ if and only if $d_{B}(K, x)=t$. It should be emphasized that all essential geometric notions introduced subsequently will be intrinsically defined, that is, they only depend upon Minkowskian quantities. Nonetheless it is convenient to introduce a (Euclidean) scalar product $\langle\cdot, \cdot\rangle$, which will be helpful in proofs and for reasons of comparison. By $B^{d}$ and $S^{d-1}$ we denote the corresponding Euclidean unit ball and the unit sphere centered at the origin, respectively. The support function of a convex body $L \in \mathscr{K}^{d}$ is defined by

$$
h_{L}(u):=h(L, u):=\max \{\langle x, u\rangle: x \in L\}, \quad u \in \mathbb{R}^{d} .
$$

Of course, it would be more appropriate to define the support function $h_{L}$ as a functional which is defined on the dual space of $\mathbb{R}^{d}$. But since the support function is merely used as an auxiliary tool, this definition, which resorts to Euclidean notions, seems to be legitimate. If $L$ is strictly convex, then $h_{L}$ is
continuously differentiable on $\mathbb{R}^{d} \backslash\{0\}$, and $\left\{\nabla h_{L}(u)\right\}$ coincides with the support set $F(L, u)$ of $L$ at $u \in \mathbb{R}^{d} \backslash\{0\}$; see [28] for explicit definitions. Further, if $L \in \mathscr{K}^{d}$ and $x \in \partial L$, then we define

$$
N_{B^{d}}(L, x):=\left\{u \in S^{d-1}:\langle x, u\rangle=h(L, u)\right\}
$$

and

$$
N_{B^{d}}(L):=\left\{(x, u) \in \partial L \times \mathbb{R}^{d}: u \in N_{B^{d}}(L, x)\right\} .
$$

It is well-known that the last definition is consistent with the one given below for general Minkowski spaces. A boundary point $x \in \partial L$ is said to be regular if the linear hull of $N_{B^{d}}(L, x)$ is one-dimensional, that is, if there exists precisely one hyperplane which separates $L$ and $x$. The last formulation shows that this definition is independent of Euclidean notions. Finally, we write $\mathscr{H}^{r}, r \geq 0$, for the $r$-dimensional Hausdorff measure defined with respect to the auxiliary Euclidean metric. Observe, however, that up to a positive constant multiplier $\mathscr{H}^{d}$ is the unique translation invariant Haar measure on $\mathbb{R}^{d}$.

Henceforth, we will assume that $K \in \mathscr{K}^{d}$. Then for any point $x \in \mathbb{R}^{d}$ there is a unique $y \in K$ such that $d_{B}(K, x)=g(B, y-x)$. This easily follows from the strict convexity of $B$. We call $p_{B}(K, x):=y$ the Minkowski projection of $x$ onto $K$ with respect to $B$ and define

$$
u_{B}(K, x):=\frac{x-p_{B}(K, x)}{d_{B}(K, x)} \in \partial \check{B}
$$

if $x \notin K$. The Minkowski normal bundle $N_{B}(K)$ of $K$ with respect to $B$ is defined by

$$
N_{B}(K):=\left\{\left(p_{B}(K, x), u_{B}(K, x)\right): x \in \partial(K+t \check{B})\right\}
$$

for any $t>0$. That the last definition is independent of the particular choice of the distance parameter $t$ can, for example, be seen from the following lemma, which again will be applied in Section 3.

Lemma 2.1. For any $K \in \mathscr{K}^{d}$,

$$
N_{B}(K)=\left\{\left(x, \nabla h_{\check{B}}(u)\right):(x, u) \in N_{B^{d}}(K)\right\} .
$$

Let $t>0$. Then $u_{B}(K, x)=\nabla h_{\check{B}}(u)$ for any $x \in \partial(K+t \check{B})$ and any $u \in \mathbb{R}^{d}$ such that $(x, u) \in N_{B^{d}}(K+t \check{B})$. In particular, for any $x \in \partial(K+t \check{B})$ there is some $u \in \mathbb{R}^{d} \backslash\{0\}$ such that $u_{B}(K, x)=\nabla h_{\check{B}}(u)$ and $(x, u) \in N_{B^{d}}(K+t \check{B})$.

Proof. Let $t>0$ be fixed, let $x \in \partial(K+t \check{B})$ and set $z:=p_{B}(K, x)$. Then $z \in \partial K,(x+t B) \cap K=\{z\}$ and $d_{B}(K, x)=t$. Hence, there is some $u \in S^{d-1}$ such that the hyperplane $H=\left\{y \in \mathbb{R}^{d}:\langle y-z, u\rangle=0\right\}$ separates $K$ and $x+t B$. We can assume that $x+t B \subset\left\{y \in \mathbb{R}^{d}:\langle y-z, u\rangle \geq 0\right\}$ and $K \subset\left\{y \in \mathbb{R}^{d}:\langle y-z, u\rangle \leq 0\right\}$. The first inclusion implies that $\left\langle t^{-1}(x-z), u\right\rangle=$ $h(\check{B}, u)$, and hence $u_{B}(K, x)=\nabla h_{\check{B}}(u)$. From the second inclusion we get $\langle z, u\rangle=h(K, u)$, and thus $(z, u) \in N_{B^{d}}(K)$.

Conversely, let $(x, u) \in N_{B^{d}}(K)$. First, we have $x+t \nabla h_{\check{B}}(u) \in \partial(K+t \check{B})$, since $\left\langle x+t \nabla h_{\check{B}}(u), u\right\rangle=h(K+t \check{B}, u)$. This yields that $d_{B}\left(K, x+t \nabla h_{\check{B}}(u)\right)=$ $t$, and hence we obtain $p_{B}\left(K, x+t \nabla h_{\check{B}}(u)\right)=x$ and $u_{B}\left(K, x+t \nabla h_{\check{B}}(u)\right)=$ $\nabla h_{\check{B}}(u)$. This shows that $\left(x, \nabla h_{\check{B}}(u)\right) \in N_{B}(K)$.

For the second statement, let $x \in \partial(K+t \check{B})$ and $t>0$, and hence $t=$ $d_{B}(K, x)>0$. For any $u \in N_{B^{d}}(K+t \check{B}, x)$ we get $x \in F(K+t \check{B}, u)=$ $F(K, u)+t\left\{\nabla h_{\check{B}}(u)\right\}$, and this implies $x-t \nabla h_{\check{B}}(u) \in F(K, u) \subset K$. In addition, it follows that

$$
g\left(B, x-t \nabla h_{\check{B}}(u)-x\right)=g\left(B,-t \nabla h_{\check{B}}(u)\right)=\operatorname{tg}\left(B, \nabla h_{B}(-u)\right)=t=d_{B}(K, x) .
$$

Thus $x-t \nabla h_{\check{B}}(u)$ satisfies the conditions which characterize $p_{B}(K, x)$.
The next lemma implies that $N_{B}(K)$ is at least homeomorphic to $\partial(K+t \check{B})$, for any $t>0$. The spaces $\mathscr{K}^{d}$ and $\mathscr{K}_{\text {sc }}^{d}$ are endowed with the topology induced by the Hausdorff metric.

Lemma 2.2. The map $p: \mathscr{K}_{\text {sc }}^{d} \times \mathscr{K}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d},(B, K, x) \mapsto p_{B}(K, x)$, is continuous.

Proof. Let $B_{i}, B \in \mathscr{K}_{\mathrm{sc}}^{d}, K_{i}, K \in \mathscr{K}^{d}$ and $x_{i}, x \in \mathbb{R}^{d}$, for $i \in \mathbb{N}$, and assume that $B_{i} \rightarrow B, K_{i} \rightarrow K$ and $x_{i} \rightarrow x$ as $i \rightarrow \infty$. Let $I \subset \mathbb{N}$ be any infinite set. Then it is sufficient to show that $p_{I}=p_{B}(K, x)$, provided that $p_{B_{i}}\left(K_{i}, x_{i}\right) \rightarrow p_{I}$ as $i \rightarrow \infty$ and $i \in I$.

From Theorem 1.8.7 in [28] we get that $p_{I} \in K$, since $p_{B_{i}}\left(K_{i}, x_{i}\right) \in K_{i}$ for all $i \in I$. Let $y \in K$ be arbitrarily chosen. Then there are points $y_{i} \in K_{i}, i \in I$, such that $y_{i} \rightarrow y$ as $i \rightarrow \infty$ and $i \in I$. This follows again from Theorem 1.8.7 in [28]. Therefore, for all $i \in I, g\left(B_{i}, p_{B_{i}}\left(K_{i}, x_{i}\right)-x_{i}\right) \leq g\left(B_{i}, y_{i}-x_{i}\right)$. Passing to the limit yields that $g\left(B, p_{I}-x\right) \leq g(B, y-x)$. The last conclusion follows from the continuity of the map $\mathscr{K}_{\mathrm{sc}}^{d} \times \mathbb{R}^{d} \rightarrow[0, \infty),(L, z) \mapsto g(L, z)$, that can easily be checked.

The principal aim of this section is to provide a construction of support (or generalized curvature) measures for arbitrary convex bodies in a Minkowski space with a strictly convex gauge body $B \in \mathscr{K}_{\mathrm{sc}}^{d}$. Some of the arguments and underlying ideas have been inspired by the ones in [28], Sections 4.1 and 4.2 and [29]. The present setting, however, is more general.

Fix $K \in \mathscr{K}^{d}$ and $\rho>0$ for the moment. By Lemma 2.2, the map

$$
f_{\rho}^{B}:(K+\rho \check{B}) \backslash K \rightarrow \mathbb{R}^{d} \times \mathbb{R}^{d}, \quad x \mapsto\left(p_{B}(K, x), u_{B}(K, x)\right),
$$

is continuous and hence measurable. Here and in the following, measurability always refers to the Borel $\sigma$-field $\mathscr{B}(T)$ of a topological space $T$. Thus, for any $D \in \mathscr{B}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$, the set

$$
M_{\rho}^{B}(K, D):=\left\{x \in \mathbb{R}^{d}: 0<d_{B}(K, x) \leq \rho,\left(p_{B}(K, x), u_{B}(K, x)\right) \in D\right\}
$$

which is equal to $\left(f_{\rho}^{B}\right)^{-1}(D)$, is measurable. A measure $\mu_{\rho}^{B}(K, \cdot)$ is defined on the Borel subsets of $\mathbb{R}^{d} \times \mathbb{R}^{d}$ by setting

$$
\mu_{\rho}^{B}(K, \cdot):=\mathscr{H}^{d}\left(M_{\rho}^{B}(K, \cdot)\right) .
$$

Note that $M_{\rho}^{B}\left(K, \mathbb{R}^{d} \times \mathbb{R}^{d}\right)=(K+\rho \check{B}) \backslash K$, which implies that

$$
\begin{equation*}
\mu_{\rho}^{B}\left(K, \mathbb{R}^{d} \times \mathbb{R}^{d}\right)=\sum_{j=0}^{d-1} \rho^{d-j}\binom{d}{j} V(K[j], \check{B}[d-j]) \tag{2.1}
\end{equation*}
$$

the mixed volumes $V(K[j], \check{B}[d-j])$ are, for example, introduced in Section 5.1 of [28].

Using Lemma 2.2 , one can easily check that the map $\mu_{\rho}^{B}: \mathscr{K}^{d} \times \mathscr{B}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right) \rightarrow$ $\mathbb{R}$ enjoys the same properties as in the Euclidean case, that is, analogues of Theorems 4.1.1-4.1.3 in [28] remain true in the setting of Minkowski geometry (compare also [29]).

The measure $\mu_{\rho}^{B}(K, \cdot)$ is concentrated on $N_{B}(K)$. Again essentially the same argument as in the proof of Theorem 4.1.1 in [28] shows that the map $(B, K) \mapsto \mu_{\rho}^{B}(K, \cdot)$ from $\mathscr{K}_{\mathrm{sc}}^{d} \times \mathscr{K}^{d}$ into the space of finite Borel measures on $\mathbb{R}^{d} \times \mathbb{R}^{d}$ is weakly continuous.

In order to establish a local Steiner formula in Minkowski spaces, we first consider the case where $K=P$ is a polytope. Let us denote by $\mathscr{F}_{j}(P)$ the set of $j$-dimensional faces of $P$. Fix $j \in\{0, \ldots, d-1\}$ and $F \in \mathscr{F} j(P)$ for the moment. Then we set $N(P, F):=N_{B^{d}}\left(P, x_{0}\right)$ for an arbitrary $x_{0} \in$ relint $F$. By Lemma 2.1,

$$
\begin{aligned}
& M_{\rho}^{B}\left(P, D \cap\left(\operatorname{relint} F \times \mathbb{R}^{d}\right)\right) \\
& \quad=\left\{a+t \nabla h_{\check{B}}(u): t \in(0, \rho], u \in N(P, F), a \in \operatorname{relint} F,\left(a, \nabla h_{\check{B}}(u)\right) \in D\right\} .
\end{aligned}
$$

Let $F^{\perp}$ be the orthogonal complement of $F$, and let $\Pi\left(\cdot, F^{\perp}\right)$ : $\mathbb{R}^{d} \rightarrow F^{\perp}$ denote the orthogonal projection onto $F^{\perp}$. Here orthogonality refers to our auxiliary scalar product. We define

$$
W_{\rho}^{F}:=\left\{\Pi\left(t \nabla h_{\check{B}}(u), F^{\perp}\right): t \in(0, \rho], u \in N(P, F)\right\}
$$

and

$$
\begin{aligned}
G_{F}: & \left\{t \nabla h_{\breve{B}}(u): t \in(0, \rho], u \in N(P, F)\right\} \rightarrow W_{\rho}^{F}, \\
& t \nabla h_{\breve{B}}(u) \mapsto \Pi\left(t \nabla h_{\breve{B}}(u), F^{\perp}\right) .
\end{aligned}
$$

Since $\Pi\left(t \nabla h_{\check{B}}(u), F^{\perp}\right) \in t \partial \Pi\left(\check{B}, F^{\perp}\right)$, for $t \in(0, \rho]$ and $u \in N(P, F)$, and since $B$ is strictly convex, it follows that $G_{F}$ is injective. In fact, it is easy to see that $G_{F}$ is a homeomorphism. Let $a_{F} \in \operatorname{relint} F$ be arbitrarily chosen, and set $a_{F}^{\perp}:=\Pi\left(a_{F}, F^{\perp}\right)$. Set $G_{F}^{-}(\cdot):=g\left(\check{B}, G_{F}^{-1}(\cdot)\right)^{-1} G_{F}^{-1}(\cdot)$ and note that this map is scaling invariant. Then

$$
\Pi\left(\cdot, F^{\perp}\right)^{-1}\left(\left\{z+a_{F}^{\perp}\right\}\right) \cap M_{\rho}^{B}\left(P, D \cap\left(\operatorname{relint} F \times \mathbb{R}^{d}\right)\right)
$$

is equal to $\left\{a+G_{F}^{-1}(z) \in \mathbb{R}^{d}: a \in \operatorname{relint} F,\left(a, G_{F}^{-}(z)\right) \in D\right\}$ if $z \in W_{\rho}^{F}$, and is equal to $\varnothing$ otherwise. An application of Fubini's theorem and the translation invariance of $\mathscr{H}^{d-j}$ hence yield that
$\mu_{\rho}^{B}\left(P, D \cap\left(\operatorname{relint} F \times \mathbb{R}^{d}\right)\right)=\rho^{d-j} \int_{W_{1}^{F}} \int_{F} 1\left\{\left(a, G_{F}^{-}(z)\right) \in D\right\} \mathscr{H}^{j}(d a) \mathscr{H}^{d-j}(d z)$.
For $j=0, \ldots, d-1$ and $D \in \mathscr{B}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$, this suggests the definition

$$
b_{d-j} C_{j}^{B}(P, D):=\sum_{F \in \mathscr{\mathscr { F }}_{j}(P)} \int_{W_{1}^{F}} \int_{F} 1\left\{\left(a, G_{F}^{-}(z)\right) \in D\right\} \mathscr{\mathscr { H }}^{j}(d a) \mathscr{H}^{d-j}(d z)
$$

where $b_{i}:=\pi^{i / 2} / \Gamma(i / 2+1)$ is the volume of an $i$-dimensional Euclidean unit ball. Thus from

$$
\mu_{\rho}^{B}(P, D)=\sum_{j=0}^{d-1} \sum_{F \in \mathscr{F}_{j}(P)} \mu_{\rho}^{B}\left(P, D \cap\left(\operatorname{relint} F \times \mathbb{R}^{d}\right)\right)
$$

we finally obtain that

$$
\mu_{\rho}^{B}(P, D)=\sum_{j=0}^{d-1} \rho^{d-j} b_{d-j} C_{j}^{B}(P, D)
$$

Essentially in the same way as in Sections 4.1 and 4.2 of [28], the preceding considerations lead to the local Steiner formula (2.2) in a Minkowski space. In the special case $B=B^{d}$ the following theorem, except for the last statement, boils down to Theorem 4.2 .1 from [28]. A function $\varphi$ on $\mathscr{K}^{d}$ with values in some Abelian group is called additive if $\varphi\left(K_{1} \cup K_{2}\right)+\varphi\left(K_{1} \cap K_{2}\right)=\varphi\left(K_{1}\right)+\varphi\left(K_{2}\right)$, whenever $K_{1}, K_{2}, K_{1} \cup K_{2} \in \mathscr{K}^{d}$.

Theorem 2.3. For an arbitrary convex body $K \in \mathscr{K}^{d}$ and $j=0, \ldots, d-1$ there exist finite positive measures $C_{j}^{B}(K, \cdot)$ on $\mathscr{B}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ such that

$$
\begin{equation*}
\mu_{\rho}^{B}(K, D)=\sum_{j=0}^{d-1} \rho^{d-j} b_{d-j} C_{j}^{B}(K, D) \tag{2.2}
\end{equation*}
$$

holds for $\rho>0$ and $D \in \mathscr{B}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$. The mapping $K \mapsto C_{j}^{B}(K, \cdot)$ is additive and, for each $D \in \mathscr{B}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$, the function $C_{j}^{B}(\cdot, D)$ is measurable. The measures $C_{j}^{B}(K, \cdot)$ are concentrated on $N_{B}(K)$. Moreover, the map $(B, K) \mapsto$ $C_{j}^{B}(K, \cdot)$ from $\mathscr{K}_{\text {sc }}^{d} \times \mathscr{K}^{d}$ into the space of Borel measures on $\mathbb{R}^{d} \times \mathbb{R}^{d}$ is weakly continuous.

REmARK 2.4. The measures $C_{j}^{B}(K, \cdot)$ are called the support (or generalized curvature) measures of $K$ (with respect to $B$ ). In the construction of the measures $b_{d-j} C_{j}^{B}(K, \cdot)$, Euclidean notions have been used. Nevertheless, these measures clearly are Minkowski quantities, since the measures $\mu_{\rho}^{B}(K, \cdot)$ are intrinsically defined and (2.2) holds for all $\rho>0$. The normalization of the measures $C_{j}^{B}(K, \cdot)$ is chosen in such a way that for $B=B^{d}$ they do not
depend on the dimension of the Euclidean space in which the convex body $K$ is embedded and such that the full measures coincide with the intrinsic volumes of $K$.

We have already seen that the support measures in a Minkowski space possess similar properties as in a Euclidean space. There are some additional features such as the dependence on the gauge body. On the other hand, some properties cannot be preserved in general such as equivariance with respect to the full group of rigid motions. It is easy to see, however, that the support measures in an arbitrary Minkowski space are still equivariant under translations, that is, for all measurable $A, C \subset \mathbb{R}^{d}$ we have

$$
\begin{equation*}
C_{j}^{B}(K+x, A \times C)=C_{j}^{B}(K,(A-x) \times C), \quad x \in \mathbb{R}^{d} . \tag{2.3}
\end{equation*}
$$

Additional invariance properties may be satisfied for particular choices of $B$ with distinguished symmetry properties. For such specific choices of gauge bodies it should be an interesting task to discover additional integral-geometric results which then could be applied to the investigation of random structures.

We finish this section with some further properties needed later in this paper. The map $(z, b, t) \mapsto z+t b$ from $N_{B}(K) \times(0, \infty)$ to $\mathbb{R}^{d} \backslash K$ is a homeomorphism with inverse $y \mapsto\left(p_{B}(K, y), u_{B}(K, y), d_{B}(K, y)\right)$. Using standard arguments we can rewrite the Steiner formula (2.2) as

$$
\begin{equation*}
\int_{\mathbb{R}^{d} \backslash K} f(x) \mathscr{H}^{d}(d x)=\sum_{j=0}^{d-1}(d-j) b_{d-j} \int_{0}^{\infty} t^{d-j-1} \int f(z+t b) C_{j}^{B}(K, d(z, b)) d t \tag{2.4}
\end{equation*}
$$

where $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is measurable and nonnegative.
Next, for any $\rho>0$, let us denote by $p_{\rho}^{B}$ the map

$$
p_{\rho}^{B}: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \times \mathbb{R}^{d}, \quad(z, b) \mapsto(z+\rho b, b)
$$

By an obvious modification of the proof for Theorem 4.2.2 in [28], the following theorem can be established.

THEOREM 2.5. Let $K \in \mathscr{K}^{d}, D \in \mathscr{B}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right), \rho>0$, and let $m \in\{0, \ldots$, $d-1\}$. Then

$$
b_{d-m} C_{m}^{B}\left(K+\rho \check{B}, p_{\rho}^{B}(D)\right)=\sum_{j=0}^{m} \rho^{m-j}\binom{d-j}{d-m} b_{d-j} C_{j}^{B}(K, D) .
$$

By combining (2.4) and Theorem 2.5 (with $m=d-1$ ), one can easily establish the following disintegration of Lebesgue measure. In a Euclidean space, different proofs have been given in [38], Lemmas 4.1 and 4.2 and [30], Hilfssatz 5.3.1.

Corollary 2.6. Let $K \in \mathscr{K}^{d}$, and let $f: \mathbb{R}^{d} \rightarrow[0, \infty]$ be measurable. Then

$$
\int_{\mathbb{R}^{d} \backslash K} f(x) \mathscr{H}^{d}(d x)=2 \int_{0}^{\infty} \int_{\partial(K+t \check{B})} f(y) C_{d-1}^{B}\left(K+t \check{B}, d y \times \mathbb{R}^{d}\right) d t .
$$

The $(d-1)$ st support measure $C_{d-1}^{B}(K, \cdot)$ admits an explicit representation in terms of the $(d-1)$ st Euclidean support measure $C_{d-1}^{s}(K, \cdot)$, defined with respect to the Euclidean distance, and the support function of $\check{B}$. For its formulation we need the following notation. If $x$ is a regular boundary point of a convex body $K$ with $\operatorname{dim} K \neq d-1$ and $u_{B^{d}}(K, x)$ denotes the uniquely determined Euclidean exterior unit normal vector of $K$ at $x$, then we set $u_{B}(K, x):=\nabla h_{\check{B}}\left(u_{B^{d}}(K, x)\right)$. If $x$ is a singular boundary point of $K$, then we give $u_{B}(K, x)$ some fixed value in $\partial \check{B}$.

Proposition 2.7. For any $K \in \mathscr{K}^{d}$,

$$
C_{d-1}^{B}(K, \cdot)=\int \mathbf{1}\left\{\left(x, \nabla h_{\check{B}}(u)\right) \in \cdot\right\} h_{\check{B}}(u) C_{d-1}^{s}(K, d(x, u)) ;
$$

moreover, if $\operatorname{dim} K \neq d-1$, then

$$
2 C_{d-1}^{B}\left(K, \cdot \times \mathbb{R}^{d}\right)=\int_{\partial K} \mathbf{1}\{x \in \cdot\}\left\langle u_{B}(K, x), u_{B^{d}}(K, x)\right\rangle \mathscr{U}^{d-1}(d x) .
$$

Proof. Let $P$ be a $d$-dimensional polytope. Choose any $F \in \mathscr{F}_{d-1}(P)$, and denote by $u_{F}$ the uniquely determined Euclidean exterior unit normal vector of $P$ at the facet $F$. Using the notation of the construction leading to Theorem 2.3, we get

$$
W_{1}^{F}=\left\{t\left\langle u_{F}, \nabla h_{\check{B}}\left(u_{F}\right)\right\rangle u_{F}: t \in(0,1]\right\}=\left\{t u_{F}: t \in\left(0, h_{\check{B}}\left(u_{F}\right)\right]\right\}
$$

and hence

$$
\begin{aligned}
2 C_{d-1}^{B}(P, D) & =\sum_{F \in \mathscr{T}_{d-1}(P)} \int_{F} \mathbf{1}\left\{\left(a, \nabla h_{\check{B}}\left(u_{F}\right)\right) \in D\right\} h_{\check{B}}\left(u_{F}\right) \not \mathscr{O}^{d-1}(d a) \\
& =2 \int \mathbf{1}\left\{\left(x, \nabla h_{\check{B}}(u)\right) \in D\right\} h_{\check{B}}(u) C_{d-1}^{s}(P, d(x, u))
\end{aligned}
$$

This proves the result for polytopes. The general case of the first statement can then be deduced by approximation, if the weak continuity of the support measures is exploited.

The second equation follows, for example, from Remark 1 in Schneider [27] and from the first assertion. Also note that $\mathscr{H}^{d-1}$-a.e. boundary point of $K$ is regular so that, almost everywhere with respect to the boundary measure, $u_{B^{d}}(K, \cdot)$ is equal to the (Euclidean) exterior unit normal vector of $K$.

Our next result turns out to be particularly useful in the proof of Theorem 3.2 in Section 3. It is immediately implied by Corollary 2.6 and Proposition 2.7.

Corollary 2.8. Let $K \in \mathscr{K}^{d}$, and let $f: \mathbb{R}^{d} \rightarrow[0, \infty]$ be measurable. Then

$$
\int_{\mathbb{R}^{d} \backslash K} f(x) \mathscr{\mathscr { P }}^{d}(d x)=\int_{0}^{\infty} \int_{\partial(K+t \check{B})} f(y) h_{\check{B}}\left(u_{B^{d}}(K+t \check{B}, y)\right) \mathscr{H}^{d-1}(d y) d t .
$$

Alternatively, Corollary 2.8 can be inferred by an application of Federer's coarea formula to the Lipschitz map $d_{B}(K, \cdot)$.
3. Support measures on the extended convex ring. In this section, we consider sets $K$ in the extended convex ring, sets which can be represented as a union

$$
\begin{equation*}
K=\bigcup_{i \in \mathbb{N}} K_{i} \tag{3.1}
\end{equation*}
$$

of convex sets $K_{i} \in \mathscr{K}^{d}$ which is locally finite, that is, such that each bounded set is intersected by only a finite number of the sets $K_{i}$. As in the Euclidean case (see [27]), one can define the additive extension of the support measures from the preceding section to sets from the convex ring, using the inclusion-exclusion principle and a general result on continuous valuations by Groemer [7]. The measures thus obtained are finite signed measures. A nonnegative extension of support measures has also been considered previously in the setting of Euclidean geometry. These two extensions have found various applications, for example, in stochastic geometry. One can construct both extensions by considering local parallel sets with multiplicities. Such explicit constructions have the advantage of leading to additional results which cannot be obtained from the valuation-theoretic approach alone.

Subsequently, we will first describe the additive extension of the support measures in a general Minkowski space. In order to state a Steiner-type formula for the volume of local outer parallel sets of sets from the extended convex ring, we then will consider a particular nonnegative extension of support measures to sets from the local convex ring. This extension is obtained by restricting the additive extension of the support measures to suitably defined subsets of $\mathbb{R}^{d} \times \partial \check{B}$. Then we prove that this particular nonnegative extension leads to the same result as another construction which is due to Matheron ([21], pages 119-122) and Schneider [27] in a Euclidean space. Apparently, this connection is new even in a Euclidean setting.

In a first step, we describe how Schneider's construction of the additive extension of the support measures in a Euclidean space has to be modified in Minkowski spaces. We assume that $K=\bigcup_{i=1}^{r} K_{i}$, where $K_{i} \in \mathscr{K}^{d}$. Let $\chi(\cdot)$ denote the Euler characteristic. Then, for $q, x \in \mathbb{R}^{d}$ we define the index of $K$ at $q$ with respect to $x$ by

$$
j_{B}(K, q, x):= \begin{cases}1-\lim _{\delta \downarrow 0} \lim _{\varepsilon \downarrow 0} \chi\left(K \cap\left(x+\left(g_{B}(q-x)-\varepsilon\right) B\right) \cap(q+\delta \check{B})\right), & q \in K, \\ 0, & q \notin K .\end{cases}
$$

For convex $K$ this definition yields that

$$
j_{B}(K, q, x)= \begin{cases}1, & \text { if } q=p_{B}(K, x) \\ 0, & \text { otherwise }\end{cases}
$$

The existence of the limit in the definition of $j_{B}(K, q, x)$ and the additivity of $j_{B}(\cdot, q, x)$ can be proved along similar lines as in the case of a Euclidean gauge body. For $\rho>0, D \in \mathscr{B}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ and $x \in \mathbb{R}^{d}$, we set

$$
c_{\rho}^{B}(K, D, x):=\sum_{*} j(K \cap(x+\rho B), q, x),
$$

where the summation $\sum_{*}$ extends over all $q \in \mathbb{R}^{d} \backslash\{x\}$ with $(q, \overline{x-q}) \in D$ and $\overline{x-q}:=g_{B}(g-x)^{-1}(x-q)$. We remark that this sum is finite, that $c_{\rho}^{B}(K, D, \cdot)$ is the characteristic function of $M_{\rho}^{B}(K, D)$ provided $K$ is convex and that $c_{\rho}^{B}(\cdot, D, x)$ is additive. Finally, we define

$$
\mu_{\rho}^{B}(K, D):=\int_{\mathbb{R}^{d}} c_{\rho}^{B}(K, D, x) \mathscr{H}^{d}(d x) .
$$

By repeating the argument in [28], pages 221 and 222, we find that

$$
\mu_{\rho}^{B}(K, D)=\sum_{j=0}^{d-1} \rho^{d-j} b_{d-j} C_{j}^{B}(K, D)
$$

where $C_{j}^{B}(K, \cdot)$ is a finite signed measure on the Borel sets of $\mathbb{R}^{d} \times \mathbb{R}^{d}$ for $j=0, \ldots, d-1$. Moreover, the mapping $C_{j}(\cdot, D)$ is additive on the convex ring for all measurable $D \subset \mathbb{R}^{d} \times \mathbb{R}^{d}$.

Two immediate consequences of the preceding construction should be mentioned. First, if $D \subset \mathbb{R}^{d} \times \mathbb{R}^{d}$ is measurable, then

$$
C_{j}^{B}(K, D)=C_{j}^{B}(K, D \cap(\partial K \times \partial \check{B})) .
$$

Second, assume that $K_{1}, K_{2}$ lie in the convex ring, $A \subset \mathbb{R}^{d}$ is open, $K_{1} \cap A=K_{2} \cap A$ and $D \subset A \times \mathbb{R}^{d}$ is measurable. Then

$$
C_{j}^{B}\left(K_{1}, D\right)=C_{j}^{B}\left(K_{2}, D\right)
$$

We express this fact by saying that the support measures are locally defined. Therefore, if $K$ lies in the extended convex ring and $D \subset \mathbb{R}^{d} \times \mathbb{R}^{d}$ is measurable and bounded in the first component (that is, $D \subset A \times \mathbb{R}^{d}$ for a bounded set $\left.A \subset \mathbb{R}^{d}\right)$, then $C_{j}^{B}(K, D)$ can unambiguously be defined by

$$
C_{j}^{B}(K, D):=C_{j}^{B}(K \cap L, D)
$$

where $L \in \mathscr{K}^{d}$ is an arbitrary convex body for which $D \subset \operatorname{int} L \times \mathbb{R}^{d}$.
In Section 2, we defined the Minkowski normal bundle of a convex set. Now we need a corresponding notion for sets from the extended convex ring. To prepare this definition we first define the set

$$
\Pi_{B}(K, x):=\left\{y \in K: d_{B}(K, x)=g_{B}(y-x)\right\}, \quad x \in \mathbb{R}^{d}
$$

Then the exoskeleton of $K$ with respect to $B$ is defined by

$$
\operatorname{exo}_{B}(K):=\left\{x \in \mathbb{R}^{d} \backslash K: \operatorname{card} \Pi_{B}(K, x) \geq 2\right\}
$$

Below we will show that $\operatorname{exo}_{B}(K)$ is a measurable set of Lebesgue measure zero. For any $x \notin\left(K \cup \operatorname{exo}_{B}(K)\right)$ we define $p_{B}(K, x)$ as the unique point $y \in \partial K$ which satisfies $d_{B}(K, x)=g_{B}(y-x)$, and then we define $u_{B}(K, x)$ as for convex $K$. For $x \in \operatorname{exo}_{B}(K) \backslash K$ we give $\left(p_{B}(K, x), u_{B}(K, x)\right)$ some arbitrary but fixed value in $\mathbb{R}^{d} \times \partial \check{B}$.

Now we define the Minkowski normal bundle $N_{B}(K)$ of a set $K$ from the extended convex ring with respect to the structuring element $B$ by

$$
N_{B}(K):=\left\{\left(p_{B}(K, x), u_{B}(K, x)\right): x \notin K \cup \operatorname{exo}_{B}(K)\right\},
$$

and we set

$$
\delta_{B}(K, z, b):=\inf \left\{r>0: z+r b \in \operatorname{exo}_{B}(K)\right\}, \quad(z, b) \in N_{B}(K)
$$

where $\inf \varnothing:=\infty$. For $(z, b) \notin N_{B}(K)$ we set $\delta_{B}(K, z, b):=0$. Thus we have

$$
N_{B}(K)=\left\{(z, b): \delta_{B}(K, z, b)>0\right\} .
$$

Provided that $K$ and $B$ are clear from the context, we simply write $\delta(z, b)$ instead of $\delta_{B}(K, z, b)$. Similarly, we usually write $C_{j}(K, \cdot)$ instead of $C_{j}^{B}(K, \cdot)$ from now on.

Lemma 3.1. Let $K_{1}, K_{2}$ be in the convex ring, and assume that $D \subset$ $N_{B}\left(K_{1}\right) \cap N_{B}\left(K_{2}\right)$ is measurable. Then $C_{j}\left(K_{1}, D\right)=C_{j}\left(K_{2}, D\right)$ for $j=$ $0, \ldots, d-1$.

Proof. We first remark that $D=\bigcup_{n=1}^{\infty} D_{n}$, where

$$
D_{n}:=\left\{(z, b) \in D: \delta_{B}\left(K_{1}, z, b\right)>1 / n, \delta_{B}\left(K_{2}, z, b\right)>1 / n\right\} .
$$

Certainly, it is sufficient to prove the assertion for $D_{n}, n \in \mathbb{N}$ instead of $D$. Let $x \in \mathbb{R}^{d}$ and $q \in \mathbb{R}^{d} \backslash\{x\}$ be given such that $(q, \overline{x-q}) \in D_{n}$. Then, for any $\rho \in(0,1 / n)$ we obtain that

$$
j\left(K_{i} \cap(x+\rho B), q, x\right)= \begin{cases}1, & \text { if } g_{B}(q-x) \leq \rho \\ 0, & \text { otherwise }\end{cases}
$$

holds for $i=1,2$. In fact, $g_{B}(q-x)>\rho$ implies that $q \notin x+\rho B$ and hence, by the definition of $j, j\left(K_{i} \cap(x+\rho B), q, x\right)=0$ for $i=1,2$. Now we assume that $g_{B}(q-x) \leq \rho$. Since $(q, \overline{x-q}) \in N_{B}\left(K_{i}\right), \delta_{B}\left(K_{i}, q, \overline{x-q}\right)>1 / n$ and $g_{B}(q-x) \leq \rho<1 / n$, we have

$$
\left(x+g_{B}(q-x) B\right) \cap K_{i}=\{q\}, \quad i=1,2 .
$$

But then $K_{i} \cap\left(x+\left(g_{B}(q-x)-\varepsilon\right) B\right)=\varnothing$ is true for any $\varepsilon>0$ and $i=1,2$. This shows, again by the definition of $j$, that $j\left(K_{i} \cap(x+\rho B), q, x\right)=1$ for $i=1,2$.

The proof of the preceding lemma in particular shows, for any $K$ in the convex ring, that the measures $C_{j}\left(K, \cdot \cap N_{B}(K)\right)$ are nonnegative. Therefore, for any $K$ in the extended convex ring, we can define nonnegative and locally finite measures

$$
C_{j}^{+}(K, \cdot):=C_{j}\left(K, \cdot \cap N_{B}(K)\right), \quad j=0, \ldots, d-1,
$$

which are uniquely determined by their values on measurable subsets that are bounded in the first component. It is easy to check that Lemma 3.1 remains true for sets in the extended convex ring.

Our principle aim in this section is to establish an extension of Theorem 3.1 from [20] in the present more general framework. An important ingredient for our proof is the following theorem which generalizes the corresponding fact from Euclidean geometry (see [33]). The known proofs in the Euclidean setting (compare [33, 6]) do not seem to carry over to Minkowski spaces.

Theorem 3.2. Let $K$ be an element of the extended convex ring. Then the exoskeleton $\operatorname{exo}_{B}(K)$ is Borel measurable and $\mathscr{H}^{d}\left(\operatorname{exo}_{B}(K)\right)=0$.

Proof. It is easy to see that $E:=\operatorname{exo}_{B}(K)$ is a countable union of closed sets, and hence $E$ is Borel measurable. In fact, a more general assertion will be mentioned in the course of the proof for Lemma 3.12 below. Obviously, we have

$$
E \subset \bigcup_{i \neq j} E_{i j}
$$

where $E_{i j}$ is the Borel set of all $x \in \mathbb{R}^{d} \backslash\left(K_{i} \cup K_{j}\right)$ such that $d_{B}\left(K_{i}, x\right)=$ $d_{B}\left(K_{j}, x\right)>0$ and $p_{B}\left(K_{i}, x\right) \neq p_{B}\left(K_{j}, x\right)$. We show that

$$
\begin{equation*}
\mathscr{H}^{d}\left(E_{12}\right)=0 \tag{3.2}
\end{equation*}
$$

Note that $E_{12} \subset \mathbb{R}^{d} \backslash K_{1}$. Hence, from Corollary 2.8 applied to $K_{1}$ and $f(x):=$ $\mathbf{1}\left\{x \in E_{12}\right\}$ we see that it is sufficient to prove that

$$
\begin{equation*}
\int_{0}^{\infty} \int_{\partial\left(K_{1}+t \check{B}\right)} \mathbf{1}\left\{y \in E_{12}\right\} \mathscr{\mathscr { H }}^{d-1}(d y) d t=0 . \tag{3.3}
\end{equation*}
$$

There is at most a single $t^{*}>0$ such that

$$
\operatorname{int}\left(K_{1}+t^{*} \check{B}\right) \cap \operatorname{int}\left(K_{2}+t^{*} \check{B}\right)=\varnothing \quad \text { and } \quad\left(K_{1}+t^{*} \check{B}\right) \cap\left(K_{2}+t^{*} \check{B}\right) \neq \varnothing
$$

Therefore (3.3) follows as soon as

$$
\begin{equation*}
\mathscr{H}^{d-1}\left(E_{12} \cap \partial\left(K_{1}+t \check{B}\right)\right)=0 \tag{3.4}
\end{equation*}
$$

has been established for an arbitrarily chosen $t \in(0, \infty) \backslash\left\{t^{*}\right\}$. To prove this, fix $t \in(0, \infty) \backslash\left\{t^{*}\right\}$. Let $x \in E_{12} \cap \partial\left(K_{1}+t \check{B}\right)$. Then we have $x \in \partial\left(K_{1}+t \check{B}\right) \cap$ $\partial\left(K_{2}+t \check{B}\right)$. For $i \in\{1,2\}$ there is some $u_{i} \in N_{B^{d}}\left(K_{i}+t \check{B}, x\right)$ such that

$$
\nabla h_{\check{B}}\left(u_{i}\right)=u_{B}\left(K_{i}, x\right)=\frac{x-p_{B}\left(K_{i}, x\right)}{t}
$$

This follows from Lemma 2.1. From $p_{B}\left(K_{1}, x\right) \neq p_{B}\left(K_{2}, x\right)$ we obtain that $\nabla h_{\check{B}}\left(u_{1}\right) \neq \nabla h_{\check{B}}\left(u_{2}\right)$, and thus $u_{1} \neq u_{2}$. Then Theorem 2.2.1(b) in [28] implies that

$$
\left\{u_{1}, u_{2}\right\} \subset N_{B^{d}}\left(\left(K_{1}+t \check{B}\right) \cap\left(K_{2}+t \check{B}\right), x\right)
$$

In particular, we have $u_{1} \neq-u_{2}$, since $t \neq t^{*}$. But then $x$ is a singular boundary point of $\left(K_{1}+t \check{B}\right) \cap\left(K_{2}+t \check{B}\right)$. Thus we have shown that $E_{12} \cap \partial\left(K_{1}+t \check{B}\right)$ is contained in the set of singular boundary points of $\left(K_{1}+t \check{B}\right) \cap\left(K_{2}+t \check{B}\right)$. Hence, (3.4) follows from Theorem 2.2.4 in [28].

The next theorem, which represents a Steiner-type formula, will repeatedly be used in the following sections. In particular, it provides a tool for calculating the volume of outer parallel sets for sets from the extended convex ring.

Theorem 3.3. For any $K$ in the extended convex ring and for all measurable nonnegative functions $g: \mathbb{R}^{d} \times \mathbb{R}^{d} \times[0, \infty) \rightarrow[0, \infty]$,

$$
\begin{aligned}
\int & 1\left\{d_{B}(K, x)>0\right\} g\left(p_{B}(K, x), u_{B}(K, x), d_{B}(K, x)\right) \mathscr{H}^{d}(d x) \\
& =\sum_{j=0}^{d-1}(d-j) b_{d-j} \iint \mathbf{1}\left\{\delta_{B}(K, z, b)>s\right\} g(z, b, s) s^{d-j-1} C_{j}^{+}(K, d(z, b)) d s
\end{aligned}
$$

Proof. Let $K$ be given as in (3.1). Note that the convex bodies $K_{i}$ in (3.1) are not uniquely determined by $K$. It is easy to see that $(z, b) \in N_{B}(K)$ implies that $(z, b) \in N_{B}\left(K_{i}\right)$ for some not uniquely determined $i \in \mathbb{N}$. Therefore we can inductively define a (not uniquely determined) decomposition of $N_{B}(K)$ by setting

$$
N_{B}^{i}(K):=N_{B}(K) \cap N_{B}\left(K_{i}\right) \backslash \bigcup_{j=1}^{i-1} N_{B}^{j}(K), \quad i \in \mathbb{N}
$$

Since $N_{B}^{i}(K) \subset N_{B}(K) \cap N_{B}\left(K_{i}\right), i \in \mathbb{N}$, Lemma 3.1 and the subsequent discussion imply that

$$
\mathbf{1}\left\{(z, b) \in N_{B}^{i}(K)\right\} C_{j}\left(K_{i}, d(z, b)\right)=\mathbf{1}\left\{(z, b) \in N_{B}^{i}(K)\right\} C_{j}(K, d(z, b))
$$

holds for $i \in \mathbb{N}$ and $j=0, \ldots, d-1$. Summing over all $i \in \mathbb{N}$ shows that

$$
\begin{equation*}
C_{j}^{+}(K, \cdot)=\sum_{i=1}^{\infty} C_{j}\left(K_{i}, \cdot \cap N_{B}^{i}(K)\right), \quad j=0, \ldots, d-1 \tag{3.5}
\end{equation*}
$$

In order to establish the Steiner-type formula, we set $K^{*}:=\operatorname{exo}_{B}(K)$. We start by observing that, for every $i \in \mathbb{N}$,

$$
x \notin K \cup K^{*} \quad \text { and } \quad\left(p_{B}(K, x), u_{B}(K, x)\right) \in N_{B}^{i}(K)
$$

if and only if

$$
\left(p_{B}\left(K_{i}, x\right), u_{B}\left(K_{i}, x\right)\right) \in N_{B}^{i}(K), \quad d_{B}\left(K_{i}, x\right)>0
$$

and

$$
\delta_{B}\left(K, p_{B}\left(K_{i}, x\right), u_{B}\left(K_{i}, x\right)\right)>d_{B}\left(K_{i}, x\right)
$$

If either of these conditions is fulfilled, then

$$
\left(p_{B}(K, x), u_{B}(K, x), d_{B}(K, x)\right)=\left(p_{B}\left(K_{i}, x\right), u_{B}\left(K_{i}, x\right), d_{B}\left(K_{i}, x\right)\right)
$$

Hence, applying (2.4) to $K_{i}$ and using Theorem 3.2, we find that

$$
\begin{aligned}
& \int \mathbf{1}\left\{d_{B}(K, x)>0\right\} g\left(p_{B}(K, x), u_{B}(K, x), d_{B}(K, x)\right) \mathscr{H}^{d}(d x) \\
& =\int \mathbf{1}\left\{x \notin K \cup K^{*}\right\} g\left(p_{B}(K, x), u_{B}(K, x), d_{B}(K, x)\right) \mathscr{H}^{d}(d x) \\
& =\sum_{i=1}^{\infty} \int \mathbf{1}\left\{x \notin K \cup K^{*}\right\} \mathbf{1}\left\{\left(p_{B}(K, x), u_{B}(K, x)\right) \in N_{B}^{i}(K)\right\} \\
& \quad \times g\left(p_{B}(K, x), u_{B}(K, x), d_{B}(K, x)\right) \mathscr{H}^{d}(d x) \\
& =\sum_{i=1}^{\infty} \int \mathbf{1}\left\{d_{B}\left(K_{i}, x\right)>0\right\} \mathbf{1}\left\{\delta_{B}\left(K, p_{B}\left(K_{i}, x\right), u_{B}\left(K_{i}, x\right)\right)>d_{B}\left(K_{i}, x\right)\right\} \\
& \quad \times \mathbf{1}\left\{\left(p_{B}\left(K_{i}, x\right), u_{B}\left(K_{i}, x\right)\right) \in N_{B}^{i}(K)\right\} \\
& \quad \times g\left(p_{B}\left(K_{i}, x\right), u_{B}\left(K_{i}, x\right), d_{B}\left(K_{i}, x\right)\right) \mathscr{H}^{d}(d x) \\
& =\sum_{i=1}^{\infty} \sum_{j=0}^{d-1}(d-j) b_{d-j} \iint \mathbf{1}\left\{\delta_{B}(K, z, b)>s\right\} \mathbf{1}\left\{(z, b) \in N_{B}^{i}(K)\right\} g(z, b, s) \\
& \quad \times s^{d-j-1} C_{j}\left(K_{i}, d(z, b)\right) d s .
\end{aligned}
$$

By (3.5) the last sum boils down to the right-hand side of the asserted equality. This completes the proof of the theorem.

By restricting the measures $C_{j}(K, \cdot)$, for sets $K$ in the (local) convex ring, to the Minkowski normal bundle $N_{B}(K)$ we obtained nonnegative extensions $C_{j}^{+}(K, \cdot)$ of the Minkowski support measures introduced in Section 2. In Euclidean spaces, based on an idea of Matheron, nonnegative extensions $\bar{C}_{j}(K, \cdot)$ of support measures to the convex ring have been constructed by Schneider [27] in a different way. Subsequently, we describe how this construction can be carried out in Minkowski spaces and then we explain why the measures $C_{j}^{+}(K, \cdot)$ and $\bar{C}_{j}(K, \cdot)$ coincide.

For a set $K$ in the convex ring and $x \in \mathbb{R}^{d}$, we let $\bar{\Pi}_{B}(K, x)$ be the set of all $q \in K$ for which there exists a neighborhood $U$ of $q$ such that $g_{B}(y-x)>$ $g_{B}(q-x)$ for all $y \in U \cap K$ with $y \neq q$. Let $K=\bigcup_{i=1}^{r} K_{i}$ with $K_{i} \in \mathscr{K}^{d}$. Then $q \in \bar{\Pi}_{B}(K, x)$ if and only if $q=p_{B}\left(K_{i}, x\right)$ for all $i \in\{1, \ldots, r\}$ with $q \in K_{i}$. For $K$ in the convex ring, for a measurable set $D \subset \mathbb{R}^{d} \times \mathbb{R}^{d}$ and for any $\varepsilon>0$, we set

$$
\bar{c}_{\varepsilon}(K, D, x):=\operatorname{card}\left\{q \in \bar{\Pi}_{B}(K, x): q \in(x+\varepsilon B) \backslash\{x\},(q, \overline{x-q}) \in D\right\}
$$

Imitating Schneider's [27] arguments, one can verify that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \bar{c}_{\varepsilon}(K, D, x) \mathscr{H}^{d}(d x)=\sum_{j=0}^{d-1} b_{d-j} \varepsilon^{d-j} \bar{C}_{j}(K, D) \tag{3.6}
\end{equation*}
$$

where the $\bar{C}_{j}(K, \cdot)$ are nonnegative measures on $\mathscr{B}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ that coincide, for convex bodies $K$, with the curvature measures from Section 2. These measures are locally defined and their definition can hence be extended to sets $K$ in the extended convex ring.

Let $K$ be given as at the beginning of this section. The following notation will be required. Let $S(\mathbb{N})$ be the set of all nonempty finite subsets of $\mathbb{N}$. For $v \in S(\mathbb{N})$ we write

$$
K_{v}:=\bigcap_{i \in v} K_{i} \quad \text { and } \quad K^{(v)}:=\bigcup_{i \in \mathbb{N} \backslash v} K_{i} .
$$

At first sight, the next theorem is surprising, since in the construction of $\bar{C}_{j}(K, \cdot)$ and $C_{j}^{+}(K, \cdot)$, respectively, different types of multiplicities are involved.

Theorem 3.4. For $a$ set $K$ in the extended convex ring and $j \in\{0, \ldots$, $d-1\}$,

$$
C_{j}^{+}(K, \cdot)=\sum_{v \in S(\mathbb{N})} \int \mathbf{1}\left\{z \notin K^{(v)}\right\} \mathbf{1}\left\{(z, b) \in \cdot \cap \bigcap_{i \in v} N_{B}\left(K_{i}\right)\right\} C_{j}\left(K_{v}, d(z, b)\right)
$$

Moreover, $C_{j}^{+}(K, \cdot)=\bar{C}_{j}(K, \cdot)$ holds for $j=0, \ldots, d-1$.
Proof. From the definitions it is easy to check that we have the disjoint decomposition

$$
\begin{equation*}
N_{B}(K)=\bigcup_{v \in S(\mathbb{N})}\left[\left(\left(\mathbb{R}^{d} \backslash K^{(v)}\right) \times \mathbb{R}^{d}\right) \cap \bigcap_{i \in v} N_{B}\left(K_{i}\right)\right] \tag{3.7}
\end{equation*}
$$

Let $D \subset \mathbb{R}^{d} \times \mathbb{R}^{d}$ be measurable. Since

$$
D \cap\left(\left(\mathbb{R}^{d} \backslash K^{(v)}\right) \times \mathbb{R}^{d}\right) \cap \bigcap_{i \in v} N_{B}\left(K_{i}\right) \subset N_{B}(K) \cap N_{B}\left(K_{v}\right)
$$

for $v \in S(\mathbb{N})$, we obtain from Lemma 3.1 and the subsequent discussion that

$$
\begin{aligned}
C_{j}^{+}(K, D) & =C_{j}\left(K, D \cap N_{B}(K)\right) \\
& =\sum_{v \in S(\mathbb{N})} C_{j}\left(K, D \cap\left(\left(\mathbb{R}^{d} \backslash K^{(v)}\right) \times \mathbb{R}^{d}\right) \cap \bigcap_{i \in v} N_{B}\left(K_{i}\right)\right) \\
& =\sum_{v \in S(\mathbb{N})} C_{j}\left(K_{v}, D \cap\left(\left(\mathbb{R}^{d} \backslash K^{(v)}\right) \times \mathbb{R}^{d}\right) \cap \bigcap_{i \in v} N_{B}\left(K_{i}\right)\right) .
\end{aligned}
$$

This establishes the first assertion.
The proof of the second assertion now immediately follows from a straightforward extension of (3.11) from [27] to Minkowski spaces, since the measures $C_{j}^{+}$and $\bar{C}_{j}$ are locally defined.

Let again $K=\bigcup_{i=1}^{\infty} K_{i}$ be in the extended convex ring. Then we denote by $K^{+}$the set of all $z \in \partial K$ for which there is some $b \in \mathbb{R}^{d}$ such that $(z, b) \in N_{B}(K)$. Further, we simply write $K^{(n)}$ instead of $K^{(\{n\})}$ if $n \in \mathbb{N}$. A probabilistic application of the following corollary of Theorem 3.4 will be essential in the following section.

Corollary 3.5. Let $K$ be in the extended convex ring. Assume that

$$
K^{+}=\bigcup_{n=1}^{\infty}\left(\partial K_{n} \backslash K^{(n)}\right)
$$

Then

$$
C_{j}^{+}(K, \cdot)=\sum_{i=1}^{\infty} C_{j}\left(K_{i}, \cdot \cap\left(\left(\mathbb{R}^{d} \backslash K^{(i)}\right) \times \mathbb{R}^{d}\right)\right)
$$

A pair $(z, b) \in \partial K \times \partial \check{B}$ is called a support element of $K$ (with respect to $B$ ) if there is some $s>0$ such that $(z+s b+s B)$ and $K \cap(z+s \check{B})$ can be separated by a hyperplane. The set of support elements of $K$ (with respect to $B$ ) is denoted by $\Sigma_{B}(K)$.

Lemma 3.6. Let $K$ be in the extended convex ring. Then $\Sigma_{B}(K) \subset N_{B}(K)$ with equality if $B$ is smooth.

Proof. Let $(z, b) \in \Sigma_{B}(K)$, and choose $s>0$ as in the definition of a support element. Then $z+t b+t B \subset z+s b+s B$ for any $t \in[0, s]$. If $t \in(0, s]$ is small enough, then $z+t b+t B \subset z+s \check{B}$ because int $\check{B} \neq \varnothing$. This shows that $p_{B}(K, z+t b)=z$ and $u_{B}(K, z+t b)=b$, and hence $(z, b) \in N_{B}(K)$.

Now, assume that $B$ is smooth and let $(z, b) \in N_{B}(K)$. Then there exists some $x \in \mathbb{R}^{d} \backslash\left(K \cup \operatorname{exo}_{B}(K)\right)$ such that $(x+d B) \cap K=\{z\}$ with $d=d_{B}(K, x)$. Since $K$ is a locally finite union of convex bodies $K_{i}, i \in \mathbb{N}$, there exists some $s \in(0, d]$ such that $(z+s \check{B}) \cap K_{i}=\varnothing$ if $z \notin K_{i}$. If $z \in K_{i}$, then $K_{i} \cap(x+d B)=\{z\}$. Therefore $K_{i}$ and $(x+d B)$ can be separated by the unique support plane of $(x+d B)$ at $z$. But then $(z+s b+s B)$ and $K \cap(z+s \check{B})$ can be separated by this support plane, since $z+s b+s B \subset z+d b+d B=x+d B$.

The relationship between the Minkowski normal bundles of $K$ with respect to different gauge bodies is depicted by the following lemma.

Lemma 3.7. Let $K$ be in the extended convex ring. Then

$$
\left\{\left(x, \nabla h_{\check{B}}(u)\right):(x, u) \in N_{B^{d}}(K)\right\} \subset N_{B}(K)
$$

with equality if $B$ is smooth.

Proof. Let $(x, u) \in N_{B^{d}}(K)$. By Lemma 3.6, $(x, u) \in \Sigma_{B^{d}}(K)$. Hence there is some $s>0$ such that $\left(x+s u+s B^{d}\right)$ and $K \cap\left(x+s B^{d}\right)$ can be separated by a hyperplane. Thus

$$
K \cap\left(x+s B^{d}\right) \subset\left\{y \in \mathbb{R}^{d}:\langle y-x, u\rangle \leq 0\right\}=: H^{-} .
$$

If $\varepsilon>0$ is sufficiently small, then

$$
\begin{aligned}
x+\varepsilon \nabla h_{\check{B}}(u)+\varepsilon B & \subset\left(x+s B^{d}\right) \cap\left[\left(\mathbb{R}^{d} \backslash H^{-}\right) \cup\{x\}\right] \\
& \subset\left(x+s B^{d}\right) \backslash\left[K \cap\left(x+s B^{d}\right)\right] \cup\{x\} \subset\left(\mathbb{R}^{d} \backslash K\right) \cup\{x\},
\end{aligned}
$$

and thus $\left(x+\varepsilon \nabla h_{\check{B}}(u)+\varepsilon B\right) \cap K=\{x\}$. This yields $x=p_{B}\left(K, x+\varepsilon \nabla h_{\check{B}}(u)\right)$ and $\nabla h_{\check{B}}(u)=u_{B}\left(K, x+\varepsilon \nabla h_{\check{B}}(u)\right)$, and hence $\left(x, \nabla h_{\check{B}}(u)\right) \in N_{B}(K)$.

Conversely, let $B$ be smooth and $(z, b) \in N_{B}(K)$. Again by Lemma 3.6 we have $(z, b) \in \Sigma_{B}(K)$. Thus $(z+s b+s B)$ and $K \cap(z+s \check{B})$ can be separated by a hyperplane $H$ if $s>0$ is properly chosen. Since $B$ is strictly convex, there exists a vector $u \in S^{d-1}$ such that $b=\nabla h_{\check{B}}(u)$. Since $z \in z+s b+s B, h(z+s b+$ $s B,-u)=\langle z,-u\rangle$ and $B$ is smooth, we see that $H=\left\{y \in \mathbb{R}^{d}:\langle y-z, u\rangle=0\right\}$ and

$$
z+s b+s B \subset H^{+}:=\left\{y \in \mathbb{R}^{d}:\langle y-z, u\rangle \geq 0\right\} .
$$

Hence

$$
K \cap(z+s \check{B}) \subset\left\{y \in \mathbb{R}^{d}:\langle y-z, u\rangle \leq 0\right\} .
$$

From $\varepsilon B^{d} \subset \check{B}$, for some $\varepsilon>0$, we get that $(z, u) \in \Sigma_{B^{d}}(K)=N_{B^{d}}(K)$.
Simple examples show that the inclusions in the preceding two lemmas may be strict if $B$ is not smooth. Nevertheless, the following theorem, which should be compared with Theorem 2.2 in [37], holds without any smoothness assumption on $B$. First, however, we need another preparatory lemma.

Lemma 3.8. Let $K=\bigcup_{i=1}^{\infty} K_{i}, K_{i} \in \mathscr{K}^{d}$, be in the extended convex ring. For such a representation of $K$, let $T$ be the set of all $(q, u) \in \partial K \times S^{d-1}$ for which there is some $i \in \mathbb{N}$ such that $q \in \operatorname{relint} F\left(K_{i},-u\right), \operatorname{dim} F\left(K_{i},-u\right)=d-1$ and $\operatorname{dim} K_{i}=d$. Then $C_{j}^{s}(K, \cdot \cap T)=0$ for $j=0, \ldots, d-1$.

Proof. Let $T_{n}^{i}, i, n \in \mathbb{N}$, be the set of all $(q, u) \in T$ for which $q+t u+t B^{d} \subset$ $K_{i}$ holds for $0<t<1 / n$. An elementary geometric argument shows that

$$
T=\bigcup_{i=1}^{\infty} \bigcup_{n=1}^{\infty} T_{n}^{i}
$$

It suffices to prove that $C_{j}^{s}\left(K, \cdot \cap T_{n}^{i}\right)=0$ for $j=0, \ldots, d-1$ and $i, n \in \mathbb{N}$. Fix $i, n \in \mathbb{N}$. Take $\rho \in \mathbb{R}$ with $0<\rho<1 / n$ and $q, x \in \mathbb{R}^{d}$, satisfying $x \neq q$ and $(q, \overline{x-q}) \in T_{n}^{i}$. If $g_{B^{d}}(q-x) \leq \rho$ then we may particularly choose $t=$ $g_{B^{d}}(q-x)$ in the definition of $T_{n}^{i}$ to obtain that $x+t B^{d} \subset K_{i}$. This shows that $j_{B^{d}}\left(K \cap\left(x+\rho B^{d}\right), q, x\right)=0$. Hence, $\mu_{\rho}^{B^{d}}\left(K, \cdot \cap T_{n}^{i}\right)=0$ for $0<\rho<1 / n$, which in turn implies that $C_{j}^{s}\left(K, \cdot \cap T_{n}^{i}\right)=0, j=0, \ldots, d-1$.

Theorem 3.9. Let $K$ be in the extended convex ring. Then $C_{d-1}(K, \cdot)=$ $C_{d-1}^{+}(K, \cdot)$.

Proof. It suffices to assume that $K$ lies in the convex ring. We consider a representation

$$
K=\bigcup_{i=1}^{r} K_{i}, \quad K_{i} \in \mathscr{K}^{d}
$$

Let $T$ denote the set which is associated with this particular representation of $K$ as in Lemma 3.8. We write $S(r)$ for the set of all nonempty subsets of $\{1, \ldots, r\}$. For $v \in S(r)$, let $|v|$ be the number of elements of the set $v$ and let reg $K_{v}$ denote the set of regular boundary points of $K_{v}$ (compare Section 2). Then we define

$$
R:=\bigcup_{v \in S(r)}\left(\partial K_{v} \backslash \text { reg } K_{v}\right) \cap \partial K
$$

and note that $\mathscr{H}^{d-1}(R)=0$.
Let $v \in S(r)$ be arbitrarily chosen. We wish to show that if $x \in \partial K \backslash R$ and $(x, u) \in N_{B^{d}}\left(K_{v}\right) \backslash T$, then $(x, u) \in N_{B^{d}}(K)$. In order to verify this, we denote by $I$ the set of all $i \in\{1, \ldots, r\}$ such that $x \in K_{i}$ and we set $H:=\left\{y \in \mathbb{R}^{d}:\langle y-\right.$ $x, u\rangle=0\}, H^{+}:=\left\{y \in \mathbb{R}^{d}:\langle y-x, u\rangle \geq 0\right\}$ and $H^{-}:=\left\{y \in \mathbb{R}^{d}:\langle y-x, u\rangle \leq 0\right\}$. For any $i \in I$ we have $K_{i} \subset H^{+}$or $K_{i} \subset H^{-}$, since otherwise $x \notin \partial K$ or $x \in \partial\left(K_{i} \cap K_{v}\right) \backslash \operatorname{reg}\left(K_{i} \cap K_{v}\right)$, that is $x \in R$. Assume that there are $i, j \in I$ such that $x \in K_{i} \cap K_{j}, K_{i} \cap\left(H^{-} \backslash H\right) \neq \varnothing$ and $K_{j} \cap\left(H^{+} \backslash H\right) \neq \varnothing$. Then $x \in \operatorname{relint} K_{\{i, j\}} \subset H$ and $\operatorname{dim} K_{\{i, j\}}=d-1$, since $x \notin R$. But then $x \in$ $\operatorname{int}\left(K_{i} \cup K_{j}\right) \subset \operatorname{int} K$, a contradiction. Therefore, $K_{i} \subset K^{+}$holds for all $i \in I$ or $K_{i} \subset H^{-}$holds for all $i \in I$. If the latter is true, then $(x, u) \in N_{B^{d}}(K)$. Now, assume that $K_{i} \subset H^{+}$holds for all $i \in I$. Thus $K_{v} \subset H^{+} \cap H^{-}=$ $H$. From $x \in \operatorname{reg}\left(K_{i} \cap K_{v}\right)$, for all $i \in I$, we infer that $x \in \operatorname{relint}\left(K_{i} \cap H\right)$ and $\operatorname{dim}\left(K_{i} \cap H\right)=d-1$ for $i \in I$. This implies that $(x, u) \in \partial K \times S^{d-1}$, $x \in \operatorname{relint} F\left(K_{i},-u\right)$ and $\operatorname{dim} F\left(K_{i},-u\right)=d-1$. Since $(x, u) \notin T$, we get $\operatorname{dim} K_{i} \leq d-1$, and hence $K_{i} \subset H$, for all $i \in I$. This shows again that $(x, u) \in N_{B^{d}}(K)$.

Lemma 3.7 shows that $(x, u) \in N_{B^{d}}(K)$ implies $\left(x, \nabla h_{\check{B}}(u)\right) \in N_{B}(K)$. Using Proposition 2.7 and Lemma 3.8 we obtain for all measurable $D \subset \mathbb{R}^{d} \times$ $\mathbb{R}^{d}$ that

$$
\begin{aligned}
& C_{d-1}(K, D)=C_{d-1}\left(K, D \cap\left(\partial K \times \mathbb{R}^{d}\right)\right) \\
& \quad=\sum_{v \in S(r)}(-1)^{|v|-1} C_{d-1}\left(K_{v}, D \cap\left(\partial K \times \mathbb{R}^{d}\right)\right) \\
& \quad=\sum_{v \in S(r)}(-1)^{|v|-1} \int \mathbf{1}\left\{\left(x, \nabla h_{\breve{B}}(u)\right) \in D\right\} \mathbf{1}\{x \in \partial K \backslash R\} h_{\breve{B}}(u) C_{d-1}^{s}\left(K_{v}, d(x, u)\right) \\
& \quad=\int \mathbf{1}\left\{\left(x, \nabla h_{\check{B}}(u)\right) \in D\right\} \mathbf{1}\{x \in \partial K \backslash R\} h_{\check{B}}(u) \mathbf{1}\{(x, u) \notin T\} C_{d-1}^{s}(K, d(x, u))
\end{aligned}
$$

$$
\begin{aligned}
=\sum_{v \in S(r)}(-1)^{|v|-1} \int & \mathbf{1}\left\{\left(x, \nabla h_{\check{B}}(u)\right) \in D\right\} \mathbf{1}\{x \in \partial K \backslash R\} h_{\check{B}}(u) \\
& \times \mathbf{1}\{(x, u) \notin T\} C_{d-1}^{s}\left(K_{v}, d(x, u)\right) \\
=\sum_{v \in S(r)}(-1)^{|v|-1} \int & \mathbf{1}\left\{\left(x, \nabla h_{\check{B}}(u)\right) \in D \cap N_{B}(K)\right\} \mathbf{1}\{x \in \partial K \backslash R\} h_{\check{B}}(u) \\
= & C_{d-1}\left(K, D \cap N_{B}(K)\right) .
\end{aligned}
$$

This yields the desired conclusion.
A boundary point $x \in \partial K$ is called regular if there is a neighborhood $U$ of $x$ such that $K \cap U$ and $\{x\}$ can be separated by a uniquely determined hyperplane. Note that $x \in \partial K$ is regular if and only if the linear hull of all vectors $u \in \mathbb{R}^{d}$ such that $(x, u) \in N_{B^{d}}(K)$ is one-dimensional. If there exists precisely one such vector, then this vector is denoted by $u_{B^{d}}(K, x)$. By reg $K$ we denote the set of regular boundary points of $K$. Note that our definition of a regular boundary point of a set from the extended convex ring coincides with the one proposed by Weil [37]. Finally, we set ( $\left.p_{B}(K, x), u_{B}(K, x)\right):=$ $\left(x, \nabla h_{\breve{B}}\left(u_{B^{d}}(K, x)\right)\right)$ if $x \in \operatorname{reg} K$ and $u_{B^{d}}(K, x)$ is defined.

Proposition 3.10. Let $K$ be in the extended convex ring. Then

$$
C_{d-1}^{+}(K, \cdot)=\int_{N_{B^{d}}(K)} \mathbf{1}\left\{\left(x, \nabla h_{\check{B}}(u)\right) \in \cdot\right\} h_{\check{B}}(u) C_{d-1}^{s}(K, d(x, u)),
$$

where $C_{d-1}^{s}(K, \cdot)$ denotes the $(d-1)$ st support measure with respect to the Euclidean ball. Moreover, if $K=\mathrm{cl}$ int $K$, then

$$
2 C_{d-1}^{+}(K, \cdot)=\int_{\operatorname{reg} K} 1\left\{\left(x, u_{B}(K, x)\right) \in \cdot\right\}\left\langle u_{B}(K, x), u_{B^{d}}(K, x)\right\rangle \mathscr{H}^{d-1}(d x) .
$$

Proof. For the proof we can assume that $K$ lies in the convex ring. By employing twice Theorem 3.9, the first assertion follows from an application of Proposition 2.7 to the sets $K_{v}$ in the same way as in the proof of Theorem 3.9.

The second equation is implied by the first equation and by Theorem 2.2 in Weil [37].

In the remaining part of this section, we will establish some auxiliary results which are required to justify questions of measurability in the sequel. By $\mathscr{F}^{\prime}\left(\mathbb{R}^{d}\right)$ we denote the class of nonempty closed subsets of $\mathbb{R}^{d}$ endowed with the usual Fell-Matheron "hit-or-miss" topology (compare [21]). Note that this topology is independent of any Euclidean metric.

Lemma 3.11. The map $d_{B}: \mathscr{F}^{\prime}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{d} \rightarrow[0, \infty)$ is continuous.
Proof. Suppose that $\left(F_{i}, x_{i}\right) \rightarrow(F, x)$ in $\mathscr{F}^{\prime}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{d}$ as $i \rightarrow \infty$. Set $d_{i}:=$ $d_{B}\left(F_{i}, x_{i}\right)$, for $i \in \mathbb{N}$, and $d:=d_{B}(F, x)$. The sequence $\left(d_{i}\right)_{i \in \mathbb{N}}$ is bounded.

To see this note that there exists some $z \in(x+d B) \cap F$. Thus there are $z_{i} \in F_{i}$, for each $i \in \mathbb{N}$, with $z_{i} \rightarrow z$ as $i \rightarrow \infty$. But for $i \geq i_{0}$ we then have $z_{i} \in x+(d+1) B \subset x_{i}+(d+2) B$, and hence $d_{i} \leq d+2$. Therefore it is sufficient to show that $d_{i} \rightarrow d_{0}$ as $i \rightarrow \infty$ implies that $d=d_{0}$. For each $i \in \mathbb{N}$ there is some $z_{i} \in\left(x_{i}+d_{i} B\right) \cap F_{i}$. The sequence $\left(z_{i}\right)_{i \in \mathbb{N}}$ is bounded. Hence, for a subsequence we have $z_{i_{j}} \rightarrow z_{0} \in \mathbb{R}^{d}$ as $j \rightarrow \infty$. This yields $z_{0} \in F \cap\left(x+d_{0} B\right)$, and thus $d \leq d_{0}$.

To obtain the reverse estimate, choose $z \in(x+d B) \cap F$. For each $i \in \mathbb{N}$ there is some $z_{i} \in F_{i}$ with $z_{i} \rightarrow z$ for $i \rightarrow \infty$. Let $\varepsilon>0$ be arbitrarily chosen. Then, for $i \geq i_{0}$ we get $z_{i} \in\left(x_{i}+(d+\varepsilon) B\right) \cap F_{i}$; that is, $d_{i} \leq d+\varepsilon$, and hence $d_{0} \leq d+\varepsilon$. Since $\varepsilon>0$ was arbitrarily chosen, the result follows.

The exoskeleton $\operatorname{exo}_{B}(F)$ of an arbitrary set $F \in \mathscr{F}^{\prime}\left(\mathbb{R}^{d}\right)$ is defined in the same way as for sets from the extended convex ring.

Lemma 3.12. The set $\mathscr{U}:=\left\{(F, x) \in \mathscr{F}^{\prime}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{d}: x \in \operatorname{exo}_{B}(F)\right\}$ is measurable.

Proof. For $n \in \mathbb{N}$ and $F \in \mathscr{F}^{\prime}\left(\mathbb{R}^{d}\right)$, we denote by $\operatorname{exo}_{B}^{n}(F)$ the set of all $x \in \mathbb{R}^{d}$ for which there exist $y_{1}, y_{2} \in F$ such that $d_{B}(F, x)=g_{B}\left(y_{1}-x\right)=$ $g_{B}\left(y_{2}-x\right)$ and $\left\|y_{1}-y_{2}\right\| \geq 1 / n$.

By definition we then have $\mathscr{U}=\bigcup_{n=1}^{\infty} \mathscr{U}_{n}$, where

$$
\mathscr{U}_{n}:=\left\{(F, x) \in \mathscr{F}^{\prime}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{d}: x \in \operatorname{exo}_{B}^{n}(F)\right\} .
$$

Using Lemma 3.11, one can easily check that $\mathscr{U}_{n}$ is a closed set.
It is easy to see that $\mathscr{U}^{\prime}:=\left\{(F, x) \in \mathscr{F}^{\prime}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{d}: x \in F\right\}$ is measurable. The proof of the next lemma follows again by an application of Lemma 3.11. Let $\mathscr{\rho}^{d}$ denote the extended convex ring in $\mathbb{R}^{d}$.

Lemma 3.13. The map $p_{B}:\left(\mathscr{P}^{d} \times \mathbb{R}^{d}\right) \backslash\left(\mathscr{U} \cup \mathscr{U}^{\prime}\right) \rightarrow \mathbb{R}^{d}$ is continuous.
The preceding two lemmas immediately imply the next corollary.
COROLLARY 3.14. The maps $p_{B}, u_{B}:\left(\mathscr{C}^{d} \times \mathbb{R}^{d}\right) \backslash \mathscr{U}^{\prime} \rightarrow \mathbb{R}^{d}$ are measurable.
LEMMA 3.15. The map $\delta_{B}: \mathscr{\rho}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow[0, \infty],(K, z, b) \mapsto \delta_{B}(K, z, b)$, is measurable. Moreover, for any measurable set $A \subset \mathbb{R}^{d} \times \mathbb{R}^{d}$, the map $\mathscr{\rho}^{d} \rightarrow$ $[0, \infty], K \mapsto C_{j}^{+}(K, A)$, is measurable for every $j \in\{0, \ldots, d-1\}$.

Proof. For any $s \geq 0$ we obviously have

$$
\begin{aligned}
&\{(K, z, b)\left.\in \mathscr{\rho}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d}: \delta_{B}(K, z, b)>s\right\} \\
&=\bigcup_{n=1}^{\infty}\left\{(K, z, b) \in \mathscr{S}^{d} \times \mathbb{R}^{d} \times \partial \check{B}: K\right. \\
&\left.\cap\left(z+\left(s+n^{-1}\right) b+\left(s+n^{-1}\right) B\right)=\{z\}\right\}
\end{aligned}
$$

which yields the first assertion.

The first assertion implies in particular that the map $(K, z, b) \mapsto \mathbf{1}\{(z, b)$ $\left.\in N_{B}(K)\right\}$ is measurable. Hence, the second statement can be deduced from Lemma 2 in [39].
4. Contact distributions in stochastic geometry. In the remainder of the paper we consider the grain model $\Xi$ introduced in Section 1. It is convenient to use the abbreviation $(d(x), p(x), u(x)):=\left(d_{B}(\Xi, x), p_{B}(\Xi, x)\right.$, $\left.u_{B}(\Xi, x)\right), x \in \mathbb{R}^{d}$. Recall that we always assume that $B \in \mathscr{K}^{d}$ and $o \in \operatorname{int} B$. For $x \in \mathbb{R}^{d}, r \geq 0$, and measurable $A \subset \mathbb{R}^{d}$ we recall the definitions

$$
H_{B}(x, r, A):=P(d(x) \leq r, u(x) \in A \mid x \notin \exists),
$$

where $H_{B}(x, r, \cdot)$ equals some fixed probability measure on $\mathbb{R}^{d}$ if $\bar{p}(x)=1$, and $H_{B}(x, r):=H_{B}\left(x, r, \mathbb{R}^{d}\right)$. Using the results of the previous section we will now analyze the contact distribution function $H_{B}(x, \cdot, A)$, which provides geometric information about the grain model. Our analysis will be based on the (nonnegative) random measures $C_{j}^{+}(\Xi, \cdot), j=0, \ldots, d-1$, on $\mathbb{R}^{d} \times \mathbb{R}^{d}$ having the intensity measure

$$
\Lambda_{j}^{+}(\cdot):=E\left[C_{j}^{+}(\Xi, \cdot)\right] .
$$

Here and subsequently the superscript $B$ is omitted.
It is appropriate to describe the aim of the present section. In Theorem 4.1 we will present a basic connection between the weak derivative of the contact distribution function and the intensity measure $\Lambda_{d-1}^{+}$of the grain model $\Xi$. Later we will consider grain models $\exists$ which are defined via a random measure (marked point process) $\Phi$ on $\mathbb{R}^{d} \times \mathscr{K}^{d}$ with intensity measure $\alpha$. Under some natural assumptions on $\alpha$ and the second factorial moment measure $\alpha^{(2)}$ of $\Phi$, we prove (Theorem 4.16) that for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$ and all measurable $A \subset \mathbb{R}^{d}$ the function $(1-\bar{p}(x)) H_{B}(x, \cdot, A)$ is absolutely continuous and we exhibit its density function explicitly. A similar result (Theorem 4.17) is established for $\Lambda_{j}^{+}(d x \times A)$. Quite naturally, our results involve the Palm probabilities of $\Phi$. Due to Slivnyak's theorem, the most explicit form of these theorems is obtained if $\Phi$ is an (inhomogeneous) Poisson process. The Poisson process is a very special example of a Gibbs point process, a Cox process, or a Poisson cluster process. We will discuss these substantially more general cases in the second part of the section. The main technical problem in each case is to treat the Palm probabilities and to verify that $\alpha^{(2)}$ is absolutely continuous with respect to a suitable measure.

Let us assume for the moment that the measures $\Lambda_{j}^{+}\left(\cdot \times \mathbb{R}^{d}\right)$ are locally finite. A sufficient condition will be provided in Proposition 4.10. Then, in particular, we can disintegrate $\Lambda_{d-1}^{+}$according to

$$
\begin{equation*}
\Lambda_{d-1}^{+}(d(z, b))=\mathscr{R}(z, d b) \Lambda_{d-1}^{+}\left(d z \times \mathbb{R}^{d}\right) \tag{4.1}
\end{equation*}
$$

where $\mathscr{R}$ is a stochastic kernel from $\mathbb{R}^{d}$ to $\mathbb{R}^{d}$. We might call $\mathscr{R}$ a position dependent rose of directions (see [34]) or mean normal distribution (see [36]) of $\Xi$.

Theorem 4.1. Assume that the measures $\Lambda_{j}^{+}\left(\cdot \times \mathbb{R}^{d}\right), j=0, \ldots, d-1$, are locally finite. Let $A \subset \mathbb{R}^{d}$ be a measurable set. Then

$$
\begin{align*}
& \lim _{t \rightarrow+0} \int g(x) t^{-1}(1-\bar{p}(x)) H_{B}(x, t, A) \mathscr{H}^{d}(d x)  \tag{4.2}\\
& \quad=2 \int g(x) \Lambda_{d-1}^{+}(d x \times A)
\end{align*}
$$

holds for any continuous function $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with compact support.

REMARK 4.2. The assertion of the preceding theorem can be paraphrased by saying that the measure $t^{-1}(1-\bar{p}(x)) H_{B}(x, t, A) \mathscr{H}^{d}(d x)$ converges vaguely to $2 \Lambda_{d-1}^{+}(d x \times A)$ as $t \rightarrow+0$. The classical Portmanteau theorem then implies that the conclusion of the theorem still holds for any bounded function $g$ with compact support for which the set of points of discontinuity of $g$ has $\Lambda_{d-1}^{+}(d x \times A)$ measure zero.

Proof of Theorem 4.1. Put $\delta(z, b):=\delta_{B}(\Xi, z, b)$. For $0 \leq j \leq d-1$,

$$
\Psi_{j}^{+}(\cdot):=\int \mathbf{1}\{(z, b, \delta(z, b)) \in \cdot\} C_{j}^{+}(\Xi, d(z, b))
$$

is a random measure on $\mathbb{R}^{d} \times \mathbb{R}^{d} \times[0, \infty]$. The intensity measure

$$
\Lambda_{j}(\cdot):=E\left[\Psi_{j}^{+}(\cdot)\right]
$$

of $\Psi_{j}^{+}$satisfies $\Lambda_{j}(\cdot \times[0, \infty])=\Lambda_{j}(\cdot \times(0, \infty])=\Lambda_{j}^{+}(\cdot)$. Further, since $\Lambda_{j}^{+}\left(\cdot \times \mathbb{R}^{d}\right)$ is locally finite, we can make the disintegration

$$
\Lambda_{j}(d(z, b, \rho))=G_{j}^{+}(z, d(b, \rho)) \Lambda_{j}^{+}\left(d z \times \mathbb{R}^{d}\right)
$$

where $G_{j}^{+}$is a stochastic kernel from $\mathbb{R}^{d}$ to $\mathbb{R}^{d} \times[0, \infty]$. (In fact, we will only need $G_{d-1}^{+}$.) Since $\delta(z, b)>0$ for all $(z, b) \in N_{B}(\Xi)$, we can assume without loss of generality that

$$
\begin{equation*}
G_{d-1}^{+}(z, A \times(0, \infty])=\mathscr{R}(z, A), \quad z \in \mathbb{R}^{d} \tag{4.3}
\end{equation*}
$$

Applying Theorem 3.3 and writing $a_{j}:=(d-j) b_{d-j}$, we obtain for $0<t \leq 1$ that

$$
\begin{align*}
& \int g(x)(1-\bar{p}(x)) H_{B}(x, t, A) \mathscr{H}^{d}(d x) \\
& =E\left[\int g(x) \mathbf{1}\{d(x) \in(0, t], u(x) \in A\} \mathscr{U}^{d}(d x)\right] \\
& =\sum_{j=0}^{d-1} a_{j} E\left[\iint g(z+s b) \mathbf{1}\{s \leq t, b \in A, \delta(z, b)>s\}\right. \\
& \left.\quad \times s^{d-j-1} C_{j}^{+}(\Xi, d(z, b)) d s\right] \\
& =\sum_{j=0}^{d-2} a_{j} \iint g(z+s b) \mathbf{1}\{s \leq t, b \in A\} \mathbf{1}\{\rho>s\} s^{d-j-1}  \tag{4.4}\\
& \quad \times \Lambda_{j}(d(z, b, \rho)) d s \\
& \quad+a_{d-1} \iint(g(z+s b)-g(z)) \mathbf{1}\{s \leq t, b \in A\} \\
& \quad \times \mathbf{1}\{\rho>s\} \Lambda_{d-1}(d(z, b, \rho)) d s \\
& \quad+a_{d-1} \iint g(z) \mathbf{1}\{s \leq t\} G_{d-1}^{+}(z, A \times(s, \infty]) \Lambda_{d-1}^{+}\left(d z \times \mathbb{R}^{d}\right) d s \\
& = \\
& =
\end{align*} R_{1}(t)+R_{2}(t)+R_{3}(t) . .
$$

Write $\|g\|:=\max \left\{|g(x)|: x \in \mathbb{R}^{d}\right\}$, let $U$ be the (compact) support of $g$, and define $\bar{U}:=U+\check{B}$. Then we get

$$
\begin{align*}
\left|R_{1}(t)\right| & \leq \sum_{j=0}^{d-2}\|g\| a_{j} \Lambda_{j}^{+}\left(\bar{U} \times \mathbb{R}^{d}\right) \frac{1}{d-j} t^{d-j}  \tag{4.5}\\
& \leq\left(\|g\| \sum_{j=0}^{d-2} \frac{a_{j}}{d-j} \Lambda_{j}^{+}\left(\bar{U} \times \mathbb{R}^{d}\right)\right) t^{2}
\end{align*}
$$

The finite number in brackets is denoted by $c_{g}$, for short.
Now, let $\varepsilon>0$ be an arbitrary positive number. Since $g$ is uniformly continuous, there is some $t_{\varepsilon} \in(0,1]$ such that $|g(z+s b)-g(z)|<\varepsilon$ holds for all $s \in\left(0, t_{\varepsilon}\right]$ and $(z, b) \in \mathbb{R}^{d} \times \check{B}$. Hence we obtain for all $t \in\left(0, t_{\varepsilon}\right]$ that

$$
\left|R_{2}(t)\right| \leq 2 \varepsilon \int_{0}^{t} \int \mathbf{1}\{z \in \bar{U}\} \Lambda_{d-1}^{+}\left(d z \times \mathbb{R}^{d}\right) d s=2 \varepsilon \Lambda_{d-1}^{+}\left(\bar{U} \times \mathbb{R}^{d}\right) t
$$

Since $\varepsilon>0$ was arbitrary, we get

$$
\begin{equation*}
\lim _{t \rightarrow+0} t^{-1}\left|R_{2}(t)\right|=0 \tag{4.6}
\end{equation*}
$$

Finally, using (4.3), we have

$$
\int_{0}^{t} G_{d-1}^{+}(z, A \times(s, \infty]) d s=R(z, A) t-\int_{0}^{t} G_{d-1}^{+}(z, A \times(0, s]) d s
$$

and

$$
\begin{equation*}
\left|\int_{0}^{t} G_{d-1}^{+}(z, A \times(0, s]) d s\right| \leq t G_{d-1}^{+}(z, A \times(0, t]) \tag{4.7}
\end{equation*}
$$

Combining the relations (4.4)-(4.7), we obtain that

$$
\begin{align*}
& \mid \int g(x) t^{-1}(1-\bar{p}(x)) H_{B}(x, t, A) \mathscr{H}^{d}(d x) \\
& \quad \quad-2 \int g(z) R(z, A) \Lambda_{d-1}^{+}\left(d z \times \mathbb{R}^{d}\right) \mid  \tag{4.8}\\
& \quad \leq c_{g} t+t^{-1}\left|R_{2}(t)\right|+2 \int g(z) G_{d-1}^{+}(z, A \times(0, t]) \Lambda_{d-1}^{+}\left(d z \times \mathbb{R}^{d}\right) \\
& \quad \leq c_{g} t+t^{-1}\left|R_{2}(t)\right|+2\|g\| \Lambda_{d-1}(U \times A \times(0, t])
\end{align*}
$$

and hence we see that the right-hand side of (4.8) converges to zero as $t \rightarrow+0$. In view of (4.1) this is precisely the desired conclusion.

Remark 4.3. Let the assumptions of Theorem 4.1 be satisfied, and assume that the measure $\Lambda_{d-1}^{+}\left(\cdot \times \mathbb{R}^{d}\right)$ is absolutely continuous with respect to $\mathscr{H}^{d}$ with density $\lambda_{d-1}^{+}$. Then Fatou's lemma implies that

$$
\liminf _{t \rightarrow+0}\left[t^{-1}(1-\bar{p}(x)) H_{B}(x, t, A)\right] \leq 2 \lambda_{d-1}^{+}(x) \mathscr{R}(x, A)
$$

holds for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$. Note that $\lambda_{d-1}^{+}(x, A):=\lambda_{d-1}^{+}(x) \mathscr{R}(x, A)$ is a density of the measure $\Lambda_{d-1}^{+}(\cdot \times A)$.

Remark 4.4. If the assumptions of the preceding remark are fulfilled and if, in addition, the function

$$
x \mapsto t^{-1}(1-\bar{p}(x)) H_{B}(x, t, A)
$$

can locally be dominated by a locally integrable function which is independent of $t$, then we also have

$$
\limsup _{t \rightarrow+0}\left[t^{-1}(1-\bar{p}(x)) H_{B}(x, t, A)\right] \geq 2 \lambda_{d-1}^{+}(x) \mathscr{R}(x, A)
$$

for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$. This follows by another application of Fatou's lemma. Hence, in particular, if the contact distribution function is differentiable with respect to $t$ at $t=+0$ for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$, then

$$
\begin{equation*}
\left.\frac{\partial}{\partial t}\right|_{t=+0}(1-\bar{p}(x)) H_{B}(x, t, A)=2 \lambda_{d-1}^{+}(x) \mathscr{R}(x, A) \tag{4.9}
\end{equation*}
$$

holds for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$.

REMARK 4.5. The preceding results are more explicit than might appear at first glance. In fact, it follows from Proposition 3.10 that

$$
\Lambda_{d-1}^{+}(\cdot)=E\left[\int_{N_{B^{d}}(\Xi)} \mathbf{1}\left\{\left(x, \nabla h_{\check{B}}(u)\right) \in \cdot\right\} h_{\check{B}}(u) C_{d-1}^{s}(\Xi, d(x, u))\right] .
$$

Let $\Lambda_{j}^{s,+}$ be the intensity measure of $C_{j}^{+}(\Xi, \cdot)$ if $B^{d}$ is the structuring element. Then, in particular, we have

$$
\Lambda_{d-1}^{+}(\cdot)=\int \mathbf{1}\left\{\left(x, \nabla h_{\check{B}}(u)\right) \in \cdot\right\} h_{\check{B}}(u) \Lambda_{d-1}^{s,+}(d(x, u)) .
$$

Introducing the Euclidean rose of directions $\mathscr{R}^{s}$ as a stochastic kernel from $\mathbb{R}^{d}$ to $\mathbb{R}^{d}$ satisfying

$$
\Lambda_{d-1}^{s,+}(d(x, u))=\mathscr{R}^{s}(x, d u) \Lambda_{d-1}^{s,+}\left(d x \times \mathbb{R}^{d}\right),
$$

we get

$$
\Lambda_{d-1}^{+}\left(d x \times \mathbb{R}^{d}\right)=\left[\int h_{\check{B}}(u) \mathscr{R}^{s}(x, d u)\right] \Lambda_{d-1}^{s,+}\left(d x \times \mathbb{R}^{d}\right)
$$

Hence we may choose $\mathscr{R}$ as

$$
\mathscr{R}(x, \cdot)=\left[\int h_{\check{B}}(u) \mathscr{R}^{s}(x, d u)\right]^{-1} \int \mathbf{1}\left\{\nabla h_{\check{B}}(u) \in \cdot\right\} h_{\check{B}}(u) \mathscr{R}^{s}(x, d u) .
$$

Corollary 4.6. Assume that the measures $\Lambda_{j}^{+}\left(\cdot \times \mathbb{R}^{d}\right), j=0, \ldots, d-1$, are locally finite and that $\Lambda_{d-1}^{s,+}\left(\cdot \times \mathbb{R}^{d}\right)$ is absolutely continuous with respect to $\mathscr{H}^{d}$ with density $\lambda_{d-1}^{s,+}$. Let $A \subset \mathbb{R}^{d}$ be a measurable set. Then

$$
\begin{aligned}
& t^{-1}(1-\bar{p}(x)) H_{B}(x, t, A) \mathscr{H}^{d}(d x) \\
& \quad \xrightarrow{v} 2 \lambda_{d-1}^{s,+}(x) \int \mathbf{1}\left\{\nabla h_{\check{B}}(u) \in A\right\} h_{\check{B}}(u) \mathscr{R}^{s}(x, d u) \mathscr{H}^{d}(d x)
\end{aligned}
$$

as $t \rightarrow+0$, where $\xrightarrow{v}$ denotes the vague convergence of measures.
Remark 4.7. Assume that, for $P$-almost all $\omega \in \Omega$, the realization $\Xi(\omega)$ is the closure of its interior. Then

$$
2 \Lambda_{d-1}^{s,+}\left(\cdot \times \mathbb{R}^{d}\right)=E\left[\mathscr{H}^{d-1}(\partial \Xi \cap \cdot)\right]
$$

is the mean surface measure of $\Xi$. By Theorem 2.2 in [37], more generally one has

$$
2 \Lambda_{d-1}^{s,+}(\cdot)=E\left[\mathscr{H}^{d-1}\left(\left\{x \in \operatorname{reg} \Xi:\left(x, u_{B^{d}}(\Xi, x)\right) \in \cdot\right\}\right)\right]
$$

and $\mathscr{H}^{d-1}(\partial \Xi \backslash$ reg $\Xi)=0$.

REMARK 4.8. Finally, we obtain the following deterministic special cases of Theorem 4.1.

Let $K$ be in the extended convex ring, let $A, C \subset \mathbb{R}^{d}$ be measurable and assume that $C$ is bounded. Then

$$
\begin{aligned}
& \mathscr{H}^{d}(\{x \in(K+\varepsilon \check{B}) \backslash K: x \in C, u(x) \in A\}) \\
& \quad=2 \varepsilon \int \mathbf{1}\left\{x \in C, \nabla h_{\check{B}}(u) \in A\right\} h_{\check{B}}(u) C_{d-1}^{s}(K, d(x, u))+o(\varepsilon)
\end{aligned}
$$

as $t \rightarrow+0$, provided that

$$
\int \mathbf{1}\{x \in \partial C\} \mathbf{1}\left\{\nabla h_{\breve{B}}(u) \in A\right\} C_{d-1}^{s}(K, d(x, u))=0
$$

Now, let again $K$ be in the extended convex ring and let $D \subset \mathbb{R}^{d} \times \mathbb{R}^{d}$ be measurable and bounded in the first component. Then

$$
\begin{align*}
& \mathscr{H}^{d}(\{x \in(K+\varepsilon \check{B}) \backslash K:(p(x), u(x)) \in D\}) \\
& \quad=2 \varepsilon \int \mathbf{1}\left\{\left(x, \nabla h_{\check{B}}(u)\right) \in D\right\} h_{\check{B}}(u) C_{d-1}^{s}(K, d(x, u))+o(\varepsilon) \tag{4.10}
\end{align*}
$$

as $\varepsilon \rightarrow+0$. To see this one merely has to repeat the proof of Theorem 4.1 with $g(\cdot)$ replaced by $\mathbf{1}\{(p(\cdot), u(\cdot)) \in D\}$. The argument then simplifies considerably and works without the additional assumption of continuity for $g$.

In the remainder of this paper it is often convenient to use the language of germ-grain models (see [34]). Let $\Phi=\left\{\left(\xi_{n}, Z_{n}\right): n \in \mathbb{N}\right\}$ be a point process on $\mathbb{R}^{d} \times \mathscr{K}^{d}$ and set $\Xi_{n}:=Z_{n}+\xi_{n}$ for $n \in \mathbb{N}$. If $\Phi$ satisfies the condition

$$
\begin{equation*}
\sum_{n=1}^{\infty} \mathbf{1}\left\{\left(Z_{n}+\xi_{n}\right) \cap C \neq \varnothing\right\}<\infty, \quad P \text {-a.s. } \tag{4.11}
\end{equation*}
$$

for all compact $C \subset \mathbb{R}^{d}$, then $\Xi:=\bigcup_{n=1}^{\infty} \Xi_{n}$ is $P$-almost surely a closed set. Thus any such point process $\Phi$ defines a grain model $\Xi$ which is derived from the point process $\left\{\Xi_{n}: n \in \mathbb{N}\right\}$ on $\mathscr{K}^{d}$. Conversely, any random closed set $\Xi$ in the extended convex ring can be derived from a point process $\left\{\Xi_{n}: n \in \mathbb{N}\right\}$ on $\mathscr{K}^{d}$ such that the invariance properties of $\Xi$ are preserved (see [40]) and from which we finally obtain a point process $\Phi$ on $\mathbb{R}^{d} \times \mathscr{K}^{d}$ (that is a germ-grain model) by setting $\left(\xi_{n}, Z_{n}\right)=\left(c\left(\Xi_{n}\right), \Xi_{n}-c\left(\Xi_{n}\right)\right)$, where $c\left(\Xi_{n}\right)$ is the "center" of $\Xi_{n}$, that is, (for example) the midpoint of the smallest ball containing $\Xi_{n}$. Actually, it is not necessary to assume that $\left(\xi_{n}, Z_{n}\right) \neq\left(\xi_{m}, Z_{m}\right)$ for $n \neq m$. Therefore it is better to identify $\Phi$ with the random measure

$$
\Phi \equiv \sum_{n=1}^{\infty} \delta_{\left(\xi_{n}, Z_{n}\right)}
$$

where $\delta_{(x, K)}$ is the Dirac measure located at $(x, K) \in \mathbb{R}^{d} \times \mathscr{K}^{d}$. Note that we do not assume that the convex bodies in the second component have their centers at the origin. Here and in the following the summation index $n$ formally ranges from 1 to $\infty$ even if the summation is merely from $n=1$ to $\nu$, where $\nu$ is a random variable with values in $\{0,1, \ldots, \infty\}$.

Denote by $\mathbf{N}^{\prime}$ the set of all $\left(\mathbb{Z}^{+} \cup\{\infty\}\right)$-valued measures $\varphi$ on $\mathbb{R}^{d} \times \mathscr{K}^{d}$ such that $\varphi\left(\cdot \times \mathscr{K}^{d}\right)$ is locally finite and let $\mathscr{N}^{\prime}$ be the $\sigma$-field generated by the vague topology on $\mathbf{N}^{\prime}$ (see [15]). In the following, we always assume that $\Phi$ is given such that:
(A1) $\Phi$ is a random element of $\left(\mathbf{N}^{\prime}, \mathscr{N}^{\prime}\right)$.
(A2) For all compact $C \subset \mathbb{R}^{d}$ the condition

$$
\int \mathbf{1}\{(K+x) \cap C \neq \varnothing\} \Phi(d(x, K))<\infty \quad P \text {-a.s. }
$$

is satisfied.
Let $\mathbf{N}_{s}^{\prime}$ denote the set of all $\varphi \in \mathbf{N}^{\prime}$ satisfying $\varphi(\{(x, K)\}) \leq 1$ for all $(x, K)$. If $P\left(\Phi \in \mathbf{N}_{s}^{\prime}\right)=1$, then $\Phi$ is called simple. Although we will view $\Phi$ as a random measure, we will often write $\Phi=\left\{\left(\xi_{n}, Z_{n}\right): n \in \mathbb{N}\right\}$ even if $\Phi$ is not simple. The intensity (or mean) measure $\alpha$ of $\Phi$ is defined as

$$
\alpha(\cdot):=E\left[\sum_{n=1}^{\infty} \mathbf{1}\left\{\left(\xi_{n}, Z_{n}\right) \in \cdot\right\}\right] .
$$

We will often assume that the intensity measure $\alpha$ of $\Phi$ is $\sigma$-finite. This condition is, for example, satisfied if the intensity measure $\alpha\left(\cdot \times \mathscr{K}^{d}\right)$ of the point process $\Phi\left(\cdot \times \mathscr{K}^{d}\right)=\sum_{n=1}^{\infty} \delta_{\xi_{n}}$ is $\sigma$-finite. The second factorial moment measure $\alpha^{(2)}$ of $\Phi$ is defined by

$$
\alpha^{(2)}(\cdot):=E\left[\iint \mathbf{1}\left\{\left(x_{1}, K_{1}, x_{2}, K_{2}\right) \in \cdot\right\}\left(\Phi \backslash \delta_{\left(x_{1}, K_{1}\right)}\right)\left(d\left(x_{2}, K_{2}\right)\right) \Phi\left(d\left(x_{1}, K_{1}\right)\right)\right]
$$

where $\Phi \backslash \delta_{(x, K)}:=\Phi-\mathbf{1}\{\Phi(\{(x, K)\})>0\} \delta_{(x, K)}$. Recall that $\Xi^{+}$denotes the set of all boundary points $z \in \partial \exists$ for which there is some $b \in \mathbb{R}^{d}$ with $(z, b) \in$ $N_{B}(\Xi)$.

The following proposition will be essential for the calculations below. Here and subsequently we will assume that the structuring element $B$ is smooth (i.e., has unique support planes). We will comment on this condition in Remark 4.18.

Proposition 4.9. Let $B$ be smooth, let $\nu$ be a $\sigma$-finite measure on $\mathscr{K}^{d} \times \mathbb{R}^{d} \times$ $\mathscr{K}^{d}$, and assume that $\alpha^{(2)}$ is absolutely continuous with respect to the product measure $\mathscr{H}^{d} \otimes \nu$. Then

$$
\begin{equation*}
P\left(\Xi^{+}=\bigcup_{n=1}^{\infty}\left(\partial \Xi_{n} \backslash \Xi^{(n)}\right)\right)=1, \tag{4.12}
\end{equation*}
$$

where $\Xi^{(n)}:=\bigcup_{i \neq n} \Xi_{i}$. In particular, for $j=0, \ldots, d-1$ we have

$$
\begin{equation*}
C_{j}^{+}(\Xi, \cdot)=\sum_{n=1}^{\infty} C_{j}\left(\Xi_{n}, \cdot \cap\left(\left(\mathbb{R}^{d} \backslash \Xi^{(n)}\right) \times \mathbb{R}^{d}\right)\right), \quad P \text {-a.s. } \tag{4.13}
\end{equation*}
$$

Proof. The Euclidean case of (4.12) has been proved in [13] (Theorem A.1). For the sake of completeness we outline the proof in the present more general setting. The inclusion

$$
\begin{equation*}
\Xi^{+} \supset \bigcup_{n \in \mathbb{N}}\left(\partial \Xi_{n} \backslash \Xi^{(n)}\right) \tag{4.14}
\end{equation*}
$$

is always true. Hence, if equality fails to hold in (4.14), then there is some $z \in \partial \Xi_{n} \cap \partial \Xi_{m}, m \neq n$, and some $b \in \mathbb{R}^{d}$ such that $(z, b) \in N_{B}(\Xi)$. The latter condition implies that there is some $\varepsilon>0$ with $[(z+\varepsilon b)+\varepsilon B] \cap \Xi=\{z\}$. Since $B$ is smooth, it follows that $z \in F\left(\Xi_{n}, u\right) \cap F\left(\Xi_{m}, u\right)$, where $-u \in S^{d-1}$ is the uniquely determined (Euclidean) exterior unit normal vector of $(z+\varepsilon b)+\varepsilon B$ at $z$ and the support sets $F\left(\Xi_{n}, u\right)$ are defined as in [28] (see also Section 2). This shows that

$$
\xi_{n}-\xi_{m} \in \Lambda\left(Z_{m}, Z_{n}\right):=\bigcup_{u \in S^{d-1}}\left[F\left(Z_{m}, u\right)+F\left(-Z_{n},-u\right)\right]
$$

It was proved in [13] (Theorem A.1) that $\mathscr{H}^{d}\left(\Lambda\left(Z_{m}, Z_{n}\right)\right)=0$. Therefore, by essentially the same argument as in [13], we obtain $P\left(\Xi^{+} \neq \bigcup_{n=1}^{\infty}\left(\partial \Xi_{n}\right)\right.$ $\left.\left.\Xi^{(n)}\right)\right)=0$, which establishes the first assertion. The second assertion then is implied by Corollary 3.5.

In the following, we will frequently assume that the intensity measure $\alpha$ of $\Phi$ can be represented in the form

$$
\begin{equation*}
\alpha(d(x, K))=f(x, K) \mathscr{H}^{d}(d x) Q_{0}(d K) \tag{4.15}
\end{equation*}
$$

where $f: \mathbb{R}^{d} \times \mathscr{K}^{d} \rightarrow[0, \infty)$ is a measurable function and $Q_{0}$ is a probability measure on $\mathscr{K}^{d}$. Sometimes we will have to assume that

$$
\begin{equation*}
\int \mathbf{1}\{(K+z) \cap C \neq \varnothing\} \alpha(d(z, K))<\infty \tag{4.16}
\end{equation*}
$$

for all compact $C \subset \mathbb{R}^{d}$.
Proposition 4.10. Assume that condition (4.15) is satisfied. Let $A \subset \mathbb{R}^{d}$ be measurable. Then, for $j=0, \ldots, d-1, \Lambda_{j}^{+}(\cdot \times A)$ and

$$
\begin{equation*}
E\left[\sum_{n=1}^{\infty} C_{j}\left(\Xi_{n}, \cdot \times A\right)\right] \tag{4.17}
\end{equation*}
$$

are absolutely continuous. The density $\lambda_{j}(x, A)$ of the measure in (4.17) fulfills

$$
\lambda_{j}(x, A)=\iint f(x-z, K) C_{j}(K, d z \times A) Q_{0}(d K)
$$

If, in addition, (4.16) is satisfied, then both measures are locally finite.

Proof. Fallert [5] has proved in the Euclidean case that the measure given in (4.17) is absolutely continuous and he has also determined the density. Moreover, he has proved that the additional assumption (4.16) implies that this measure is locally finite. The corresponding statements in the present more general setting of Minkowski geometry and for general sets $A$ can be proved similarly. The only change which is required concerns the constant appearing in Lemma 2.1 of [5]. Using (3.5) and the notation of the proof for Theorem 3.3, we get

$$
C_{j}^{+}(\Xi, \cdot)=\sum_{i \in \mathbb{N}} C_{j}\left(\Xi_{i}, \cdot \cap N_{B}^{i}(\Xi)\right) \leq \sum_{i \in \mathbb{N}} C_{j}\left(\Xi_{i}, \cdot\right) .
$$

Hence, it is also true that $\Lambda_{j}^{+}(\cdot \times A)$ is absolutely continuous. Moreover, $\Lambda_{j}^{+}(\cdot \times$ $A$ ) is locally finite under the additional assumption (4.16).

If $\Phi$ is a Poisson process, then we can compute $\Lambda_{j}^{+}$quite easily as the next proposition shows. Clearly, a proof of Proposition 4.11 could also be obtained from the more general Theorem 4.17 below and by an application of Slivnyak's theorem.

Proposition 4.11. Let $B$ be smooth. Assume that $\Phi$ is a Poisson process with an intensity measure $\alpha$ of the form (4.15). Let $j \in\{0, \ldots, d-1\}$, and let $A \subset \mathbb{R}^{d}$ be measurable. Then $\Lambda_{j}^{+}(\cdot \times A)$ is absolutely continuous with density $\lambda_{j}^{+}(x, A)=(1-\bar{p}(x)) \lambda_{j}(x, A)$, where $\lambda_{j}(\cdot, A)$ is the density of the measure in (4.17).

Proof. We use the equation

$$
\begin{align*}
& E\left[\int \mathbf{1}\left\{\left(\Phi \backslash \delta_{(x, K)}, x, K\right) \in \cdot\right\} \Phi(d(x, K))\right] \\
& \quad=E\left[\int \mathbf{1}\{(\Phi, x, K) \in \cdot\} \alpha(d(x, K))\right] \tag{4.18}
\end{align*}
$$

which is characteristic for the Poisson process; see [23]. In particular, it follows that $\alpha^{(2)}=\alpha \otimes \alpha$ so that Proposition 4.9 is applicable. Representing $\Xi$ as a measurable function $T(\Phi)$ such that $\Xi^{(n)}=T\left(\Phi \backslash \delta_{\left(\xi_{n}, Z_{n}\right)}\right), n \in \mathbb{N}$, we obtain from (4.13) that

$$
\begin{aligned}
\Lambda_{j}^{+}(\cdot)= & E\left[\sum_{n=1}^{\infty} \int \mathbf{1}\{(z, b) \in \cdot\} \mathbf{1}\left\{z \notin \Xi^{(n)}\right\} C_{j}\left(\Xi_{n}, d(z, b)\right)\right] \\
= & E\left[\iint \mathbf{1}\{(z, b) \in \cdot\} \mathbf{1}\{z \notin \Xi\} C_{j}(K+y, d(z, b)) \alpha(d(y, K))\right] \\
= & \iiint \mathbf{1}\{(z+y, b) \in \cdot\}(1-\bar{p}(z+y)) C_{j}(K, d(z, b)) \\
& \times f(y, K) \mathscr{H}^{d}(d y) Q_{0}(d K) \\
= & \iiint \mathbf{1}\{(x, b) \in \cdot\}(1-\bar{p}(x)) f(x-z, K) C_{j}(K, d(z, b)) \mathscr{H}^{d}(d x) Q_{0}(d K) .
\end{aligned}
$$

This proves the first assertion. The second assertion is then implied by Proposition 4.10 and the first assertion.

Remark 4.12. In a Euclidean setting and under the assumption that $\Phi$ is a Poisson process which satisfies conditions (4.15) and (4.16), Fallert has proved that the measures $E\left[C_{j}\left(\Xi, \cdot \times \mathbb{R}^{d}\right)\right], j=0, \ldots, d-1$, are locally finite and absolutely continuous. He also determined the corresponding densities $D_{j}(\cdot)$ explicitly. In this situation and for $j=d-1$, one can easily check that $D_{d-1}(x)=\lambda_{d-1}^{+}(x)$ holds for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$. This is not surprising, since $C_{d-1}(\Xi, \cdot)=C_{d-1}^{+}(\Xi, \cdot)$ according to Theorem 3.9.

By saying that $\Phi$ is an independently marked point process we mean that $\Phi\left(\cdot \times \mathscr{K}^{d}\right)$ and $\left(Z_{n}\right)$ are independent and that the $Z_{n}, n \in \mathbb{N}$, are independent with distribution $Q_{0}$. As usual we call $Q_{0}$ the distribution of a typical grain. If, for instance, $\Phi\left(\cdot \times \mathscr{K}^{d}\right)$ is a Poisson process with intensity measure $\alpha^{\prime}$, then $\Phi$ is also Poisson with intensity measure $\alpha^{\prime} \otimes Q_{0}$. In this case we can compute the contact distribution function $H_{B}(x, t)$ rather explicitly. In fact, we can even treat the following much more general situation.

Proposition 4.13. Assume that $\Phi$ is a Poisson process with an intensity measure $\alpha$ of the form (4.15). Then the contact distribution function $H_{B}(x, \cdot)$ is for all $x \in \mathbb{R}^{d}$ absolutely continuous and we have

$$
H_{B}(x, t)=1-\exp \left[-\int_{0}^{t} \rho_{B}(x, s) d s\right], \quad t \geq 0
$$

where

$$
\rho_{B}(x, t):=2 \iint f(x-y, K) C_{d-1}\left(K+t \check{B}, d y \times \mathbb{R}^{d}\right) Q_{0}(d K) .
$$

Proof. Following Heinrich [12] we first show that each bounded set is almost surely hit by only a finite number of the grains $\Xi_{n}$ if and only if (4.16) is satisfied for each compact $C \subset \mathbb{R}^{d}$. We start with observing that $\beta:=\alpha\left(\cdot \times \mathscr{K}^{d}\right)$ is locally finite, since $\Phi$ is a Poisson process which takes values in $\mathbf{N}^{\prime}$. Moreover, (4.15) shows that $\beta$ is diffuse, and hence $\Psi:=\Phi\left(\cdot \times \mathscr{K}^{d}\right)$ and $\Phi=\left\{\left(\xi_{n}, Z_{n}\right): n \in \mathbb{N}\right\}$ are simple point processes. We write $\alpha(d(x, K))=$ $\gamma(x, d K) \beta(d x)$, where $\beta(d x)=\int f(x, K) Q_{0}(d K) \mathscr{H}^{d}(d x)$ and $\gamma(x, d K)$ is determined for $\beta$-a.e. $x \in \mathbb{R}^{d}$. By a fundamental property of marked Poisson processes (see Section 5.2 in [18]) we get that given $\Psi$ the random variables $Z_{n}$ are conditionally independent and $P\left(Z_{n} \in \cdot \mid \Psi\right)=\gamma\left(\xi_{n}, \cdot\right) P$-a.s. Let $C \subset \mathbb{R}^{d}$ be compact. Then (4.11) is equivalent to

$$
P\left(\sum_{n=1}^{\infty} \mathbf{1}\left\{\left(Z_{n}+\xi_{n}\right) \cap C \neq \varnothing\right\}<\infty \mid \Psi\right)=1, \quad P \text {-a.s. }
$$

By a Borel-Cantelli type argument we can conclude that this holds precisely if

$$
\sum_{n=1}^{\infty} P\left(\left(Z_{n}+\xi_{n}\right) \cap C \neq \varnothing \mid \Psi\right)<\infty, \quad P \text {-a.s. }
$$

that is, if and only if

$$
\iint \mathbf{1}\{(K+x) \cap C \neq \varnothing\} \gamma(x, d K) \Psi(d x)<\infty, \quad P \text {-a.s. }
$$

Using the special form of the characteristic functional for the Poisson process $\Psi$, we see that the last condition yields that

$$
\int\left(1-\exp \left\{-\int \mathbf{1}\{(K+x) \cap C \neq \varnothing\} \gamma(x, d K)\right\}\right) \beta(d x)<\infty
$$

An application of the inequality $1-e^{-x} \geq x / 2, x \in[0,1]$, then implies (4.16).
The reverse implication is obviously true.
Now take a compact $C \subset \mathbb{R}^{d}$. It is well known and easy to prove (see [34] for the stationary case) that

$$
\begin{aligned}
-\ln P(\Xi \cap C=\varnothing) & =\iint \mathbf{1}\{(K+y) \cap C \neq \varnothing\} f(y, K) Q_{0}(d K) \mathscr{H}^{d}(d y) \\
& =\iint \mathbf{1}\{y \in \check{K}+C\} f(y, K) Q_{0}(d K) \mathscr{H}^{d}(d y)
\end{aligned}
$$

Hence we obtain for all $x \in \mathbb{R}^{d}$ and any fixed $t \geq 0$ that

$$
\begin{aligned}
-\ln P(d(x)>t)= & -\ln P(\exists \cap(x+t B)=\varnothing) \\
= & \iint \mathbf{1}\{y \in \check{K}+(x+t B)\} f(y, K) Q_{0}(d K) \mathscr{H}^{d}(d y) \\
= & \iint \mathbf{1}\{y \in(K-x)+t \check{B}\} f(-y, K) \mathscr{H}^{d}(d y) Q_{0}(d K) \\
= & \iint f(-y, K) \mathbf{1}\{y \in K-x\} \mathscr{H}^{d}(d y) Q_{0}(d K) \\
& \quad+2 \iiint \mathbf{1}\{s \leq t\} f(x-y, K) \\
& \quad \times C_{d-1}\left(K+s \check{B}, d y \times \mathbb{R}^{d}\right) d s Q_{0}(d K),
\end{aligned}
$$

where we have used Corollary 2.6. Relation (4.16) yields as a by-product that, for $t \geq 0, P(d(x)>t)>0$ and, in particular, $P(d(x)>0)=1-\bar{p}(x)>0$. Letting $t=0$, we see that the first term in the last sum equals $-\ln P(d(x)>$ $0)=\ln (1-\bar{p}(x))$. Because

$$
P(d(x)>t)=(1-\bar{p}(x))-(1-\bar{p}(x)) H_{B}(x, t),
$$

this completes the proof.
REMARK 4.14. An alternative expression for $\rho_{B}$ defined in Proposition 4.13 is

$$
\begin{align*}
\rho_{B}(x, t)= & \sum_{j=0}^{d-1}(d-j) b_{d-j} t^{d-j-1} \iint f(x-z-t b, K)  \tag{4.19}\\
& \times C_{j}\left(K, d(z, b) Q_{0}(d K)\right.
\end{align*}
$$

This can be deduced from Theorem 2.5.

Remark 4.15. Let the assumptions of Proposition 4.13 be satisfied and assume moreover that $f(\cdot, K)$ is continuous for $Q_{0}$-a.e. $K$ and that $f$ is bounded. Then it follows that $\rho_{B}(x, \cdot)$ is continuous on $[0, \infty)$, provided we impose the integrability conditions

$$
\begin{equation*}
\int C_{j}\left(K, \mathbb{R}^{d} \times \mathbb{R}^{d}\right) Q_{0}(d K)<\infty, \quad j=0, \ldots, d-1 \tag{4.20}
\end{equation*}
$$

Alternatively, this condition can be expressed in terms of an integrability condition for Euclidean quermass-integrals (or intrinsic volumes). Hence $H_{B}(x, \cdot)$ is differentiable in this case and in particular we have

$$
\left.\frac{\partial}{\partial t}\right|_{t=+0} H_{B}(x, t)=2 \iint f(x-y, K) C_{d-1}\left(K, d y \times \mathbb{R}^{d}\right) Q_{0}(d K)
$$

If we merely assume that for $Q_{0}$-a.e. $K \in \mathscr{K}^{d}$ the set of points of discontinuity of $f(\cdot, K)$ has $\mathscr{H}^{d}$ measure zero, then the preceding equation still holds for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$. This is in accordance with Theorem 4.1 and Proposition 4.11.

In the general case it is difficult to treat the contact distribution function explicitly. However, under rather weak assumptions, we are still able to prove absolute continuity and to derive an expression for the density. The appropriate tool for formulating and proving the corresponding result are the Palm probabilities $\left\{P_{(x, K)}:(x, K) \in \mathbb{R}^{d} \times \mathscr{K}^{d}\right\}$ of $\Phi$. Their definition requires that the intensity measure $\alpha$ of $\Phi$ is $\sigma$-finite, which is assumed from now on. Then $(x, K) \mapsto P_{(x, K)}(A)$ is for all $A \in \mathscr{F}$ a Radon-Nikodym derivative of the measure $E\left[1_{A} \Phi(\cdot)\right]$ with respect to $\alpha$. It is easy to see that this definition entails that

$$
\iint H(\omega, x, K) \Phi(\omega, d(x, K)) P(d \omega)=\iint H(\omega, x, K) P_{(x, K)}(d \omega) \alpha(d(x, K))
$$

where $H: \Omega \times \mathbb{R}^{d} \times \mathscr{K}^{d} \rightarrow[0, \infty]$ is an arbitrary measurable function. Special cases of this equation will be used several times subsequently. As in Kallenberg ([15], page 84) we can assume without restricting generality that $(x, K) \mapsto P_{(x, K)}(\cdot)$ is a stochastic kernel, since all of our random elements take their values in Polish spaces. Moreover, by Lemma 10.2 in [15] we can also assume that $P_{(x, K)}(\Phi(\{(x, K)\}) \geq 1)=1$ for all $(x, K)$. If $\Phi$ is a simple point process, then $P_{(x, K)}(A)$ can be interpreted as the conditional probability of $A$ given that $\Phi(\{(x, K)\})=1$. The distance $d(x)$ and other quantities which are used below depend on $\Phi$. In order to make this dependence explicit we sometimes write, for example, $d(T(\Phi), x)$ or simply $d(\Phi, x)$.

THEOREM 4.16. Let the assumptions of Proposition 4.9 be satisfied and assume also that $\alpha$ is of the form (4.15). Let $A \subset \mathbb{R}^{d}$ be measurable. Then
$(1-\bar{p}(x)) H_{B}(x, \cdot, A)$ is for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$ absolutely continuous with density

$$
\begin{align*}
t \mapsto & \sum_{j=0}^{d-1}(d-j) b_{d-j} t^{d-j-1} \iint P_{(x-z-t b, K)} \\
& \times\left(d\left(\Phi \backslash \delta_{(x-z-t b, K)}, x\right)>t\right) \mathbf{1}\{b \in A\}  \tag{4.21}\\
& \times f(x-z-t b, K) C_{j}(K, d(z, b)) Q_{0}(d K)
\end{align*}
$$

Proof. For any measurable function $h: \mathbf{N}^{\prime} \rightarrow \mathbb{R}$ (cf. the definitions before Proposition 4.11) we write $E_{(x, K)}^{!}[h(\Phi)]:=E_{(x, K)}\left[h\left(\Phi \backslash \delta_{(x, K)}\right)\right]$, where $E_{(x, K)}$ denotes expectation with respect to $P_{(x, K)}$. Then we have

$$
\begin{align*}
& E\left[\int h\left(\Phi \backslash \delta_{(x, K)}, x, K\right) \Phi(d(x, K))\right]  \tag{4.22}\\
& \quad=\iint E_{(x, K)}^{!}[h(\Phi, x, K)] f(x, K) \mathscr{H}^{d}(d x) Q_{0}(d K)
\end{align*}
$$

for all measurable functions $h$. Let $g: \mathbb{R}^{d} \rightarrow[0, \infty]$ be measurable. By Theorem 3.3, Proposition 4.9, using the same abbreviations as in the proof of Theorem 4.1, employing the map $T$ defined in the proof of Proposition 4.11 and tacitly using Fubini's theorem (which is possible because of Lemma 3.11 and Corollary 3.14) we obtain

$$
\begin{aligned}
& \int g(x)(1-\bar{p}(x)) H_{B}(x, t, A) \mathscr{H}^{d}(d x) \\
& =\int E[g(x) \mathbf{1}\{x \notin \Xi, d(x) \leq t, u(x) \in A\}] \mathscr{H}^{d}(d x) \\
& =E\left[\int g(x) \mathbf{1}\{x \notin \Xi, d(x) \leq t, u(x) \in A\} \mathscr{H}^{d}(d x)\right] \\
& =\sum_{j=0}^{d-1} a_{j} E\left[\iint g(z+s b) \mathbf{1}\{\delta(\Xi, z, b)>s\} \mathbf{1}\{s \leq t, b \in A\}\right. \\
& \left.\quad \times s^{d-j-1} C_{j}^{+}(\Xi, d(z, b)) d s\right] \\
& =\sum_{j=0}^{d-1} a_{j} E\left[\sum_{n=1}^{\infty} \iint g(z+s b) \mathbf{1}\{s \leq t, b \in A\} s^{d-j-1} \mathbf{1}\left\{z \notin \Xi^{(n)}\right\}\right. \\
& \left.\quad \times \mathbf{1}\{\delta(\Xi, z, b)>s\} C_{j}\left(\Xi_{n}, d(z, b)\right) d s\right] \\
& =\sum_{j=0}^{d-1} a_{j} E\left[\iiint g(z+s b) \mathbf{1}\{s \leq t\} \mathbf{1}\{b \in A\} s^{d-j-1} \mathbf{1}\left\{z \notin T\left(\Phi \backslash \delta_{(y, K)}\right)\right\}\right. \\
& \left.\quad \times \mathbf{1}\{\delta(T(\Phi), z, b)>s\} C_{j}(K+y, d(z, b)) d s \Phi(d(y, K))\right]
\end{aligned}
$$

For $(z, b) \in N_{B}(K+y)$ and $\Phi(\{(y, K)\})>0$ we have

$$
z \notin T\left(\Phi \backslash \delta_{(y, K)}\right) \quad \text { and } \quad \delta(T(\Phi), z, b)>s
$$

if and only if

$$
d\left(T\left(\Phi \backslash \delta_{(y, K)}\right), z+s b\right)>s
$$

In view of (4.22) the preceding chain of equalities can be continued with

$$
\begin{aligned}
& =\sum_{j=0}^{d-1} a_{j} E\left[\int \left\{\iint g(z+s b) \mathbf{1}\{s \leq t\} \mathbf{1}\{b \in A\} s^{d-j-1}\right.\right. \\
& \left.\times \mathbf{1}\left\{d\left(T\left(\Phi \backslash \delta_{(y, K)}\right), z+s b\right)>s\right\} C_{j}(K+y, d(z, b)) d s\right\} \\
& \times \Phi(d(y, K))] \\
& =\sum_{j=0}^{d-1} a_{j} \iint E_{(y, K)}^{!}\left[\iint g(z+s b) \mathbf{1}\{s \leq t\} \mathbf{1}\{b \in A\} s^{d-j-1}\right. \\
& \left.\times \mathbf{1}\{d(T(\Phi), z+s b)>s\} C_{j}(K+y, d(z, b)) d s\right] \\
& \times f(y, K) \mathscr{H}^{d}(d y) Q_{0}(d K) \\
& =\iint E_{(y, K)}^{!}\left[\int g(x) \mathbf{1}\left\{0<d_{B}(K+y, x) \leq t, u_{B}(K+y, x) \in A\right\}\right. \\
& \left.\times \mathbf{1}\left\{d(T(\Phi), x)>d_{B}(K+y, x)\right\} \mathscr{\varkappa}^{d}(d x)\right] \\
& \times f(y, K) \mathscr{H}^{d}(d y) Q_{0}(d K) \\
& =\int g(x)\left\{\iint E_{(y, K)}^{!}\left[\mathbf{1}\left\{d(T(\Phi), x)>d_{B}(K+y, x)\right\}\right]\right. \\
& \times \mathbf{1}\left\{0<d_{B}(K+y, x) \leq t, u_{B}(K+y, x) \in A\right\} \\
& \left.\times f(y, K) \mathscr{H}^{d}(d y) Q_{0}(d K)\right\} \mathscr{H}^{d}(d x) .
\end{aligned}
$$

Since $g: \mathbb{R}^{d} \rightarrow[0, \infty]$ was arbitrarily chosen, we obtain for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$ that

$$
\begin{aligned}
(1-\bar{p}(x)) H_{B}(x, t, A)=\iint & E_{(y, K)}^{!}\left[\mathbf{1}\left\{d(T(\Phi), x)>d_{B}(K+y, x)\right\}\right] \\
& \times \mathbf{1}\left\{0<d_{B}(K+y, x)\right\} \\
\leq & t, u_{B}(K+y, x) \in A f(y, K) \mathscr{H}^{d}(d y) Q_{0}(d K)
\end{aligned}
$$

Using for all $x, y \in \mathbb{R}^{d}$ and all convex $K$ the easy to check relations

$$
d_{B}(K+y, x)=d_{B}(K-x,-y) \quad \text { and } \quad u_{B}(K+y, x)=u_{B}(K-x,-y)
$$

as well as the change of variables $y \mapsto-y$, we can continue with

$$
\begin{aligned}
& =\iint E_{(y, K)}^{!}\left[\mathbf{1}\left\{d(T(\Phi), x)>d_{B}(K-x, y)\right\}\right] \\
& \quad \times \mathbf{1}\left\{0<d_{B}(K-x, y) \leq t, u_{B}(K-x, y) \in A\right\} f(-y, K) \mathscr{H}^{d}(d y) Q_{0}(d K) \\
& =\sum_{j=0}^{d-1} a_{j} \iiint E_{(-z-s b, K)}^{!}[\mathbf{1}\{d(T(\Phi), x)>s\}] \\
& \quad \times \mathbf{1}\{s \leq t\} \mathbf{1}\{b \in A\} s^{d-j-1} f(-z-s b, K) C_{j}(K-x, d(z, b)) d s Q_{0}(d K) \\
& =\sum_{j=0}^{d-1} a_{j} \iiint E_{(x-z-s b, K)}^{!}[\mathbf{1}\{d(T(\Phi), x)>s\}] \\
& \quad \times \mathbf{1}\{s \leq t\} \mathbf{1}\{b \in A\} s^{d-j-1} f(x-z-s b, K) C_{j}(K, d(z, b)) Q_{0}(d K) d s
\end{aligned}
$$

This proves the absolute continuity while the asserted form (4.21) of the density follows directly from the definition of the expectation $E_{(x-z-s b, K)}^{!}(\cdot)$.

A similar argument will be used to determine explicit expressions for the densities of the intensity measures $\Lambda_{j}^{+}(\cdot \times A)$ for measurable sets $A \subset \mathbb{R}^{d}$.

Theorem 4.17. Let the assumptions of Proposition 4.9 be satisfied and assume also that $\alpha$ is of the form (4.15). Let $A \subset \mathbb{R}^{d}$ be measurable. Then $\Lambda_{j}^{+}(\cdot \times A), j=0, \ldots, d-1$, is absolutely continuous with density

$$
\begin{aligned}
\lambda_{j}^{+}(x, A)= & \iint P_{(x-z, K)}\left(d\left(\Phi \backslash \delta_{(x-z, K)}, x\right)>0\right) \\
& \times f(x-z, K) C_{j}(K, d z \times A) Q_{0}(d K)
\end{aligned}
$$

Proof. Similarly as in the proof for Theorem 4.16 we obtain that

$$
\begin{aligned}
\Lambda_{j}^{+}(\cdot)= & E\left[\sum_{n=1}^{\infty} \int \mathbf{1}\{(z, b) \in \cdot\} \mathbf{1}\left\{z \notin \Xi^{(n)}\right\} C_{j}\left(\Xi_{n}, d(z, b)\right)\right] \\
= & \iint E_{(x, K)}^{!}\left[\int \mathbf{1}\{(z, b) \in \cdot\} \mathbf{1}\{z \notin \Xi\} C_{j}(K+x, d(z, b))\right] \\
& \times f(x, K) \mathscr{H}^{d}(d x) Q_{0}(d K)
\end{aligned}
$$

which yields the result after the change of variables $x+z \mapsto y$.
REmark 4.18. In the preceding two theorems we have assumed that $B$ is smooth. This assumption implies that only the first term of the expansion in Theorem 3.4 needs to be taken into account. The case of a general strictly convex body $B$ can be treated by considering additional terms in this expansion. This requires the use of multivariate Palm probability measures as defined in [15].

Remark 4.19. The previous result suggests taking another look at Theorem 4.1 and the subsequent discussion. Passing to the limit in (4.21) as $t \rightarrow+0$ in an informal way, yields indeed $2 \lambda_{d-1}^{+}(x) \mathscr{R}(x, A)$. A formal justification of this convergence requires some additional assumptions such as absolute continuity of the Palm distributions and boundedness and continuity conditions on the densities. Rather than formulating a general theorem, we shall discuss this below by means of examples.

Remark 4.20. In the proofs and statements of Theorems 4.16 and 4.17, effectively one merely uses the reduced Palm distributions $Q_{(x, K)}^{!}(\cdot):=$ $P_{(x, K)}\left(\Phi \backslash \delta_{(x, K)} \in \cdot\right)$ and not the Palm probabilities themselves. They satisfy the equation

$$
\begin{aligned}
& E\left[\int \mathbf{1}\left\{\left(\Phi \backslash \delta_{(x, K)}, x, K\right) \in \cdot\right\} \Phi(d(x, K))\right] \\
& \quad=\iint \mathbf{1}\{(\varphi, x, K) \in \cdot\} Q_{(x, K)}^{!}(d \varphi) \alpha(d(x, K))
\end{aligned}
$$

Although these distributions are only unique $\alpha$-almost everywhere, one can use any version of them in Theorems 4.16 and 4.17.

In the remainder of this section we discuss some special cases of the preceding two results. First, we consider a Gibbs process $\Phi$. Such a point process is a natural generalization of a Poisson process and can conveniently be defined by the equation

$$
\begin{align*}
& E\left[\int \mathbf{1}\left\{\left(\Phi \backslash \delta_{(x, K)}, x, K\right) \in \cdot\right\} \Phi(d(x, K))\right]  \tag{4.23}\\
& \quad=E\left[\iint \mathbf{1}\{(\Phi, x, K) \in \cdot\} \lambda(\Phi, x, K) \mathscr{H}^{d}(d x) Q_{0}(d K)\right]
\end{align*}
$$

where $\lambda$ is a nonnegative measurable function and $Q_{0}$ is a probability measure on $\mathscr{K}^{d}$. This is an integral definition of a Gibbs process with state space $\mathbb{R}^{d} \times$ $\mathscr{K}^{d}$ and local energy function $-\ln \lambda$. We refer to Kallenberg [15] (see also [34]) for an extensive discussion of the point process approach to Gibbs processes. The intensity measure of $\Phi$ is given by $\alpha(d(x, K))=f(x, K) \mathscr{H}^{d}(d x) Q_{0}(d K)$, where $f(x, K):=E[\lambda(\Phi, x, K)]$. We assume that these expectations are finite. Our first result on Gibbs processes generalizes Proposition 4.11.

Proposition 4.21. Assume that $B$ is smooth and let $\Phi$ be a Gibbs process with local energy function $-\ln \lambda$ as described above. Then $\Lambda_{j}^{+}(\cdot \times A), j=$ $0, \ldots, d-1$, is for all measurable $A \subset \mathbb{R}^{d}$ absolutely continuous with density

$$
\lambda_{j}^{+}(x, A)=\int \bar{\lambda}(x, x-y, K) C_{j}(K, d y \times A) Q_{o}(d K)
$$

where

$$
\bar{\lambda}(x, y, K):=E[\mathbf{1}\{x \notin \Xi\} \lambda(\Phi, y, K)], \quad x, y \in \mathbb{R}^{d}
$$

Proof. Equation (4.23) easily implies that $\alpha^{(2)}$ is absolutely continuous with respect to $\mathscr{H}^{d} \otimes Q_{0} \otimes \mathscr{H}^{d} \otimes Q_{0}$ with density

$$
\left(x_{1}, K_{1}, x_{2}, K_{2}\right) \mapsto E\left[\lambda\left(\Phi+\delta_{\left(x_{2}, K_{2}\right)}, x_{1}, K_{1}\right) \lambda\left(\Phi, x_{2}, K_{2}\right)\right] .
$$

Therefore the assumptions of Proposition 4.9 are satisfied. Furthermore, note that as a consequence of (4.23) we have

$$
\begin{equation*}
P_{(x, K)}\left(\Phi \backslash \delta_{(x, K)} \in \cdot\right)=f(x, K)^{-1} E[\mathbf{1}\{\Phi \in \cdot\} \lambda(\Phi, x, K)] \tag{4.24}
\end{equation*}
$$

for $\alpha$-a.e. $(x, K)$. In view of Theorem 4.17 and Remark 4.20 this yields the result.

Having identified the density in Theorem 4.17 for Gibbs processes, we now show how Theorem 4.16 can be specified for such processes. Subsequently, we will only consider contact distribution functions, but intensity measures can be treated similarly.

Proposition 4.22. Let the assumptions of Proposition 4.21 be satisfied and let $A \subset \mathbb{R}^{d}$ be measurable. Then $(1-\bar{p}(x)) H_{B}(x, \cdot, A)$ is for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$ absolutely continuous with density

$$
\begin{align*}
& t \mapsto \sum_{j=0}^{d-1}(d-j) b_{d-j} t^{d-j-1} \\
& \quad \times \iint E[\mathbf{1}\{d(x)>t\} \lambda(\Phi, x-z-t b, K)]  \tag{4.25}\\
& \quad \times \mathbf{1}\{b \in A\} C_{j}(K, d(z, b)) Q_{0}(d K)
\end{align*}
$$

The proof follows from Theorem 4.16 in the same way as Proposition 4.21 was deduced from Theorem 4.17.

Now we generalize the result in Remark 4.15.
Proposition 4.23. Let the assumptions of Proposition 4.21 be satisfied and assume moreover that $\lambda$ is bounded, that the set of points of discontinuity of $\lambda(\varphi, \cdot, K)$ has $\mathscr{H}^{d}$ measure zero for $\left(P(\Phi \in \cdot) \otimes Q_{0}\right)$-a.e. $(\varphi, K)$, and that (4.20) is satisfied. Let $A \subset \mathbb{R}^{d}$ be measurable. Then $(1-\bar{p}(x)) H_{B}(x, t, A)$ is differentiable at $t=+0$ for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$ and the derivative satisfies

$$
\left.\frac{\partial}{\partial t}\right|_{t=+0}(1-\bar{p}(x)) H_{B}(x, t, A)=2 \iint \bar{\lambda}(x, x-z, K) C_{d-1}(K, d z \times A) Q_{0}(d K)
$$

Proof. By Fubini's theorem, for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$, and for $P(\Phi \in \cdot) \otimes$ $C_{d-1}(K, \cdot) \otimes Q_{0}$-a.e. $(\varphi, z, b, K), x-z$ is not a point of discontinuity of $\lambda(\varphi, \cdot$, $K)$. Fix any such $x \in \mathbb{R}^{d}$. By Proposition 4.22 it suffices to show that then the sum in (4.25) tends to the right-hand side of the asserted equality as $t \rightarrow+0$. The boundedness of $\lambda$ and the integrability assumption (4.20) imply that the $j$ th integrand in the sum (4.25) is dominated by a function that is independent
of $t$ and integrable with respect to the measure $P(d \omega) C_{j}(K, d(z, b)) Q_{0}(d K)$. By the dominated convergence theorem it suffices to show that for $C_{d-1}(K, \cdot)$ a.e. $(z, b) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$, and for $Q_{0}$-a.e. $K \in \mathscr{K}^{d}$ we have

$$
\mathbf{1}\{d(x)>t\} \lambda(\Phi, x-z-t b, K) \rightarrow \mathbf{1}\{x \notin \Xi\} \lambda(\Phi, x-z, K), \quad P \text {-a.s. }
$$

as $t \rightarrow+0$. If $x \in \Xi$, then the above limit is indeed 0 . If $x \notin \Xi$, then the above convergence is implied by the continuity property of $\lambda$. Hence the result is proved.

Our next example concerns the class of Cox processes, that is, Poisson processes with a random intensity measure $\eta$ (see, e.g., [15]). Formally, we introduce $\eta$ as a random element of the measurable space $\left(\mathbf{M}^{\prime}, \mathscr{M}^{\prime}\right)$, where $\mathbf{M}^{\prime}$ is the set of all measures $\mu$ on $\mathbb{R}^{d} \times \mathscr{K}^{d}$ such that $\mu\left(\cdot \times \mathscr{K}^{d}\right)$ is locally finite and $\mathscr{M}^{\prime}$ is the $\sigma$-field generated by the vague topology. We let $P_{\mu}$ denote the distribution of a Poisson process with intensity measure $\mu \in \mathbf{M}^{\prime}$. Then $\Phi$ is a Cox process directed by the random measure $\eta$ if $P(\Phi \in \cdot \mid \eta)=P_{\eta}(\cdot) P$-a.s. In this case $\eta$ and $\Phi$ have the same intensity measure $\alpha(\cdot)=E[\eta(\cdot)]$. If the latter is $\sigma$-finite, then we can introduce the Palm distributions $V_{(x, K)},(x, K) \in \mathbb{R}^{d} \times \mathscr{K}^{d}$, of $\eta$ as a stochastic kernel from $\mathbb{R}^{d} \times \mathscr{K}^{d}$ to $\mathbf{M}^{\prime}$ satisfying

$$
E\left[\int \mathbf{1}\{(\eta, x, K) \in \cdot\} \eta(d(x, K))\right]=\iint \mathbf{1}\{(\mu, x, K) \in \cdot\} V_{(x, K)}(d \mu) \alpha(d(x, K))
$$

If $\eta$ is deterministic, that is, $\eta \equiv \alpha$, then $\Phi$ is a Poisson process and $V_{(x, K)}=\delta_{\alpha}$ for $\alpha$-a.e. $(x, K)$. In the following theorem we choose a random measure $\eta$ such that:

1. The intensity measure $\alpha$ of $\eta$ is $\sigma$-finite.
2. The second moment measure $E[\eta \otimes \eta]$ is absolutely continuous with respect to the product measure $\mathscr{H}^{d} \otimes Q_{0} \otimes \mathscr{H}^{d} \otimes Q_{0}$, where $Q_{0}$ is a probability measure on $\mathscr{K}^{d}$.

For example, we can choose a random measure $\eta(\omega, d(x, K))=\zeta(\omega, x, K) \times$ $\mathscr{H}^{d}(d x) Q_{0}(d K)$ with a nonnegative measurable function $\zeta$ such that $E[\zeta(\cdot, x, K)]<\infty$ for all $(x, K)$ and $\eta(\omega) \in \mathbf{M}^{\prime}$ for all $\omega \in \Omega$.

Proposition 4.24. Assume that $B$ is smooth and let $\Phi$ be a Cox process directed by a random measure $\eta$ as described above. Then the intensity measure $\alpha$ of $\Phi$ can be represented as in (4.15). Let $A \subset \mathbb{R}^{d}$ be measurable. Then $(1-\bar{p}(x)) H_{B}(x, \cdot, A)$ is for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$ absolutely continuous with density

$$
\begin{aligned}
& t \mapsto \sum_{j=0}^{d-1}(d-j) b_{d-j} t^{d-j-1} \\
& \times \iiint {\left[\int \mathbf{1}\{d(\varphi, x)>t\} P_{\mu}(d \varphi)\right] V_{(x-z-t b, K)}(d \mu) } \\
& \times \mathbf{1}\{b \in A\} f(x-z-t b, K) C_{j}(K, d(z, b)) Q_{0}(d K)
\end{aligned}
$$

where the $V_{(x, K)},(x, K) \in \mathbb{R}^{d} \times \mathscr{K}^{d}$, are a version of the Palm distributions of $\eta$.

Proof. The second factorial moment measure of a Poisson process with intensity measure $\alpha^{\prime}$ equals $\alpha^{\prime} \otimes \alpha^{\prime}$. Hence we have $\alpha^{(2)}(\cdot)=E[(\eta \otimes \eta)(\cdot)]$. According to the assumption (2), $\alpha^{(2)}$ is absolutely continuous with respect to $\mathscr{H}^{d} \otimes Q_{0} \otimes \mathscr{H}^{d} \otimes Q_{0}$. Assumption 2 also implies that $\alpha$ satisfies condition (4.15). Thus we can apply Theorem 4.16. But (4.18) and the definition of a Cox process easily yield that

$$
Q_{(x, K)}^{!}(\cdot):=\int P_{\mu}(\cdot) V_{(x, K)}(d \mu), \quad(x, K) \in \mathbb{R}^{d} \times \mathscr{K}^{d}
$$

defines a version of the reduced Palm distributions of $\Phi$ (see Remark 4.20). Substituting this into (4.21) completes the proof of the result.

Example 4.25. For mixed Poisson processes, that is, if we choose the random measure $\eta(\omega, d(x, K))=\bar{\zeta}(\omega) \bar{f}(x, K) \mathscr{H}^{d}(d x) Q_{0}(d K)$ with nonnegative measurable functions $\bar{\zeta}$ and $\bar{f}$, a probability measure $Q_{0}$ on $\mathscr{K}^{d}$, and under the assumption $E[\bar{\zeta}]<\infty$, the preceding proposition simplifies considerably. Indeed, the density is given by

$$
\begin{align*}
& t \mapsto \sum_{j=0}^{d-1}(d-j) b_{d-j} t^{d-j-1} \\
& \quad \times \iiint\left[\int \mathbf{1}\{d(\varphi, x)>t\} P_{\lambda \bar{\alpha}}(d \varphi)\right] \lambda P(\bar{\zeta} \in d \lambda)  \tag{4.27}\\
& \quad \times \mathbf{1}\{b \in A\} \bar{f}(x-z-t b, K) C_{j}(K, d(z, b)) Q_{0}(d K),
\end{align*}
$$

where $\bar{\alpha}(d(x, K)):=\bar{f}(x, K) \mathscr{H}^{d}(d x) Q_{0}(d K)$. In particular, the integral in brackets can be further simplified with the help of Proposition 4.13.

The previous results contain an interesting generalization of Proposition 4.13.

Proposition 4.26. Assume that $B$ is smooth. Let $\Phi$ be a Poisson process with intensity measure $\alpha$ of the form (4.15), and let $A \subset \mathbb{R}^{d}$ be measurable. Then $H_{B}(x, \cdot, A)$ is for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$ absolutely continuous and the density $t \mapsto h_{B}(x, t, A)$ satisfies

$$
\begin{align*}
& h_{B}(x, t, A)=\sum_{j=0}^{d-1}(d-j) b_{d-j} t^{d-j-1}\left(1-H_{B}(x, t)\right) \\
& \times \iint \mathbf{1}\{b \in A\} f(x-z-t b, K)  \tag{4.28}\\
& \times C_{j}(K, d(z, b)) Q_{0}(d K)
\end{align*}
$$

Proof. Taking into account that $P(d(x)>t)=(1-\bar{p}(x))\left(1-H_{B}(x, t)\right)>$ 0 , we can use (4.25) with $\lambda(\Phi, y, K)=f(y, K)$ to obtain the assertion. Of course, one could infer the result directly from Theorem 4.16 or from Proposition 4.24.

In our final example we assume that the point process $\Psi:=\sum_{n=1}^{\infty} \delta_{\xi_{n}}$ is a Poisson cluster process (see, e.g., [22, 15, 34]). To introduce such processes we let $\mathbf{N}$ denote the set of all locally finite $\left(\mathbb{Z}^{+} \cup\{\infty\}\right)$-valued measures $\psi$ on $\mathbb{R}^{d}$ equipped with the Borel $\sigma$-field $\mathscr{N}$ generated by the vague topology. A Poisson cluster process (or infinitely divisible) point process $\Psi$ is then completely characterized by its $K L M$-measure $\widetilde{P}$. This is a measure on $\mathbf{N}$ with $\widetilde{P}(\{0\})=0(0$ is the zero measure) and $\int \mathbf{1}\{\psi(C)>0\} \widetilde{P}(d \psi)<\infty$ for all compact $C \subset \mathbb{R}^{d}$. If such a measure is given and if $\Pi$ is a Poisson process on $\mathbf{N}$ with intensity measure $\widetilde{P}$, then $\Psi=\int \psi \Pi(d \psi)$ is a Poisson cluster process with KLM-measure $\widetilde{P}$. Note that $\Psi$ is a Poisson process if and only if $\widetilde{P}$ is concentrated on the Dirac measures, that is, $\widetilde{P}\left(\left\{\psi: \psi\left(\mathbb{R}^{d}\right) \neq 1\right\}\right)=0$. If the intensity measure $\beta(\cdot):=E[\Psi(\cdot)]=\int \psi(\cdot) \widetilde{P}(d \psi)$ of $\Psi$ is $\sigma$-finite, then we can define a stochastic kernel $x \mapsto \widetilde{P}_{x}(\cdot)$ from $\mathbb{R}^{d}$ to $\mathbf{N}$ by requiring that

$$
\iint \mathbf{1}\{(\psi, x) \in \cdot\} \psi(d x) \widetilde{P}(d \psi)=\iint \mathbf{1}\{(\psi, x) \in \cdot\} \widetilde{P}_{x}(d \psi) \beta(d x)
$$

The probability measures $\widetilde{P}_{x}, x \in \mathbb{R}^{d}$, are the Palm distributions of $\widetilde{P}$. Below we will assume that $\Phi$ is an independent marking of $\Psi$, where $Q_{0}$ is the distribution of the typical grain. For a given $\psi=\sum_{n} \delta_{x_{n}} \in \mathbf{N}$ we let $\Gamma(\psi, \cdot)$ denote the distribution of the point process $\sum_{n} \delta_{\left(x_{n}, Z_{n}\right)}$, where the $Z_{n}$ are independent with distribution $Q_{0}$. The reduced Palm distributions of $\widetilde{P}$ are defined by $\widetilde{P}_{x}^{!}(\cdot)=\int \mathbf{1}\left\{\psi \backslash \delta_{x} \in \cdot\right\} \widetilde{P}_{x}(d \psi)$. Finally, we denote by $\tilde{\alpha}_{x}^{!}(\cdot):=\int \psi(\cdot) \widetilde{P}_{x}^{!}(d \psi)$ the intensity measure of $\widetilde{P}_{x}^{!}$.

In the following theorem we will have to impose the assumption $\bar{p}(x)<1$. According to (2.6) in [12], for any compact set $C \subset \mathbb{R}^{d}$, we have the relation

$$
\begin{align*}
& P(\Xi \cap C=\varnothing)= \\
& \quad \exp \left\{-\int\left(1-\prod_{x \in \mathbb{R}^{d}} P\left(\left(Z_{0}+x\right) \cap C=\varnothing\right)^{\psi(\{x\})}\right) \widetilde{P}(d \psi)\right\} \tag{4.29}
\end{align*}
$$

with the convention $0^{0}:=1$. This equation can be used for calculating the distribution functions $H_{B}(x, t)$. However, it does not seem to be possible to deduce $P(\Xi \cap C=\varnothing)>0$, say for $C=\left\{x_{0}\right\}$ and $x_{0} \in \mathbb{R}^{d}$, from (4.11) alone. A simple sufficient condition yielding $P(\exists \cap C=\varnothing)>0$ for a compact set $C \subset \mathbb{R}^{d}$ is

$$
\begin{equation*}
\int P\left(\left(Z_{0}+x\right) \cap C \neq \varnothing\right) \beta(d x)<\infty \tag{4.30}
\end{equation*}
$$

This can be inferred from an application of the estimate

$$
1-\prod_{x \in \mathbb{R}^{d}} P\left(\left(Z_{0}+x\right) \cap C=\varnothing\right)^{\psi(\{x\})} \leq \int P\left(\left(Z_{0}+x\right) \cap C \neq \varnothing\right) \psi(d x)
$$

to (4.29). Formally, (4.30) corresponds to the condition which one encounters for a Poisson process $\Psi$ with intensity measure $\beta$. The stationary Euclidean special case of our next result is discussed in [19].

Proposition 4.27. Assume that $B$ is smooth and let $\Phi$ be an independent marking of a Poisson cluster process $\Psi$ with KLM-measure $\widetilde{P}$. Assume that the intensity measure $\beta$ of $\Psi$ is absolutely continuous with density $f$ and that $\tilde{\alpha}_{x}^{!}$ is for $\beta$-a.e. $x \in \mathbb{R}^{d}$ absolutely continuous with respect to a $\sigma$-finite measure on $\mathbb{R}^{d}$. Let $A \subset \mathbb{R}^{d}$ be measurable. Then, for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$ with $\bar{p}(x)<1$, $H_{B}(x, \cdot, A)$ is absolutely continuous and the density $t \mapsto h_{B}(x, t, A)$ satisfies

$$
h_{B}(x, t, A)=\sum_{j=0}^{d-1}(d-j) b_{d-j} t^{d-j-1}\left(1-H_{B}(x, t)\right)
$$

$$
\begin{align*}
& \times E\left[\int\left[\iint \mathbf{1}\{d(\varphi, x)>t\} \Gamma(\psi, d \varphi) \widetilde{P}_{x-z-t b}^{!}(d \psi)\right]\right.  \tag{4.31}\\
& \times\left.f(x-z-t b) \mathbf{1}\{b \in A\} C_{j}\left(Z_{0}, d(z, b)\right)\right]
\end{align*}
$$

where $Z_{0}$ is a random convex body with the distribution of the typical grain.
Proof. The crucial property of a Poisson cluster process we shall use here is

$$
\begin{equation*}
P_{x}\left(\Psi \backslash \delta_{x} \in \cdot\right)=\iint \mathbf{1}\left\{\psi_{1}+\psi_{2} \in \cdot\right\} \widetilde{P}_{x}^{!}\left(d \psi_{1}\right) P\left(\Psi \in d \psi_{2}\right) \tag{4.32}
\end{equation*}
$$

for $\beta$-a.e. $x \in \mathbb{R}^{d}$ (see Lemma 10.6 in [15]). Here $P_{x}, x \in \mathbb{R}^{d}$, are the Palm probabilities of $\Psi$ which are defined similarly as $P_{(x, K)}$. (Note that $\beta$ is $\sigma$-finite). In particular, we obtain for the second factorial moment measure $\beta^{(2)}$ of $\Psi$ (defined similarly as $\alpha^{(2)}$ ) that for all measurable $A_{1}, A_{2} \subset \mathbb{R}^{d}$ the relationship

$$
\beta^{(2)}\left(A_{1} \times A_{2}\right)=(\beta \otimes \beta)\left(A_{1} \times A_{2}\right)+\int \tilde{\alpha}_{x_{1}}^{!}\left(A_{2}\right) \mathbf{1}\left\{x_{1} \in A_{1}\right\} \beta\left(d x_{1}\right)
$$

is satisfied. Since $\beta$ and $\tilde{\alpha}_{x}^{!}$are absolutely continuous and since it is easy to check from the definitions and from the assumption that $\Phi$ is an independent marking of $\Psi$ that

$$
\alpha^{(2)}\left(d\left(x_{1}, K_{1}, x_{2}, K_{2}\right)\right)=\beta^{(2)}\left(d\left(x_{1}, x_{2}\right)\right) Q_{0}\left(d K_{1}\right) Q_{0}\left(d K_{2}\right)
$$

Proposition 4.9 applies. Because $\Phi$ is an independent marking of $\Psi$ it also follows that $\alpha=\beta \otimes Q_{0}$ and furthermore it can easily be proved that

$$
P_{(y, K)}\left(\Phi \backslash \delta_{(y, K)} \in \cdot\right)=\iint \mathbf{1}\{\varphi \in \cdot\} \Gamma\left(\psi \backslash \delta_{y}, d \varphi\right) P_{y}(\Psi \in d \psi)
$$

for $\alpha$-a.e. $(y, K)$. The definition of $\Gamma$ implies

$$
\int \mathbf{1}\{\varphi \in \cdot\} \Gamma\left(\psi_{1}+\psi_{2}, d \varphi\right)=\iint \mathbf{1}\left\{\varphi_{1}+\varphi_{2} \in \cdot\right\} \Gamma\left(\psi_{1}, d \varphi_{1}\right) \Gamma\left(\psi_{2}, d \varphi_{2}\right)
$$

Using the latter two relationships and (4.32), we obtain for all $t \geq 0, x \in \mathbb{R}^{d}$ and $\alpha$-a.e. $(y, K)$ that

$$
\begin{aligned}
& P_{(y, K)}\left(d\left(\Phi \backslash \delta_{(y, K)}, x\right)>t\right) \\
&= \iiint \mathbf{1}\{d(\varphi, x)>t\} \Gamma\left(\psi_{1}+\psi_{2}, d \varphi\right) P\left(\Psi \in d \psi_{2}\right) \widetilde{P}_{y}^{!}\left(d \psi_{1}\right) \\
&=\iiint \int \mathbf{1}\left\{d\left(\varphi_{1}, x\right)>t\right\} \mathbf{1}\left\{d\left(\varphi_{2}, x\right)>t\right\} \Gamma\left(\psi_{1}, d \varphi_{1}\right) \\
& \quad \quad \Gamma\left(\psi_{2}, d \varphi_{2}\right) P\left(\Psi \in d \psi_{2}\right) \widetilde{P}_{y}^{!}\left(d \psi_{1}\right) \\
&= P(d(x)>t) \iint \mathbf{1}\{d(\varphi, x)>t\} \Gamma(\psi, d \varphi) \widetilde{P}_{y}^{!}(d \psi),
\end{aligned}
$$

where we have also used that

$$
\mathbf{1}\left\{d\left(\varphi_{1}+\varphi_{2}, x\right)>t\right\}=\mathbf{1}\left\{d\left(\varphi_{1}, x\right)>t\right\} \mathbf{1}\left\{d\left(\varphi_{2}, x\right)>t\right\}
$$

Substituting this result into (4.21) we obtain the asserted formula.
EXAMPLE 4.28. In this example we give a more specific discussion of the previous result. First, we introduce a Poisson cluster process in a more traditional way using a Poisson process $\Psi_{p}$ of parent points. Each point $x \in \Psi_{p}$ generates another point process (cluster) with distribution $\kappa(x, \cdot)$. For given $\Psi_{p}$, these clusters are independent. The Poisson cluster process $\Psi$ is then defined as the union of all clusters (see [22]). In fact, each infinitely divisible point process can be represented this way. Let us assume that the intensity measure of $\Psi_{p}$ is absolutely continuous with density $f_{p}$. To ensure that $\Psi$ is indeed well defined we have to assume that $x \mapsto \kappa(x, \cdot)$ is a stochastic kernel satisfying

$$
\int \kappa(x,\{\psi: \psi(C)>0\}) f_{p}(x) \mathscr{H}^{d}(d x)<\infty
$$

for all compact $C \subset \mathbb{R}^{d}$. The KLM-measure $\widetilde{P}$ is then given by the formula

$$
\widetilde{P}(\cdot)=\int \kappa(x, \cdot \backslash\{0\}) f_{p}(x) \mathscr{H}^{d}(d x)
$$

We are now going to make some additional assumptions. First, we assume that the mean numbers of cluster points

$$
\lambda_{\mathrm{cl}}(x, \cdot):=\int \psi(\cdot) \kappa(x, d \psi), \quad x \in \mathbb{R}^{d}
$$

satisfy

$$
\lambda_{\mathrm{cl}}(x, \cdot)=\int f_{\mathrm{cl}}(x, y) \mathbf{1}\{y \in \cdot\} \mathscr{H}^{d}(d y)
$$

for some measurable $f_{\mathrm{cl}}: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow[0, \infty)$. The intensity measure $\beta$ of $\Psi$ is then given by $\beta(d x)=f(x) \mathscr{H}^{d}(d x)$, where

$$
f(x):=\int f_{p}(y) f_{\mathrm{cl}}(y, x) \mathscr{H}^{d}(d y)
$$

is assumed to be finite for all $x \in \mathbb{R}^{d}$. Further, we assume that $\kappa$ is of the form

$$
\kappa(x, \cdot)=\int \mathbf{1}\left\{T_{-x} \psi \in \cdot\right\} g(x, \psi) \mu(d \psi), \quad x \in \mathbb{R}^{d}
$$

where $g: \mathbb{R}^{d} \times \mathbf{N} \rightarrow[0, \infty)$ is measurable, $\mu$ is a probability measure on $\mathbf{N}$ and $T_{x} \psi$ is the measure $\psi(\cdot+x)$. The special case $g \equiv 1$ corresponds to homogeneous clustering. Let $h: \mathbb{R}^{d} \rightarrow[0, \infty)$ be measurable. A straightforward calculation yields that

$$
\widetilde{P}_{x}(\cdot)=1 / f(x) \iint \mathbf{1}\left\{T_{y-x} \psi \in \cdot\right\} f_{p}(x-y) g(x-y, \psi) \psi(d y) \mu(d \psi), \quad x \in \mathbb{R}^{d}
$$

is one possible choice of the Palm probabilities $\widetilde{P}_{x}, x \in \mathbb{R}^{d}$. In particular, it follows for $\beta$-a.e. $x \in \mathbb{R}^{d}$ that $\tilde{\alpha}_{x}^{!}$is absolutely continuous with respect to the measure

$$
\iiint 1\{z+x-y \in \cdot\}\left(\psi \backslash \delta_{y}\right)(d z) \psi(d y) \mu(d \psi)
$$

which we assume to be $\sigma$-finite. If, for instance, the second reduced moment measure of $\mu$ is absolutely continuous with respect to $\mathscr{H}^{d} \otimes \mathscr{H}^{d}$, then $\tilde{\alpha}_{x}^{!}$is even absolutely continuous for $\beta$-a.e. $x \in \mathbb{R}^{d}$. One possible choice of $\mu$ suitable for applications is the distribution of a Poisson process with $\sigma$-finite and absolutely continuous intensity measure. In view of Proposition 4.27 we finally compute, for $\mathscr{H}^{d}$-a.e. $x \in \mathbb{R}^{d}$ for which $\bar{p}(x)<1$,

$$
\begin{aligned}
f(x-z- & t b) \iint \mathbf{1}\{d(\varphi, x)>t\} \Gamma(\psi, d \varphi) \widetilde{P}_{x-z-t b}^{!}(d \psi) \\
=\iiint & \mathbf{1}\left\{d\left(T_{y-x+z+t b} \varphi, x\right)>t\right\} \Gamma\left(\psi \backslash \delta_{y}, d \varphi\right) f_{p}(x-z-t b-y) \\
& \times g(x-z-t b-y, \psi) \psi(d y) \mu(d \psi) \\
=\iiint & \mathbf{1}\{d(\varphi, y+z+t b)>t\} \Gamma\left(\psi \backslash \delta_{y}, d \varphi\right) f_{p}(x-z-t b-y) \\
& \times g(x-z-t b-y, \psi) \psi(d y) \mu(d \psi) .
\end{aligned}
$$

Assuming that $f_{p}$ and $g$ are bounded and continuous and that $\mu$ has finite intensity measure, we see that the last expression converges to

$$
\iiint 1\{d(\varphi, y+z)>0\} \Gamma\left(\psi \backslash \delta_{y}, d \varphi\right) f_{p}(x-z-y) g(x-z-y, \psi) \psi(d y) \mu(d \psi)
$$

as $t \mapsto+0$. This has been announced in Remark 4.19.
5. Stationary grain models. In this section we assume that the grain model $\Xi$ is stationary, that is, that the distribution of $\Xi+x$ is the same for all $x \in \mathbb{R}^{d}$. We find it convenient (see [24]) to express stationarity in terms of an abstract measurable flow $\theta: \mathbb{R}^{d} \times \Omega \rightarrow \Omega$ for which the bijections $\theta_{x}: \Omega \rightarrow \Omega$, $x \in \mathbb{R}^{d}$, defined by $\theta_{x}(\cdot):=\theta(x, \cdot)$, satisfy the flow property $\theta_{x} \circ \theta_{y}=\theta_{x+y}$ for
all $x, y \in \mathbb{R}^{d}$. We then assume that the probability measure $P$ is invariant under all $\theta_{x}$ and that

$$
\Xi(\omega)-x=\Xi\left(\theta_{x} \omega\right), \quad x \in \mathbb{R}^{d} .
$$

The invariance property (2.3), which is also enjoyed by the additive extensions of the support measures, implies that the random measures $C_{j}^{+}(\Xi, \cdot), j=$ $0, \ldots, d-1$, inherit stationarity from $\Xi$; that is,

$$
\begin{equation*}
C_{j}^{+}(\Xi(\omega),(A+x) \times C)=C_{j}^{+}\left(\Xi\left(\theta_{x} \omega\right), A \times C\right), \tag{5.1}
\end{equation*}
$$

for all measurable $A, C \subset \mathbb{R}^{d}$. In particular it follows that the intensity measures $\Lambda_{j}^{+}$are of product form if $\Lambda_{j}^{+}\left(\cdot \times \mathbb{R}^{d}\right)$ is locally finite. Assuming that the intensity

$$
\lambda_{j}^{+}:=E\left[C_{j}^{+}\left(\Xi,[0,1]^{d} \times \mathbb{R}^{d}\right)\right]
$$

is finite, we have

$$
\Lambda_{j}^{+}(d(x, b))=\lambda_{j}^{+} \mathscr{\mathscr { C }}^{d}(d x) \mathscr{R}_{j}(d b)
$$

where $\mathscr{R}_{j}$ is a probability measure on $\mathbb{R}^{d}$. In fact, we find that

$$
\mathscr{R}_{j}(\cdot)=\left(\lambda_{j}^{+}\right)^{-1} \Lambda_{j}^{+}\left([0,1]^{d} \times \cdot\right)
$$

if $\lambda_{j}^{+}>0$. Note that $\mathscr{R}:=\mathscr{R}_{d-1}$ is the rose of directions introduced in the previous section. Due to stationarity, the volume fraction $\bar{p}:=P(x \in \Xi)$ and the contact distribution function

$$
H_{B}(t, A):=P(d(x) \leq t, u(x) \in A \mid x \notin \Xi)
$$

are independent of $x$ for all measurable $A \subset \mathbb{R}^{d}$. Therefore, in the present stationary situation Corollary 4.6 implies that

$$
\left.\frac{\partial}{\partial t}\right|_{t=+0}(1-\bar{p}) H_{B}(t, A)=2 \lambda_{d-1}^{s,+} \int \mathbf{1}\left\{\nabla h_{\check{B}}(u) \in A\right\} h_{\check{B}}(u) R_{d-1}^{s}(d u)
$$

Our next aim is to introduce stochastic kernels $\kappa_{j}, j=0, \ldots, d-1$, from $\Omega \times \mathbb{R}^{d}$ to $\mathbb{R}^{d}$ satisfying

$$
\begin{equation*}
C_{j}^{+}(\Xi, d(z, b))=\kappa_{j}(z, d b) C_{j}^{+}\left(\Xi, d z \times \mathbb{R}^{d}\right), \quad P \text {-a.s. } \tag{5.2}
\end{equation*}
$$

and being stationary in the sense that

$$
\begin{equation*}
\kappa_{j}(\omega, z, \cdot)=\kappa_{j}\left(\theta_{z} \omega, 0, \cdot\right), \quad(\omega, z) \in \Omega \times \mathbb{R}^{d} \tag{5.3}
\end{equation*}
$$

To reach that goal we take a measurable set $D \subset \mathbb{R}^{d}$ with positive and finite volume. By (5.1) and the assumption of invariance,

$$
\begin{align*}
Q_{j}(\cdot):= & \frac{1}{\mathscr{H}^{d}(D)} \iint \mathbf{1}\{z \in D\} \mathbf{1}\left\{\left(\theta_{z} \omega, b\right) \in \cdot\right\}  \tag{5.4}\\
& \times C_{j}^{+}(\Xi(\omega), d(z, b)) P(d \omega)
\end{align*}
$$

defines a measure on $\Omega \times \mathbb{R}^{d}$ which is independent of $D$. In the terminology of Mecke [23], $Q_{j}(\cdot \times A)$ is the Palm measure of the stationary random measure $C_{j}^{+}(\Xi, \times A)$, where $A \subset \mathbb{R}^{d}$ is measurable. If $\lambda_{j}^{+}>0$, then

$$
P_{j}(\cdot):=\left(\lambda_{j}^{+}\right)^{-1} Q_{j}\left(\cdot \times \mathbb{R}^{d}\right)
$$

is the Palm probability of $C_{j}^{+}\left(\Xi, \cdot \times \mathbb{R}^{d}\right)$. Just for completeness we define $P_{j}:=$ $P$ if $\lambda_{j}^{+}=0$. As in [34] we might interpret $P_{j}$ as a conditional probability measure given that 0 is a typical point of $C_{j}^{+}\left(\Xi, \cdot \times \mathbb{R}^{d}\right)$. Equation (5.4) implies the refined Campbell theorem

$$
\begin{align*}
\iint \mathbf{1} & \{(\omega, b, x) \in \cdot\} Q_{j}(d(\omega, b)) \mathscr{H}^{d}(d x)  \tag{5.5}\\
& =\iint \mathbf{1}\left\{\left(\theta_{z} \omega, b, z\right) \in \cdot\right\} C_{j}^{+}(\Xi(\omega), d(z, b)) P(d \omega) .
\end{align*}
$$

Next we introduce a stochastic kernel $\tilde{\kappa}_{j}$ from $\Omega$ to $\mathbb{R}^{d}$ by disintegrating $Q_{j}$ according to

$$
Q_{j}(d(\omega, b))=\tilde{\kappa}_{j}(\omega, d b) Q_{j}\left(d \omega \times \mathbb{R}^{d}\right)
$$

The definition $\kappa_{j}(\omega, z, \cdot):=\tilde{\kappa}_{j}\left(\theta_{z} \omega, \cdot\right),(\omega, z) \in \Omega \times \mathbb{R}^{d}$, yields a kernel with the property (5.3) while (5.2) follows from a straightforward application of the refined Campbell theorem (5.5).

The next result expresses expectations with respect to the stationary probability measure $P$ in terms of the Palm probabilities $P_{j}$.

Theorem 5.1. For any measurable $f: \Omega \rightarrow[0, \infty)$,

$$
\begin{aligned}
E[\mathbf{1}\{d(0)>0\} f]= & \sum_{j=0}^{d-1}(d-j) b_{d-j} \lambda_{j}^{+} \\
& \times E_{j}\left[\iint f \circ \theta_{s b} s^{d-j-1} \mathbf{1}\{\delta(0, b)>s\} \kappa_{j}(0, d b) d s\right]
\end{aligned}
$$

where $E_{j}$ denotes expectation with respect to the Palm probability $P_{j}$.
Proof. Denote by $W$ an arbitrary subset of $\mathbb{R}^{d}$ with $\mathscr{H}^{d}(W)=1$. Stationarity gives

$$
\begin{equation*}
E[\mathbf{1}\{d(0)>0\} f]=E\left[\int \mathbf{1}\{x \in W\} \mathbf{1}\{d(x)>0\} f \circ \theta_{x} \mathscr{H}^{d}(d x)\right] \tag{5.6}
\end{equation*}
$$

Recall that $a_{i}=i b_{i}$. Writing $x=d(x) u(x)+p(x)$ and applying Theorem 3.3, we obtain that the right-hand side of equation (5.6) is equal to

$$
\sum_{j=0}^{d-1} a_{d-j} E\left[\iint \mathbf{1}\{z+s b \in W\} f \circ \theta_{s b} \circ \theta_{z} \mathbf{1}\left\{\delta(0, b) \circ \theta_{z}>s\right\} s^{d-j-1} C_{j}^{+}(\Xi, d(z, b)) d s\right]
$$

where we have also used that $\delta(\omega, z, b)=\delta\left(\theta_{z} \omega, 0, b\right)$. Applying successively (5.2), (5.3) and the refined Campbell theorem for $P_{j}$ we obtain that the last sum equals

$$
\begin{aligned}
\sum_{j=0}^{d-1} a_{d-j} \lambda_{j}^{+} E_{j}[ & \iiint \mathbf{1}\{z+s b \in W\} \\
& \left.\times f \circ \theta_{s b} \mathbf{1}\{\delta(0, b)>s\} s^{d-j-1} \kappa_{j}(0, d b) \mathscr{H}^{d}(d z) d s\right],
\end{aligned}
$$

which can be simplified to yield the right-hand side of the asserted equality.

Theorem 5.1 allows several remarks and corollaries (cf. [20]). Using the probability measures

$$
G_{j}(\cdot):=E_{j}\left[\int \mathbf{1}\{(\delta(0, b), b) \in \cdot\} \kappa_{j}(0, d b)\right]
$$

on $[0, \infty] \times \mathbb{R}^{d}$, we can generalize Theorem 2.1 in [20].
Corollary 5.2. For any measurable set $A \subset \mathbb{R}^{d}$ and $r \geq 0$, we have

$$
(1-\bar{p}) H_{B}(r, A)=\sum_{j=0}^{d-1}(d-j) b_{d-j} \lambda_{j}^{+} \int \mathbf{1}\{s \leq r\} s^{d-j-1} G_{j}((s, \infty] \times A) d s
$$

Proof. Apply Theorem 5.1 with $f:=\mathbf{1}\{(d(0), u(0)) \in(0, r] \times A\}$.
The corollary says that $(1-\bar{p}) H_{B}(\cdot, A)$ is absolutely continuous with density

$$
\begin{equation*}
t \mapsto \sum_{j=0}^{d-1}(d-j) b_{d-j} \lambda_{j}^{+} t^{d-j-1} G_{j}((t, \infty] \times A) \tag{5.7}
\end{equation*}
$$

The fact that the contact distribution $H_{B}\left(\cdot, \mathbb{R}^{d}\right)$ is absolutely continuous has been proved in [10] using Federer's coarea theorem.

Remark 5.3. If follows directly from the definitions that

$$
E_{j}\left[\kappa_{j}(0, \cdot)\right]=G_{j}((0, \infty] \times \cdot)=\mathscr{R}_{j}(\cdot)
$$

provided that $\lambda_{j}^{+}>0$, since $G_{j}\left(\{0\} \times \mathbb{R}^{d}\right)=0$. Hence the value of the density (5.7) for $t=0$ equals $2 \lambda_{d-1}^{+} \mathscr{R}(A)$, which is in accordance with Theorem 4.1.

In the remainder of this section we discuss our results in terms of the marked point process $\Phi=\sum_{n=1}^{\infty} \delta_{\left(\xi_{n}, Z_{n}\right)}$ and the point process $\Psi=\Phi\left(\cdot \times \mathscr{K}^{d}\right)$ introduced in the previous section. A result by Weil and Wieacker [40] justifies assuming that $\Phi$ is stationary, that is, we assume that

$$
\sum_{n=1}^{\infty} \delta_{\left(\xi_{n} \circ \theta_{x}, Z_{n} \circ \theta_{x}\right)}=\sum_{n=1}^{\infty} \delta_{\left(\xi_{n}-x, Z_{n}\right)}
$$

holds for all $x \in \mathbb{R}^{d}$. In other words, (5.1) is satisfied with $C_{j}^{+}(\Xi(\cdot), \cdot)$ replaced by $\Phi$. We also assume that the intensity

$$
\lambda_{\Psi}:=E\left[\Psi\left([0,1]^{d}\right)\right]
$$

is strictly positive and finite. The intensity measure $\alpha$ of $\Phi$ then satisfies

$$
\alpha(d(x, K))=\lambda_{\Psi} \mathscr{\mathscr { H }}^{d}(d x) Q_{0}(d K)
$$

where $Q_{0}$ is a probability measure on $\mathscr{K}^{d}$ which is called the distribution of the typical grain.

Just for simplicity we assume that $\Psi$ is simple, that is, $\Psi(\{x\}) \leq 1$ for all $x \in \mathbb{R}^{d}$. We can then define a $\mathscr{K}^{d}$-valued stochastic process $\left\{Z(x): x \in \mathbb{R}^{d}\right\}$ by letting $Z(x):=Z_{n}$ if $x=\xi_{n}$ for some $n \in \mathbb{N}$ and $Z(x):=K_{0}$ otherwise, where $K_{0}$ is some fixed convex body. This process is stationary in the sense that $Z(x)=Z(0) \circ \theta_{x}, x \in \mathbb{R}^{d}$. Denoting by $P_{\Psi}$ the Palm probability of the point process $\Psi$, we have the following version of the refined Campbell theorem:

$$
\begin{align*}
& \lambda_{\Psi} \iint \mathbf{1}\{(\omega, x, Z(0)) \in \cdot\} P_{\Psi}(d \omega) \mathscr{H}^{d}(d x)  \tag{5.8}\\
& \quad=\iint \mathbf{1}\left\{\left(\theta_{x} \omega, x, Z(x)\right) \in \cdot\right\} \Psi(\omega, d x) P(d \omega)
\end{align*}
$$

Let $K \mapsto P_{\Psi}^{K}$ be a version of the conditional probability $P_{\Psi}(\cdot \mid Z(0)=K)$. By (5.8),

$$
\begin{equation*}
P_{(x, K)}=P_{\Psi}^{K} \circ \theta_{x}, \quad(x, K) \in \mathbb{R}^{d} \times \mathscr{K}^{d} \tag{5.9}
\end{equation*}
$$

is one possible choice of the Palm probabilities introduced in the previous section, where we note that $Q_{0}=P_{\Psi}(Z(0) \in \cdot)$. From Theorem 4.16 we easily obtain the following result.

Proposition 5.4. Let the assumptions of Proposition 4.9 be satisfied and let $A \subset \mathbb{R}^{d}$ be measurable. Then $(1-\bar{p}) H_{B}(\cdot, A)$ is absolutely continuous with density

$$
\begin{align*}
t \mapsto & \sum_{j=0}^{d-1} a_{d-j} t^{d-j-1} \lambda_{\Psi}  \tag{5.10}\\
& \times E_{\Psi}\left[\int \mathbf{1}\left\{d\left(\Phi \backslash \delta_{(0, Z(0))}, z+t b\right)>t\right\} \mathbf{1}\{b \in A\} C_{j}(Z(0), d(z, b))\right]
\end{align*}
$$

where $E_{\Psi}$ denotes expectation with respect to $P_{\Psi}$ and $a_{i}=i b_{i}$.
REMARK 5.5. If the second-order reduced moment measure

$$
\int\left(\psi \backslash \delta_{0}\right)(\cdot) P_{\Psi}(\Psi \in d \psi)
$$

is absolutely continuous and $\Phi$ is an independent marking of $\Psi$, then the second factorial moment measure $\alpha^{(2)}$ of $\Phi$ satisfies the assumption of Proposition 4.9 .

Example 5.6. In Propositions 4.13 (see also Remark 4.14) and 4.26 we found explicit expressions for the direction dependent contact distribution of the inhomogeneous Boolean model. Under the additional assumption of stationarity, the function $f$ which appears in these propositions is equal to the constant $\lambda_{\Psi}$. We write

$$
\bar{V}_{j}:=\int C_{j}\left(K, \mathbb{R}^{d} \times \mathbb{R}^{d}\right) Q_{0}(d K)=\frac{\binom{d}{j}}{b_{d-j}} \int V(K[j], \check{B}[d-j]) Q_{0}(d K)
$$

for the mean of the total $j$ th Minkowski support measure and

$$
\bar{S}_{j}(\cdot):=\int C_{j}\left(K, \mathbb{R}^{d} \times \cdot\right) Q_{0}(d K)
$$

for the mean $j$ th Minkowski surface area measure. Then we obtain

$$
H_{B}(t):=H_{B}\left(t, \mathbb{R}^{d}\right)=1-\exp \left[-\lambda_{\Psi} \sum_{i=0}^{d-1} b_{d-i} t^{d-i} \bar{V}_{i}\right]
$$

and, if $B$ is smooth,

$$
h_{B}(t, A):=h_{B}(x, t, A)=\lambda_{\Psi} \sum_{j=0}^{d-1}(d-j) b_{d-j} t^{d-j-1}\left(1-H_{B}(t)\right) \bar{S}_{j}(A)
$$

independent of $x \in \mathbb{R}^{d}$. This implies, for any measurable function $g:[0, \infty) \times$ $\mathbb{R}^{d} \rightarrow[0, \infty)$, that

$$
\begin{aligned}
& E[g(d(0), u(0)) \mid 0 \notin \Xi] \\
& \quad=\lambda_{\Psi} \sum_{j=0}^{d-1}(d-j) b_{d-j} \iint g(s, b) s^{d-j-1} \exp \left[-\lambda_{\Psi} \sum_{i=0}^{d-1} b_{d-i} s^{d-i} \bar{V}_{i}\right] d s \bar{S}_{j}(d b)
\end{aligned}
$$

Of course, the latter equation can also be derived from Proposition 5.4 using Slivnyak's theorem $P_{\Psi}\left(\Psi \backslash \delta_{0} \in \cdot\right)=P(\Psi \in \cdot)$ and taking into account that $\Phi$ also under $P_{\Psi}$ is an independent marking of $\Psi$.

In the course of the proof of Proposition 4.13 we have especially shown that

$$
\int \mathscr{H}^{d}\left(K+r B^{d}\right) Q_{0}(d K)<\infty, \quad r>0
$$

is a consequence of our general assumption (A2). Therefore we can assume that

$$
\int V_{j}(K) Q_{0}(d K)<\infty, \quad j \in\{0, \ldots, d-1\}
$$

where $V_{j}(\cdot), j \in\{0, \ldots, d\}$, are the classical (Euclidean) quermass-integrals.
Then

$$
\begin{equation*}
H_{B}(t)=1-\exp \left[-\lambda_{\Psi} \sum_{j=0}^{d-1}\binom{d}{j} t^{d-j} \int V(K[j], \check{B}[d-j]) Q_{0}(d K)\right] \tag{5.11}
\end{equation*}
$$

holds true for an arbitrary convex body $B$ containing the origin (see also [37]). For example, if $B$ is a line segment, then we obtain the linear contact distribution. These extensions can be established by approximating $B$ from outside by a decreasing sequence of strictly convex bodies. But, of course, this can also be verified more directly.

If, in addition, $Q_{0}$ is invariant with respect to rotations, then one can use (5.3.24) from [28] as well as

$$
\rho_{B}(t):=\rho_{B}(x, t)=\lambda_{\Psi} \sum_{j=0}^{d-1}(d-j)\binom{d}{j} t^{d-j-1} \int V(K[j], \check{B}[d-j]) Q_{0}(d K)
$$

(independent of $x \in \mathbb{R}^{d}$ ) to deduce the well-known relation

$$
\rho_{B}(t)=\lambda_{\Psi} \sum_{k=1}^{d} k t^{k-1} \frac{b_{k} b_{d-k}}{b_{d}} \frac{V_{k}(B)}{\binom{d}{k}} \int V_{d-k}(K) Q_{0}(d K) .
$$

This completes the discussion of the homogeneous Boolean model.
Finally, we generalize Proposition 5.4. The assertion is similar to Theorem 5.1 and follows by combining the methods of the proofs of Theorem 5.1 and Theorem 4.16. The details are left to the reader.

Theorem 5.7. Let the assumptions of Proposition 4.9 be satisfied. For any measurable $f: \Omega \rightarrow[0, \infty)$,

$$
\begin{align*}
& E[\mathbf{1}\{d(0)>0\} f] \\
& \qquad \begin{array}{l}
\quad \sum_{j=0}^{d-1}(d-j) b_{d-j} \lambda_{\Psi}
\end{array}  \tag{5.12}\\
& \quad \times E_{\Psi}\left[\iint f \circ \theta_{z+s b} s^{d-j-1} \mathbf{1}\left\{d\left(\Phi \backslash \delta_{(0, Z(0))}, z+s b\right)>s\right\}\right. \\
& \left.\quad \times C_{j}(Z(0), d(z, b)) d s\right] .
\end{align*}
$$
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