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SUPERPROCESSES OF STOCHASTIC FLOWS1

By Zhi-Ming Ma and Kai-Nan Xiang

Academia Sinica, Peking University and University of Lisbon

We construct a continuous superprocess X on M�Rd� which is the
unique weak Feller extension of the empirical process of consistent k-
point motions generated by a family of differential operators. The process
X differs from known Dawson–Watanabe type, Fleming–Viot type and
Ornstein–Uhlenbeck type superprocesses. This new type of superprocess
provides a connection between stochastic flows and measure-valued pro-
cesses, and determines a stochastic coalescence which is similar to those of
Smoluchowski. Moreover, the support of X describes how an initial mea-
sure on Rd is transported under the flow. As an example, the process real-
izes a viewpoint of Darling about the isotropic stochastic flows under cer-
tain conditions.

1. Introduction. Both measure-valued processes and stochastic flows
have been studied by many authors. Motivated by [9], [11] and [22], in this
paper stochastic flows arising from stochastic differential equations with a
finite number of driving Brownian motions are used to construct measure-
valued processes over Rd.

Let C2
b��Rd�k� be the set of all functions on �Rd�k with bounded continuous

derivatives of orders up to and including 2. Define an operator Ak for each
natural number k as follows:

Akf�z1� � � � � zk� = 1
2

k∑
i� j=1

d∑
p�q=1

apq�zi� zj� ∂2f

∂z
p
i ∂z

q
j

�z1� � � � � zk�

+
k∑

i=1

d∑
p=1

bp�zi�
∂f

∂z
p
i

�z1� � � � � zk��

∀ f ∈ C2
b��Rd�k�� �z1� � � � � zk� ∈ �Rd�k� zi = �z1

i � � � � � z
d
i � ∈ Rd�

We assume that:

(1.1) bp�·� is a bounded Borel measurable function on Rd, 1 ≤ p ≤ d.
(1.2) �apq�·� ·��1≤p�q≤d is a nonnegative definite d × d symmetric matrix such

that

apq�zi� zj� = apq�zj� zi� ∀�zi� zj� ∈ �Rd�2

and apq�·� ·� is a bounded Borel measurable function on �Rd�2, ∀p�q.
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(1.3) The martingale problem for �Ak�C
2
b��Rd�k�� is well posed and generates

a unique continuous strong Markov process on �Rd�k with a weak Feller
semigroup �Vk

t �t≥0 on the space of all bounded continuous functions on
�Rd�k.

Denote the process corresponding to �Vk
t �t≥0 starting from �z1� � � � � zk� ∈

�Rd�k at time s by Yk = �Yst�z1�� � � � �Yst�zk��t≥s. Then one can check that
�Ak�k≥1 satisfies the following consistency property:

(1.4) Each r�r ≤ k� components of Yk evolves according to the �Ar�C
2
b��Rd�r��

diffusion process.

Furthermore, Yk = �Yst�z1�� � � � �Yst�zk��t≥s can be viewed as the k-point
motion under the A1 diffusion stochastic flow with interaction term �apq�·� ·��
(see [22]).

It is easy to check that

A1F�z� = A2f�z� z�

for any f ∈ C2
b��Rd�2� and F�z� = f�z� z�, z ∈ Rd. In addition, if f�z1� z2� =

z1 − z22 for �z1� z2� ∈ Or × Or, where Or is the open ball centered at 0 with
radius r�0 < r < ∞� in Rd, then

A2f�z1� z1� = 0 for z1 ∈ Or�

Particularly, if f�z1� z2� = z1 − z22, ∀�z1� z2� ∈ Or × Or, then

F�z1� = 0� A2f�z1� z1� = A1F�z1� = 0 ∀ z1 ∈ Or�

Therefore �Yst�x��Yst�x��t≥s is a martingale solution to �A2�C
2
b��Rd�2�� start-

ing from �x� x� at time s. Combining with the fact that �A2�C
2
b��Rd�2�� gener-

ates a unique strong Markov process and the consistency of �Ak�k≥1, we see
that Ak-diffusion has the property that two particles have to stay together
whenever they meet. So the path space of Yk should be

�k = �ω = �ω1� � � � � ωk� ∈ C��0�∞�� �Rd�k�ωi�t� = ωj�t�
for some t and i �= j �⇒ ωi�s� = ωj�s� for s > t��

Isotropic stochastic flows constructed by the reproducing kernel Hilbert space
method and generally perturbed isotropic flows satisfy the above conditions
(1.1)–(1.3) (see [9] or Section 8 in the present paper). See [22] for more exam-
ples which meet our conditions.

Let M�Rd� be the set of all finite measures on Rd endowed with the topology
of weak convergence. Write Mr�Rd� = �µ ∈ M�Rd�µ�Rd� = r� for r > 0, and
write M1� k�Rd� = �µ ∈ M1�Rd�µ = �1/k�∑k

i=1 δzi
� �z1� � � � � zk� ∈ �Rd�k� for

k ≥ 1.
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Let �Yk
t � = �Y0t�y1�� � � � �Y0t�yk�� be the process corresponding to �Vk

t �t≥0

starting from �y1� � � � � yk� ∈ �Rd�k; define

Xk
t = 1

k

k∑
i=1

δY0t�yi��(1.5)

Then it follows from Proposition 2.3.3 in [11] that Xk = �Xk
t � is a continuous

strong Markov process on M1� k�Rd� (cf. Lemma 2.1 below).
A main result of this paper is to show that there exists a unique weak Feller

extension X of the above Xk to a continious Markov process on the whole space
of M�Rd�. Moreover, we show that X is a new type of measure-valued process
differing from the known types of superprocesses. More precisely, we obtain
the following results.

Theorem 1.1 (cf. Theorem 4.5 and Proposition 3.8 below). There exists a
unique continuous strong Markov processX = �Xt� inM�Rd� associated with
a weak Feller semigroup �TX

t �t≥0 such that for each r and k, if the initial
value of the process is an atomic measure in Mr�Rd� distributing its mass
equally among k points y1� � � � � yk, then the distribution of X coincides with
rXk, where Xk is specified by �1�5��

Remark 1.2. (i) The weak Feller property of �TX
t � implies the uniqueness

of X; see Proposition 3.8(ii). Otherwise, one may have a different extension.
For example, one may construct a trivial extension by letting all nonatomic
measures remain fixed.

(ii) The analysis of the generator of X (cf. Sections 5 and 6) shows that X is
neither a type of Dawson–Watanabe process nor a type of Fleming–Viot pro-
cess. Also X is not an Ornstein–Uhlenbeck superprocess. Indeed Theorem 1.1
suggests a new type of superprocess. This new type of superprocess is closely
related to stochastic flows, and hence is of interest to be studied further. The
present paper is just a beginning.

(iii) For each k, if the initial value of X is an atomic measure distributing
its mass equally among k points, then the support of X evolves according to
the diffusion with the generator Ak with the rule that paths in Rd which meet
must coalesce. Thus the process X obtained here determines a stochastic coa-
lescence which is similar to those of [32] (see [1]) in some sense. Moreover, it
realizes a view point of Darling [9] that the real object of interest in stochas-
tic flows is not the family of mappings �Yst�, but the way that an initial
measure on Rd is transported under the flow. In particular, the framework
in this paper is applicable to certain isotropic stochastic flows constructed
by the reproducing kernel Hilbert space method. See Sections 7 and 8 for
details.

Remark 1.3. We are grateful to the referee who pointed out that the frame-
work adopted here includes the case where the k-point motions are associated
with a stochastic differential equation on Rd. An interesting extreme example
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is the case of independent Brownian motion. In this case atoms will a.s. not
collide provided d > 1. The referee conjectured that for independent Brownian
motion, the M�Rd�-valued process will evolve by the atoms moving randomly
and the rest under the semigroup. We shall discuss this subject in a forthcom-
ing paper.

This paper is organized as follows. After some preliminaries in Section 2, we
construct the weak Feller semigroup on M�Rd� and discuss some consequences
of the associated process in Section 3. Section 4 is devoted to showing the
continuity of the sample paths. Then we calculate the generator of �X in Sec-
tion 5 and compare it to other known superprocesses in Section 6. The rela-
tion of our process to the stochastic coalescence is briefly discussed in Sec-
tion 7. Finally, in Section 8 we discuss some examples coming from isotropic
flows.

2. Preliminaries. Throughout this paper, we shall use the following
notation:

M�Rd� all finite measures on Rd endowed with
the weak topology

M1�Rd� = �µ ∈ M�Rd�µ�Rd� = 1�
M1�M1�Rd�� all probability measures on M1�Rd�

endowed with the weak topology

Cb�Rd� all bounded continuous functions on Rd�

C0�Rd� all continuous functions on Rd vanishing
at infinity

C∞
b �Rd� all smooth functions on Rd with

bounded derivatives of any order

Per�N� all permutations of �1� � � � �N�
Csym��Rd�n� all continuous symmetric functions from

Rd × · · · × Rd �n folds� to R

π̃ �Rd�n → �Rd�n is defined by �π̃x�i = xπi for
x = �x1� � � � � xn� ∈ �Rd�n� π ∈ Per�n�

�µ�f� �=
∫
fdµ the integral of measurable function f with

respect to measure µ on Rd

'n �Rd�n → M1�Rd�� 'n�z1� � � � � zn� = 1
n

n∑
i=1

δzi
�

where δzi
is the unit measure centered at zi

M1� n�Rd� = �'n�z1� � � � � zn� �z1� � � � � zn� ∈ �Rd�n�
µn �= µ × · · · × µ �n folds��∀ µ ∈ M�Rd�

Ff�n�µ� �= �µn�f� ∀ µ ∈ M�Rd�� bounded Borel
measurable function f on �Rd�n�
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Lemma 2.1. Let �Yk
t � = �Y0t�y1�� � � � �Y0t�yk�� be the process corresponding

to �Vk
t �t≥0 starting from �y1� � � � � yk� ∈ �Rd�k; define

�Xk
t � = �'k�Yk

t ���

Then Xk = �Xk
t � is a continuous strong Markov process on M1� k�Rd�.

Proof. The proof is similar to Proposition 2.3.3 in [11]. For the reader’s
convenience, we provide an outline.

(i) We have the following claim:

σ�Csym��Rd�k�� = σ�'k��

In particular, if f ∈ Csym��Rd�k�, then f is σ�'k�-measurable.
(ii) For any π ∈ Per�k� and any f ∈ C2

b��Rd�k�, we have

�Ak�π̃f���π̃−1�z1� � � � � zk��
= �Ak�π̃f���zπ−11� � � � � zπ−1k�

= 1
2

k∑
i� j=1

d∑
p�q=1

apq�zπ−1j� zπ−1i�
∂2π̃f

∂z
p

π−1i∂z
q

π−1j

�zπ−11� � � � � zπ−1k�

+
k∑

i=1

d∑
p=1

bp�zπ−1i�
∂π̃f

∂z
p

π−1i

�zπ−11� � � � � zπ−1k�

= 1
2

k∑
i� j=1

d∑
p�q=1

apq�zπ−1j� zπ−1i�
∂2f

∂z
p

π−1i∂z
q

π−1j

�z1� � � � � zk�

+
k∑

i=1

d∑
p=1

bp�zπ−1i�
∂f

∂z
p

π−1i

�z1� � � � � zk�

= �Akf��z1� � � � � zk��
where �π̃f��z1� � � � � zk� = f�zπ1� � � � � zπk� for any �z1� � � � � zk� ∈ �Rd�k. Namely,
Ak satisfies the exchangeable condition.

(iii) We now prove that �Xk
t � is a continuous strong Markov process. In fact,

the continuity of �Xk
t � is obvious. Let

�t�Yk� = σ
{
Yk

s � s ≤ t
}
� �t�Xk� = σ

{
Xk

s � s ≤ t
}
�

Then for any finite ��t�Xk��-stopping time τ and any positive number s, we
have

E
[
Xk

τ+s ∈ ·�τ�Xk�] = E
[
E�Xk

τ+s ∈ ·�τ�Yk���τ�Xk�]
= E

[
E�Xk

τ+s ∈ ·σ�Yk
τ ���τ�Xk�]�
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Noticing that Ak satisfies the exchangeable condition, we get

E
[
Xk

τ+s ∈ ·σ�Yk
τ �] = E

[
'k�π̃Yk

τ+s� ∈ ·σ�π̃Yk
τ �]

= E
[
'k�Yk

τ+s� ∈ ·σ�π̃Yk
τ �]�

Thus

E
[
Xk

τ+s ∈ ·�τ�Xk�] = E
[
Xk

τ+s ∈ ·σ�Xk
τ �]� ✷

Remark 2.2. Let Rd
� be the one-point compactification of Rd, M1�Rd

�� the
set of all probabilities on Rd

�, and Cb�Rd
�� the set of all (bounded) continuous

functions on Rd
�. Then M1�Rd

�� is compact in the topology of weak convergence
and

Cb�Rd
�� = �f + c  f ∈ C0�Rd�� c is a constant��

Here and at other similar places, we view any f ∈ C0�Rd� as a function on
Rd

� by letting f��� = 0.

Notice that there exists a countable subset �gj�j≥1 of C0�Rd� ∩ C∞
b �Rd�

which is dense in C0�Rd� with respect to the uniform norm. Let �rk�k≥1 be
the set of all rational numbers, then �fn�n≥1 �= �gj + rk� j ≥ 1� k ≥ 1� is
dense in Cb�Rd

�� with respect to the uniform norm. We may always assume
f1 = 1. We define for µ� ν ∈ M1�Rd

��,

ρ�µ� ν� =
∞∑

n=1

1
2n

�1 ∧ Ffn�1�µ� − Ffn�1�ν���

Then �M1�Rd
��� ρ� becomes a compact metric space and the ρ-topology is com-

patible with the weak topology on M1�Rd
��. If we consider M1�Rd� as a Borel

subset of M1�Rd
�� by identifying

M1�Rd� = �µ ∈ M1�Rd
�� µ����� = 0��

Then M1�Rd� equipped with the metric ρ is a separable metric space and the
topology induced by ρ coincides with the vague topology. But since any element
µ in M1�Rd� must have total mass 1, hence any vague limit in M1�Rd� [not
in M�Rd

��!] is also a weak limit. Therefore the ρ-topology coincides with the
weak topology on M1�Rd�. Moreover, one can check that the closure of M1�Rd�
in �M1�Rd

��� ρ� is just M1�Rd
��.

Let Cb�M1�Rd�� be the space of all bounded continuous functions on
M1�Rd�. For the further use we introduce its several subspaces:

Cp�M1�Rd�� �= �Ff�n  f ∈ Cb��Rd�n�� n ≥ 1��(2.1)

C∞
p �M1�Rd�� �= �Ff�n  f ∈ C∞

b ��Rd�n�� n ≥ 1�(2.2)

and

Cu�M1�Rd�� �= �F ∈ Cb�M1�Rd�� F is uniformly continuous��(2.3)
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Lemma 2.3. C∞
p �M1�Rd�� is an algebra and is convergence determining in

M1�M1�Rd��. Moreover, C∞
p �M1�Rd�� ∩ Cu�M1�Rd�� is dense in Cu�M1�Rd��

with respect to the uniform norm.

Proof. We divide the proof into four parts.
(i) Noticing Ff�n�·�Fg�m�·� = Fh�n+m�·� for

h�x1� � � � � xn+m� = f�x1� � � � � xn�g�xn+1� � � � � xn+m�
and

Ff�n�·� = Fr�n+m�·� for r�x1� � � � � xn+m� = f�x1� � � � � xn��
we see that C∞

p �M1�Rd�� is an algebra.
(ii) Note �M1�Rd

��� ρ� is a compact metric space and is the ρ-closure of
M1�Rd�. Hence any F ∈ Cu�M1�Rd�� is uniquely extended to an element �F ∈
C�M1�Rd

��� [C�M1�Rd
��): all the continuous functions on M1�Rd

��]. Moreover,
F → �F is a one-to-one correspondence between Cu�M1�Rd� and
C�M1�Rd

���.
(iii) Let �Cup = � �F ∈ C�M1�Rd

��� F ∈ Cu�M1�Rd�� ∩ C∞
p �M1�Rd���. Then

�Cup is an algebra and contains the constant function 1. Moreover �Ffn�1�·�� n ≥
1� used in the definition of ρ is a subset of �Cup and �Ffn�1�·�� n ≥ 1� sepa-
rates the points of M1�Rd

��. Therefore, by the Stone–Weierstrass theorem,
�Cup is dense in C�M1�Rd

���. Combining with (ii), we see that C∞
p �M1�Rd�� ∩

Cu�M1�Rd�� is dense in Cu�M1�Rd��.
(iv) Let P�Pn ∈ M1�M1�Rd��, n ≥ 1. Suppose that∫

FdPn →
∫
FdP� n → ∞�(2.4)

for all F ∈ C∞
p �M1�Rd��, then it follows from (iii) that (2.4) holds for all F ∈

Cu�M1�Rd��. Thus C∞
p �M1�Rd�� is convergence determining in M1�M1�Rd��.

✷

3. Weak Feller semigroup on M�Rd�. For F = Ff�n ∈ Cp�M1�Rd��
[cf. (2.1)] and µ ∈ M1�Rd�, we define

TtFf�n�µ� =
∫
Vn

t f�x1� � � � � xn�µn�dx1 � � � dxn��(3.1)

Note that by the consistency property [cf. (1.4)] and the fact that µ is a prob-
ability measure, (3.1) is independent of the expression F = Ff�n, and hence
�Tt� t ≥ 0� is well defined on Cp�M1�Rd��.

Lemma 3.1. �Tt� t ≥ 0� satisfies the following properties:
(i) TtTsFf�n�µ� = Tt+sFf�n�µ�.
(ii) TtFf�n�µ� − Ff�n�µ� → 0� t → 0.
(iii) �TtFf�n� ≤ �Ff�n�,
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where �·� denotes the uniform norm. If in addition each �Vk
t �t≥0 is strongly

Fellerian, then (ii) is strengthened by

(ii)′ �TtFf�n�·� − Ff�n�·�� → 0� t → 0.

Proof. By (3.1), we have TtFf�n�µ� = FVn
t f�n

�µ�, hence by the consistency
property (1.4),

TtTsFf�n�µ� = TtFVn
s f�n

�µ� = FVn
t+sf� n

�µ� = Tt+sFf�n�µ��
which verifies (i). Also by (3.1),

TtFf�n�µ� − Ff�n�µ� ≤
∫

Vn
t f − fµn�dx� ≤ sup

x∈�Rd�n
Vn

t f�x� − f�x��

thus (ii) [resp. �ii�′] follows from the weak (resp. strong) Feller property of
�Vn

t �t≥0. We now prove (iii). For a given µ ∈ M1�Rd�, let µN = �1/N�∑N
j=1 δzj

,
where �zj� are independent random variables with the same distribution µ.
Then �µN� converges weakly to µ a.s. by the large number law. Denote by
�Tk

t � the semigroup of Xk, with the consistency property (1.4), for n ≤ N, we
have

TN
t Ff�n�µN� = 1

NN

N∑
j1�����jN=1

VN
t f̄�zj1

� � � � � zjN
�

�where f̄�y1� � � � � yN� = f�y1� � � � � yn��

= 1
NN

N∑
j1�����jN=1

Vn
t f�zj1

� � � � � zjn
�(3.2)

= 1
Nn

N∑
j1�����jn=1

Vn
t f�zj1

� � � � � zjn
�

= TtFf�n�µN� = FVn
t f�n

�µN��

Let N → ∞, since Vn
t f ∈ Cb��Rd�n�, we have

TN
t Ff�n�µN� → TtFf�n�µ� = FVn

t f�n
�µ� a.s.(3.3)

Thus by the contraction property of �TN
t �,

TtFf�n�µ� ≤ lim sup
N→∞

TN
t Ff�n�µN� ≤ lim sup

N→∞
�Ff�n� a.s.(3.4)

Hence

�TtFf�n� ≤ �Ff�n��
proving (iii). ✷
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Lemma 3.2. There exists a unique kernel probability measure Pt�µ�dν�
from M1�Rd� to M1�Rd� such that

TtF�µ� =
∫
F�ν�Pt�µ� dν� for all F ∈ Cp�M1�Rd���(3.5)

Proof. Given µ ∈ M1�Rd�, let µN = �1/N�∑N
j=1 δzj

, where �zj� are inde-
pendent random variables with the same distribution µ. Denote the law of
XN

t �XN
0 = µN� on M1�N�Rd� ⊂ M1�Rd� by PN

t �µ�dν�. From (3.3), we can
check that ∫

F�ν�PN
t �µ�dν� → TtF�µ� ∀ F ∈ Cp�M1�Rd���(3.6)

We claim that �PN
t �µ�dν��N≥1 is tight in M1�M1�Rd��.

In fact, for any r > 0, let Br = �x ≤ r� ⊂ Rd. Then with the consistency
property of AN, we have

∫
M1�Rd�

PN
t �µ�dν�ν�Bc

r� = P
[�XN

t �Bc
r�XN

0 = µN

]

= P

[
1
N

N∑
i=1

I�Y0t�zi��∈Br�

]

= P�Y0t�z1� �∈ Br��
Since Y0t�z1� is an Rd-valued random variable, we must have

lim sup
r→∞

sup
N

∫
M1�Rd�

PN
t �µ�dν�ν�Bc

r� = lim sup
r→∞

P�Y0t�z1� �∈ Br� = 0�

Thus the first moment measure sequence of �PN
t �µ� ·��N≥1 is tight in M1�Rd�.

Recall that (cf. [11]) for any Q ∈ M1�M1�Rd��, the corresponding first moment
measure Q1 on Rd is defined by

Q1�B� =
∫
M1�Rd�

Q�dµ�µ�B�

for any Borel set B ⊂ Rd. Then by Lemma 3.2.8 in [11], and noticing M1�Rd�
is closed in M�Rd�, we see that �PN

t �µ� ·��N≥1 is tight in M1�M1�Rd��.
Thus by Lemma 2.3 and (3.6), we conclude that �PN

t �µ� ·��N≥1 has a unique
weak limit point Pt�µ� ·� in M1�M1�Rd�� which satisfies (3.5). The measur-
ability of µ → Pt�µ� ·� is obvious because TtF�µ� is measurable in µ for all
F ∈ Cp�M1�Rd��. ✷

With the kernel probability Pt�µ�dν�, we can now extend TtF to all
bounded Borel functions F on M1�Rd� by setting

TtF�µ� =
∫
F�ν�Pt�µ�dν��(3.7)
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Lemma 3.3. �Tt�t≥0 is a weakly continuous Feller semigroup on
Cb�M1�Rd��.

Proof. The semigroup property follows from Lemma 3.1(i) and the mono-
tone class argument. By Lemma 3.1(ii), (iii) and Lemma 2.3,

TtF�µ� − F�µ� → 0� t → 0 for all F ∈ Cu�M1�Rd���
That is, Pt�µ� ·� converges weakly to δµ when t → 0.

Therefore, TtF�µ� = ∫
F�ν�Pt�µ�dν� converges to F�µ� for all

F ∈ Cb�M1�Rd��, that is, �Tt� t ≥ 0� is weakly continuous. Note that for each
n, �Vn

t � t ≥ 0� is a weak Feller semigroup. Hence if F = Ff�n ∈ Cp�M1�Rd��,
then

TtF�µ� =
∫
Vn

t fdµ
n ∈ Cb�M1�Rd���

which extends to all F ∈ Cu�M1�Rd�� immediately by Lemma 3.1(iii) and
Lemma 2.3.

Therefore, Pt�µ� ·� is continuous in µ w.r.t. the weak topology of M1�Rd�,
which implies the weak Feller property of �Tt� t ≥ 0�. ✷

Remark 3.4. If each �Vn
t � t ≥ 0� is strongly Fellerian, then by

Lemma 3.1�ii�′ and Lemma 2.3, the weak continuity is strengthened by

�TtF − F� → 0� t → 0 for all F ∈ Cu�M1�Rd���
We are going to extend the semigroup to the whole space M�Rd�. To this

end, we note that each m ∈ M�Rd� with m�Rd� > 0 is uniquely expressed
as m = rµ with r > 0 and µ ∈ M1�Rd�. Thus we may identify M�Rd� with
��0�∞� × M1�Rd�� ∪ �0�. We define

ρ�m1�m2� = r1 − r2 + min�r1� r2� · ρ�µ1� µ2�
for m1 = r1µ1 and m2 = r2µ2 [with the convention that 0 = 0µ for arbi-
trary µ ∈ M1�Rd��. Then, using the fact that ρ is a metric on M1�Rd� and
ρ�µ1� µ2� ≤ 1, one can check that ρ is a metric on M�Rd� and its induced topol-
ogy coincides with the weak topology. For r ≥ 0, we denote by Jr�µ� = rµ,
then Jr is a measurable map from M1�Rd� to M�Rd�.

We extend the kernel probability measure Pt�µ� ·� to M�Rd� by setting

Pt�m�B� = Pt�µ�J−1
r �B��(3.8)

for m = rµ ∈ M�Rd� and Borel set B ⊂ M�Rd�. Here

Pt�m�B� = IB�0� if m = 0�

Proposition 3.6. Let

TX
t F�m� =

∫
M�Rd�

F�ν�Pt�m�dν�(3.9)
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for bounded Borel function F onM�Rd�. Then �TX
t �t≥0 is a weakly continuous

Feller semigroup on Cb�M�Rd��.

Proof. Clearly �TX
t �t≥0 is a semigroup. If F is a bounded uniformly con-

tinuous function on M�Rd� w.r.t. the metric ρ, then one can easily check the
weak continuity and Feller property. Thus the weak continuity and Feller prop-
erty holds for all F ∈ Cb�M�Rd�� because the family of all bounded uniformly
continuous functions is a convergence determining class. ✷

Remark 3.7. Note that M1�Rd� is a Polish space with the weak topology
(not necessarily with the metric specified in Remark 2.2). By Kolmogorov’s
extension theorem, there is an M1�Rd�-valued Markov process � �Xt�t≥0 asso-
ciated to the semigroup �Tt�t≥0. For µ ∈ M1�Rd� and m = rµ, let Xt = r �Xt

with �X0 = µ, then Pt�m� ·� specified in (3.8) is the law of Xt and X = �Xt�t≥0

is a Markov process on M�Rd�.

In the next section we shall prove that there exists a version of � �Xt�t≥0
which has continuous sample paths. For a moment we assume that we have
already taken such a continuous version. Then we may conclude the following
assertions.

Proposition 3.8. Assume � �Xt�t≥0 has continuous sample paths and let
X = �Xt�t≥0 be as in the above remark.

(i) For each r and k, if X0 = �r/k�∑k
i=1 δxi

∈ Mr�Rd�, then the distribu-
tion of X coincides with rXk, where Xk is specified in Lemma 2�1� In par-
ticular, the support S = �St� of �Xt� evolves according to the law of �Yk

t �
with initial value �y1� � � � � yk� with the rule that paths in Rd which meet must
coalesce.

(ii) The above property (i) and the weak Feller property implies the unique-
ness of �Xt�t≥0.

Proof. (i) Without loss of generality, we may assume r = 1. For F =
Ff�n ∈ Cp�M1�Rd��, following the argument of (3.2) and (3.3), we can show
that

TtFf�n�ν� = Tk
t Ff�n�ν� ∀ ν = 1

k

k∑
i=1

δyi
�

This shows that the two continuous Markov processes � �Xt� and
�Xk

t � = �'k�Yk
t �� have the same distribution. Thus the desired assertion fol-

lows from the behavior of �'k�Yk
t ��.

(ii) Suppose there is another M1�Rd�-valued Markov process �X′ satisfies
the above property (i) and has the weak Feller property. For an arbitrary
µ ∈ M1�Rd�, let �X′

0 = µN be as in the proof of Lemma 3.1(iii); then the
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semigroup �T′
t� of �X′ must satisfy that for any f ∈ C∞

b ��Rd�n�,
T′

tFf�n�µN� = TN
t Ff�n�µN� = FVn

t f�n
�µN� a.s.

Note that µN → µ weakly a.s.; hence from the weak Feller property of �T′
t�,

we obtain

T′
tFf�n�µN� → T′

tFf�n�µ� a.s., N → ∞�

Also from the weak Feller property of �Vn
t �t, we obtain that as N → ∞,

FVn
t f�n

�µN� → FVn
t f�n

�µ� a.s.

Therefore,

T′
tFf�n�µ� = TtFf�n�µ��

With Lemma 2.3, we get

T′
t = Tt�

which shows that �X′ and �X have the same finite-dimensional distribution. If
in addition �X′ has continuous sample paths, then the two processes have the
same law on the space C��0�∞��M1�Rd��. ✷

4. Continuous M1�Rd�-valued process. For a metric space E, we
denote by DE all cadlag functions from �0�∞� to E. It is known that DE

equipped with the Skorohod metric is a Polish space provided E is a Polish
space.

Lemma 4.1. LetXk be as in Lemma 2�1� Denote by Ak the generator ofXk.
Then for Ff�n ∈ C∞

p �M1�Rd�� and µ = �1/k�∑k
i=1 δyi

, we have

AkFf�n�µ� = FAnf�n
�µ��(4.1)

Proof. From the definition of the generator, we have

AkFf�n�µ� = lim
t→0+

1
t
E
[
Ff�n�Xk

t � − Ff�n�Xk
0�Xk

0 = µ
]

= 1
kn

k∑
j1�����jn=1

lim
t→0+

1
t
E
[
f�Y0t�yj1

�� � � � �Y0t�yjn
��

− f�yj1
� � � � � yjn

�]

= 1
kn

k∑
j1�����jn=1

Anf�yj1
� � � � � yjn

�

= �µn�Anf� = FAnf�n
�µ�� ✷

Given µ ∈ M1�Rd�, let �XN
t �t≥0 with XN

0 = µN be the process specified at
the beginning of the proof of Lemma 3.2. We consider XN = �XN

t � as a random



SUPERPROCESSES OF STOCHASTIC FLOWS 329

variable takes value in DM1�Rd� ⊂ DM1�Rd
�� and denote by PN its distribution

on DM1�Rd
��.

Lemma 4.2. �PN�N≥1 form a tight family in DM1�Rd
��.

Proof. Define a function family on M1�Rd
�� as follows:

C∞
p �M1�Rd

��� = �Fg�n�·�g = f + c� c is constant,

f ∈ C∞
b ��Rd�n� ∩ C0��Rd�n���

It is easy to prove that C∞
p �M1�Rd

��� is an algebra and separates points in
M1�M1�Rd

���.
Let Ff�n ∈ C∞

p �M1�Rd
���. Denote by �Zt�t≥0 the coordinate process on

DM1�Rd
��. By the above lemma,

Ff�n�Zt� −
∫ t

0
FAnf�n

�Zs�ds� t ≥ 0

is a PN-martingale for each N. Denote by EN the expectation of PN. Clearly
we have

sup
N

EN

[
sup
s≤t

FAnf�n
�Zs�

]
< ∞�

Therefore, by Corollary 3.6.3 of [11], the family

PN ◦ �Ff�n�Z���−1� N ≥ 1

is tight in DR for each Ff�n ∈ C∞
p �M1�Rd

���. Note that M1�Rd
�� is a compact

metric space. Hence by Theorem 3.6.4 of [11], �PN�N≥1 is tight in
DM1�Rd

��. ✷

For a metric space E, we denote by CE the space of all continuous functions
from �0�∞� to E.

Lemma 4.3. �PN� converges weakly to a probability measurePµ onCM1�Rd
��

such that its finite-dimensional distribution is uniquely determined by the
semigroup �Tt�t≥0 specified in �3�7� and the initial measure
µ ∈ M1�Rd�.

Proof. Note that

TtFf�n�ν� = TN
t Ff�n�ν� ∀ ν ∈ M1�N�Rd�� n ≤ N�

By Lemmas 3.3, 2.3 and 4.2, combining with the Markov property, �PN� is
convergent to Pµ on DM1�Rd

�� according to finite-dimensional distributions fol-
lowing from a standard method (cf. [11]).
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Let �fn�n≥1 ⊂ Cb�Rd
�� be the family of functions used in Remark 2.2 for

the definition of the metric ρ. We define the following metric which is also
compatible with the weak topology on M1�Rd

��:

d�µ� ν� =
∞∑

n=1

1
an

(
1 ∧

∣∣∣∣
∫
fn dµ −

∫
fn dν

∣∣∣∣
)
�(4.2)

where

an = 2�max�2n�1 + bn��12�

bn = max
x∈Rd

{
2fn�x� +

∣∣∣∣ 1
2

d∑
p�q=1

apq�x� x�∂pqfn�x� +
d∑

p=1

bp�x�∂pfn�x�
∣∣∣∣

+
d∑

p=1

( d∑
q=1

σpq�x�∂qfn�x�
)2}

�

�σpq�·� ·�� �= σ�·� ·� is a nonnegative symmetric matrix with bounded entries
such that σ�·� ·�2 = a�·� ·�, and ∂if denotes the ith direction derivative of f,
∂ijf = ∂i�∂jf�.

Given µ ∈ M1�Rd�, let �XN
t �t≥0 with XN

0 = µN be the process specified
at the beginning of the proof of Lemma 3.2. Note that for any function f ∈
C2

b�Rd�,
∫
fdXN

t �= �XN
t �f� = 1

N

N∑
j=1

f�Y0t�zj���

where �Y0t�x��t is an A1-diffusion with coeficients satisfying
assumptions (1.1)–(1.3).

By Itô’s rule, we can prove

f�Y0t�x�� − f�x� = M
f
t �x� +

∫ t

0
A1f�Y0s�x��ds

= M
f
t �x� + N

f
t �x��

where M
f
t �x� is a martingale with

�Mf
· �x��t =

∫ t

0

d∑
p=1

( d∑
q=1

σpq�Y0s�x��∂qf�Y0s�x��
)2

ds�

[In the above we have taken the convention �σ�z� �= σ�z� z���]
Let fn be as in (4.2); then

∫
fn dXN

t −
∫
fn dXN

s = 1
N

N∑
j=1

[
M

fn

t �zj� − Mfn
s �zj� + N

fn

t �zj� − Nfn
s �zj�]�
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Since xp �p > 1� is a convex function on R+,∣∣∣∣
∫
fn dXN

t −
∫
fn dXN

s

∣∣∣∣
p

≤
{

1
N

N∑
j=1

∣∣Mfn

t �zj� − Mfn
s �zj� + N

fn

t �zj� − Nfn
s �zj�∣∣

}p

≤ 1
N

N∑
j=1

∣∣Mfn

t �zj� − Mfn
s �zj� + N

fn

t �zj� − Nfn
s �zj�∣∣p

≤ 2p

N

N∑
j=1

{Mfn

t �zj� − Mfn
s �zj�p + Nfn

t �zj� − Nfn
s �zj�p}�

Taking p = 3, by Hölder’s inequality, we obtain

d�XN
t �XN

s �3 ≤
( ∞∑

n=1

1

a
3/4
n

)2( ∞∑
n=1

1

a
3/2
n

∣∣∣∣
∫
fndX

N
t −

∫
fndX

N
s

∣∣∣∣
3)

≤ c

( ∞∑
n=1

1

a
3/2
n

N∑
j=1

1
N

{Mfn

t �zj� − Mfn
s �zj�3

+ Nfn

t �zj� − Nfn
s �zj�3}

)
�

where c = 23�∑∞
j=1 1/a3/4

n �2.
Taking expectations at both sides of the above formula, and using the

Burkholder–Davies–Gundy inequality and the consistency of �Ak�k≥1, we
obtain

EN
(
d�XN

t �XN
s �3)

≤ c

( ∞∑
n=1

1

a
3/2
n

N∑
j=1

1
N

EN
{∣∣Mfn

t �zj� − Mfn
s �zj�∣∣3

+ ∣∣Nfn

t �zj� − Nfn
s �zj�∣∣3}

)

= c

( ∞∑
n=1

1

a
3/2
n

EN
{∣∣Mfn

t �z1� − Mfn
s �z1�∣∣3

+ ∣∣Nfn

t �z1� − Nfn
s �z1�∣∣3}

)

= c

( ∞∑
n=1

1

a
3/2
n

{∫
Rd

P
[∣∣Mfn

t �x� − Mfn
s �x�∣∣3∣∣Y00�x� = x

]
µ�dx�

+
∫
Rd

P
[∣∣Nfn

t �x� − Nfn
s �x�∣∣3∣∣Y00�x� = x

]})
µ�dx�
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≤ c

( ∞∑
n=1

1

a
3/2
n

sup
x∈Rd

{
P
[Mfn

t �x� − Mfn
s �x�3Y00�x� = x

]

+ P
[Nfn

t �x� − Nfn
s �x�3Y00�x� = x

]})

≤ c

( ∞∑
n=1

1

a
3/2
n

{
c1b

3/2
n t − s3/2 + b3

nt − s3}
)

≤ c

( ∞∑
n=1

1

a
3/4
n

c1b
3/2
n + b3

n

a
3/4
n

�t − s3 ∨ t − s3/2�
)

≤ c

( ∞∑
n=1

1

a
3/4
n

c2�t − s3 ∨ t − s3/2�
)

= c3�t − s3 ∨ t − s3/2��
where c1, c2, c3 are constants. With the convergence we have just proved, we
get

Eµ

(
d�Zt�Zs�3) ≤ c3�t − s3 ∨ t − s3/2��

where Eµ is the expectation related to Pµ and �Zt� is the coordinate process
on DM1�Rd

��. Now by Kolmogorov’s continuity criterion, we see that �Zt� has a
continuous realization on CM1�Rd

��. So far we have proved the lemma. ✷

Lemma 4.4. Suppose µ ∈ M1�Rd�. Define
σ = inf�tZt �∈ M1�Rd���

Then

Pµ�σ < ∞� = 0�

Proof. In order to obtain Pµ�σ < ∞� = 0, it suffices to prove

lim
n→∞ Pµ

[
inf

0≤s≤T
�Zs�fn�

]
= 1 ∀ 0 < T < ∞�(4.3)

Here T is constant and fn ∈ C0�Rd� ∩ C∞
b �Rd� such that

fn�x� =
{

1� x ≤ n,
0� x > n + 1.

In fact, if Pµ�σ < ∞� > 0, then we can choose T ∈ �0�∞� satisfying

Pµ�σ < T� > 0�

Note that on �σ < T�,
inf

0≤s≤T
�Zs�fn� ≤ inf

o≤s≤T
Zs�Rd� < 1�
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Then we have that

lim
n→∞ Pµ

[
inf

0≤s≤T
�Zs�fn�

]
≤ Pµ

[
inf

0≤s≤T
Zs�Rd�

]
< 1�

which contradicts (4.3).
Now we are in the position to prove (4.3).
On DM1�Rd

��, the Skorohod topology is weaker than the local uniform topol-
ogy; but when Z ∈ CM1�Rd

��, a sequence �Zn�n ⊂ DM1�Rd
�� converges to Z for

the Skorohod topology if and only if it converges to Z locally uniformly (refer
to [21], Proposition 1.17, page 292, for a similar proof). By this fact, on CM1�Rd

��,
the Skorohod topology is just the locally uniform one. Note that �PN�N con-
verges weakly to Pµ on CM1�Rd

��. We see that inf 0≤s≤T�Zs�fn� is a bounded
continuous function on CM1�Rd

�� and

lim
N→∞

PN
[

inf
0≤s≤T

�Zs�fn�
]

= Pµ

[
inf

0≤s≤T
�Zs�fn�

]
�

However, by the consistency, we have

PN
[

inf
0≤s≤T

�Zs�fn�
]

≥ PN
[

inf
0≤s≤T

Zs�Bn�
]

= P

[
inf

0≤s≤T

{ N∑
i=1

I�Y0s�zi�∈Bn�
N

}]

≥ P

[ N∑
i=1

1
N

inf
0≤s≤T

I�Y0s�zi�∈Bn�

]

= P
[

inf
0≤s≤T

I�Y0s�z1�∈Bn�
]

=
∫
Rd

Px

[
inf

0≤s≤T
I�Y0s�x�∈Bn�

]
µ�dx�

≥
∫
Rd

Px�τn ≥ T�µ�dx��

where Px is the law of �Y0s�x��, Bn = �x ∈ Rd x ≤ n� and

τn = inf�tY0t�x� �∈ Bn��
Therefore,

lim inf
n→∞ Pµ

[
inf

0≤s≤T
�Zs�fn�

]
≥ lim inf

n→∞

∫
Rd

Px�τn ≥ T�µ�dx�

≥
∫
Rd

lim inf
n→∞ Px�τn ≥ T�µ�dx� = 1�

This proves (4.3). ✷

Theorem 4.5. Let � �Xt�t≥0 be the coordinate process on CM1�Rd�. Then there
exists a unique family of probability measures �Pµ�µ∈M1�Rd� on CM1�Rd� such
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that � �Xt�t≥0 becomes a continuous strong Markov process associated with
�Tt�t≥0.

Proof. With Lemmas 4.3 and 4.4, we conclude that � �Xt� � �X0 = µ ∈
M1�Rd�� has indeed a M1�Rd�-valued continuous version. Let Pµ be its law on
CM1�Rd�. Then �Pµ�µ∈M1�Rd� is the desired family of probabilities. By a routine
argument (cf., e.g., Sharp [30], Theorem 7.4(v), page 31), the strong Markov
property of � �Xt� follows from the Feller property and the continuity of sample
paths. The uniqueness of �Pµ�µ∈M1�Rd� follows from Proposition 3.8(ii). ✷

From the above proof, we have the following.

Proposition 4.6. For the metric specified in �4�2�, �X has an α-Hölder con-
tinuous version on CM1�Rd� for α ∈ �0� 1

2�.

Remark 4.7. As we did in Remark 3.7, for µ ∈ M1�Rd� and m = rµ, let
Xt = r �Xt with �X0 = µ, then X = �Xt�t≥0 is a continuous strong Markov
process on M�Rd� associated with the Feller semigroup �TX

t �t≥0.

5. Generator of �X . Denote by A with domain D�A� the (weak) generator
of � �X�. That is,

AF�µ� = lim
t→0+

1
t
Eµ

[
F� �Xt� − F� �X0�] = lim

t→0+
1
t

[
TtF�µ� − F�µ�](5.1)

and

D�A� = {
F ∈ Cb�M1�Rd��AF�µ� exists for all µ ∈ M1�Rd�}�

Lemma 5.1. If F = Ff�n ∈ C∞
p �M1�Rd��, then Ff�n ∈ D�A� and

AFf�n�µ� = FAnf�n
�µ��(5.2)

Proof. Let F = Ff�n ∈ C∞
p �M1�Rd��. Then

∣∣∣∣TtF�µ� − F�µ�
t

− FAnf�n
�µ�

∣∣∣∣
≤

∫
�Rd�n

∣∣∣∣1t �Vn
t f − f� − Anf

∣∣∣∣�x�µn�dx� → 0�
✷

For a function F on M�Rd�, we define for µ ∈ M�Rd� and x ∈ Rd,

δF�µ�
δµ�x� = d

dε
F�µ + εδx�

∣∣∣∣
ε=0�
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provided the derivative exists. It is easy to see [11] that for F = Ff�n with
f ∈ C∞

b ��Rd�n�, we have

δFf�n�µ�
δµ�x� =

n∑
j=1

∫
f�x1� � � � � xj−1� x� xj+1� � � � � xn� ∏

i�=j

µ�dxi��

δ2Ff�n�µ�
δµ�x�δµ�y�

= ∑
j �=k

∫
f�x1� � � � � xj−1� x� xj+1� � � � � xk−1� y� xk+1� � � � � xn� ∏

i�=j� k

µ�dxi��

Theorem 5.2. For F = Ff�n with n ≥ 2 and f ∈ C∞
b ��Rd�n�, we have

AF�µ� =
∫
A1

δF�µ�
δµ�x� µ�dx� − 2

∫
�A1� δ2F�µ�

δµ�·�δµ�y���x�µ2�dxdy�

+
∫

�A2
δ2F�µ�

δµ�x�δµ�y�µ
2�dxdy� ∀ µ ∈ M1�Rd��

where �A1, �A2 are the diffusion parts of A1, A2, respectively.

Proof. With Lemma 5.1, we have

AF�µ� = FAnf�n
�µ� =

∫
Anfdµn

=
∫ [1

2

n∑
i� j=1

d∑
p�q=1

apq�xj� xi�
∂2f

∂x
p
i ∂x

q
j

�x1� � � � � xn�

+
n∑

i=1

d∑
p=1

bp�xi�
∂f

∂x
p
i

�x1� � � � � xn�
]
µn�dx1 · · ·dxn�

=
n∑

i=1

∫ [1
2

d∑
p�q=1

apq�xi� xi�
∂2f

∂x
p
i ∂x

q
i

�x1� � � � � xn�

+
d∑

p=1

bp�xi�
∂f

∂x
p
i

�x1� � � � � xn�
]
µn�dx1 · · ·dxn�

+
∫ [1

2

∑
i�=j

d∑
p�q=1

apq�xj� xi�
∂2f

∂x
p
i ∂x

q
j

�x1� � � � � xn�
]
µn�dx1 · · ·dxn�

=
n∑

i=1

∫ [1
2

d∑
p�q=1

apq�xi� xi�
∂2f

∂x
p
i ∂x

q
i

�x1� � � � � xn�

+
d∑

p=1

bp�xi�
∂f

∂x
p
i

�x1� � � � � xn�
](∏

k �=i

µ�dxk�
)
µ�dxi�
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+ 1
2

∑
i�=j

∫ d∑
p�q=1

apq�xj� xi�
∂2f

∂x
p
i ∂x

q
j

�x1� � � � � xn�

×
( ∏

k �=i� j

µ�dxk�
)
µ2�dxidxj�

=
∫
A1

δF�µ�
δµ�x� µ�dx�

+ 1
2

∑
i�=j

∫ d∑
p�q=1

{
apq�xi� xi�

∂2f

∂x
p
i ∂x

q
i

�x1� � � � � xn�

+ apq�xj� xj� ∂2f

∂x
p
j∂x

q
j

�x1� � � � � xn�

+ apq�xi� xj� ∂2f

∂x
p
i ∂x

q
j

�x1� � � � � xn�
}

×
( ∏

k �=i� j

µ�dxk�
)
µ2�dxidxj�

− 1
2

∑
i�=j

∫ d∑
p�q=1

{
apq�xi� xi�

∂2f

∂x
p
i ∂x

q
i

�x1� � � � � xn�

+ apq�xj� xj� ∂2f

∂x
p
j∂x

q
j

�x1� � � � � xn�
}

×
( ∏

k �=i� j

µ�dxk�
)
µ2�dxidxj�

=
∫
A1

δF�µ�
δµ�x� µ�dx� +

∫
�A2

δ2F�µ�
δµ�x�δµ�y�µ

2�dxdy�

− 2
∫

�A1

(
δ2F�µ�

δµ�·�δµ�y�
)

�x�µ2�dxdy��
✷

6. Comparison with other superprocesses. (I) Suppose that �Yt�t≥0 is
an M�Rd� or M1�Rd� valued Markov process. Denote by �Pt�t≥0 the semigroup
of Y = �Yt�t≥0. For F in an appropriate domain D�L�, the generator �Lt� of
Y or �Pt�t≥0 has the following form [11]:

LtF�µ� =
∫
Rd

L�t� µ�dx�δF�µ�
δµ�x� + 1

2

∫
�Rd�2

δ2F�µ�
δµ�x�δµ�y�Q�t� µ�dx�dy��
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where L�t� ·� ·� generates a deterministic evolution on M�Rd� �M1�Rd�� and

Q�t� µ�dx�dy�
is a symmetric signed measure on Rd × Rd satisfying∫

�Rd�2
f�x�f�y�Q�t� µ�dx�dy� ≥ 0 ∀ f ∈ Cb�Rd��

If we specialize L�t� µ�dx� and Q�t� µ�dx�dy�, then we can obtain Dawson–
Watanabe superprocesses and Fleming–Viot processes, respectively [11].

(a) Dawson–Watanabe process:

L�t� v� = Lv + R�t� v�� v ∈ D�L��
Q�t� µ�dx�dy� = c�x�δx�dy�µ�dx��

LtF�µ� =
∫
Rd

L

(
t�

δF�µ�
δµ�·�

)
µ�dx�

+ 1
2

∫
Rd

c�x� δ2F�µ�
δµ�x�δµ�x�µ�dx��

where L is the generator of a Feller semigroup on C0�Rd� which describes
the spatial motion, R�·� ·� satisfies certain regular conditions and is called the
interaction term.

(b) Fleming–Viot process:

L�t� v� = Lv + R�t� v�� v ∈ D�L��
Q�t� µ�dx�dy� = γ�x��δx�dy�µ�dx� − µ�dx�µ�dy��� γ > 0�

LtF�µ� =
∫
Rd

L

(
t�

δF�µ�
δµ�·�

)
µ�dx�

+ 1
2

∫
�Rd�2

δ2F�µ�
δµ�x�δµ�y�γ�x�(δx�dy�µ�dx� − µ�dx�µ�dy�)�

In strict sense, (a) and (b) should be called the Dawson–Watanabe process with
interaction term and Fleming–Viot process with interaction term, respectively;
the usual Dawson–Watanabe process or Fleming–Viot process corresponds to
the case when R = 0.

(II) The homogeneous Ornstein–Uhlenbeck superprocesses based on Rd can
be described as follows (see [12]).

Let �Vt�t≥0 be a semigroup associated with a Feller process on Rd. Define
Pt�µ� ·� as a Markov transition function in M�Rd� such that∫

M�Rd�
Pt�µ�dv��v�f� = �µ�Vtf� ∀ f ∈ Cb�Rd��

We say �Pt�µ� ·�� is a supertransition function over �Vt�t≥0.
�Pt�µ� ·��t≥0� µ∈M�Rd� is an Ornstein–Uhlenbeck supertransition function in
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M�Rd� if for any f ∈ Cb�Rd�,∫
M�Rd�

Pt�µ�dν�e
√−1�ν�f� = exp

{√
−1 < µ� Vtf > − 1

2

∫ t
0 Q�Vsf�ds

}
�(6.1)

Here Q is a positive semidefinite quadratic form on M�Rd�.

Conclusion. Comparing with Theorem 5.2, we see that the generator A of
�X differs from both the types (a) and (b) of (I). Furthermore, �X has interaction
term �A2 that generally cannot be determined by a semigroup of a Markov pro-
cess on Rd. Comparing with (6.1), we see that �X is not an O–U superprocess.

In a word, �X or X is a new type of superprocess. This new type of superpro-
cess is closely related to stochastic flows, and hence is of interest to be studied
further. The present paper is just a beginning.

7. Stochastic coalescence of �X. The process �X determines a stochastic
coalescence which is similar to those of [32] (see [1]) in some sense.

When the initial value of the process �X is an atomic measure distributing
its mass equally among k points y1� � � � � yk ∈ Rd, if we divide mass 1 into r
fragmentations,

�Xt

(�Y0t�yi1
��)� � � � � �Xt��Y0t�yir

���
at time t, where {

Y0t�yil
�1 ≤ l ≤ r� 1 ≤ i1 < · · · < ir ≤ k

}
is the set of all distinct points among �Y0t�yi��1≤i≤k, then we can see �X cor-
responds to a stochastic coalescence.

More generally, when the initial value of �X is an atomic measure, the pro-
cess �X corresponds also to a stochastic coalescence.

Let µ = ∑∞
i=1 aiδyi

∈ M1�Rd�, ai ≥ 0,
∑

ai = 1. Note that for each natural
number n, there is a one-to-one map from C��0�∞��Rd�n to C��0�∞�� �Rd�n�
as follows: (�ω1�t��t≥0� � � � � �ωn�t��t≥0

) → (
ω1�t�� � � � � ωn�t�)

t≥0�

Thus for any natural number sequence �i1� � � � � in�, the law of(
Y0t�yi1

�� � � � �Y0t�yin
�)

t≥0�

can be viewed as a probability on C��0�∞��Rd�n.
Now by the consistency of the stochastic flows and Kolmogorov’s extension

theorem, we can see that there exists a unique probability P on

E �= C
(�0�∞��Rd

)∞ = �ω = �ω1�ω2� � � ��ωi ∈ C��0�∞��Rd� ∀ i�
under which �ωi1

�t�� � � � � ωin
�t��t≥0 evolves according to the law of

�Y0t�yi1
�� � � � �Y0t�yin

��t≥0

for any natural number sequence �i1� � � � � in�.
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Define a process Y = �Yt�t≥0 on E as follows:

Yt�ω� = ∑
aiδωi�t� ∀ t ≥ 0� ω ∈ E�

Then we can easily see that Y has the semigroup �Tt� t ≥ 0� on Cp�M1�Rd��
and the same distribution as the process �X = � �Xt�t≥0 with �X0 = µ.

Therefore the process �X corresponds to a stochastic coalescence.

8. Examples arising from isotropic flows. An isotropic stochastic flow
on Rd, denoted by U = �Yst�x�; 0 ≤ s ≤ t, x ∈ Rd�, describes the motion
of a particle dropped in an isotropic mean zero Gaussian field. Here Yst�x�
denotes the position of time t �≥ s� of a particle which is at x at time s.
The mutual variation for the motion of two points under the flow is to be
given by

d�Yi
0t�y��Yj

0t�z�� = bij�Y0t�y� − Y0t�z��dt�(8.1)

where b� Rd → �symmetric d × d nonnegative definite real matrices� is the
covariance tensor of U. The isotropic condition on U is

b�x� = G′b�Gx�G ∀ G ∈ O�d��(8.2)

where O�d� is the group of real orthogonal d × d matrices, and G′ stands for
the transpose of G. We always suppose that b�0� is the identical matrix, b�x�
is continuous, and all entries in b�x� converge to 0 as x goes to ∞. It is known
that the covariance tensor b�·� has to be the following form (cf. [5, 9, 34]). For
d = 1,

b�x� =
∫
R1

e
√−1xyF�dy��(8.3)

where F�·� is a probability measure with F�dy� = F�−dy�, and with no atom
at 0.

For d ≥ 2, for x �= 0,

bpq�x� = (
BL�x� − BN�x�)xpxq/�x2� + BN�x�δpq�(8.4)

where

BL�r� = Ad

{∫ ∞

0

[
Jd/2�rs�
�rs�d/2 − J�d+2�/2�rs�

�rs��d−2�/2

]
D1�ds�

+ �d − 1�
∫ ∞

0

Jd/2�rs�
�rs�d/2 D2�ds�

}
�

BN�r� = Ad

{∫ ∞

0

Jd/2�rs�
�rs�d/2 D1�ds�

+
∫ ∞

0

[
J�d−2�/2�rs�
�rs��d−2�/2 − Jd/2�rs�

�rs�d/2
]
D2�ds�

}
�

Ad = 2�d−2�/2E�d/2��
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and Jm denotes the Bessel function of the first kind of order m, and D1 and
D2 are any positive finite measures on �0�∞� such that

1
d

[
D1��0�∞�� + �d − 1�D2��0�∞��] = 1�

Let �Y0t�y1�� � � � �Y0t�yk�� be a motion of k points in Rd under a stochastic
flow satisfying (8.1). This must be a diffusion process with generator Ak, where
for any smooth function f on �Rd�k,

Akf�z1� � � � � zk� = 1
2

k∑
i� j=1

d∑
p�q=1

bpq�zj − zi�
∂2

∂z
p
i ∂z

q
j

f�z1� � � � � zk��(8.5)

The above observation suggests a way of constructing isotropic flows via mar-
tingale problem methods. To this end, denote by Dk the set of k-tuples of
distinct points in �Rd�k. Note that �k is the path in Rd having the property
that two particles have to stay together whenever they meet. It is known that,
for d ≥ 2 and for every choice of measures D1 and D2, and for every s ≥ 0
and z = �z1� � � � � zk� ∈ Dk, there is a unique probability measure Ps�z on �k,
under which the canonical process ��Yst�z1�� � � � �Yst�zk��� t ≥ s� is a diffusion
process on �Rd�k with zero drift, such that the mutual quadratic variations
satisfy (8.1). Moreover the map �s� z� → Ps�z is measurable and the family
�Ps�z� is the strong Markov. The same conclusions hold when d = 1, provided
F specified in (8.3) is not atomic with a finite number of atoms. See [9] and
references therein for details of the above results.

The �Ps�z� s ≥ 0� z ∈ Dk� are referred to as the law of the k-point motion.
They have the obvious consistency property in the sense that the law of any
k components of the n-point motion �k ≤ n� has the law of k-point motion.

Given some strong conditions on the moment of Yst�x� − Yst�y� for fixed
t > s as y → x, one can construct a stochastic flow of continuous mappings
(Totoki’s theorem; cf. [14]).

When the measures D1 and D2 have finite second moments, then b�·� has
two order-continuous derivatives. Using the reproducing kernel Hilbert space
method under this condition, one can construct an isotropic stochastic flow by
solving a Lipschitz type Itô stochastic differential equations (see [2, 5, 9, 24]).
By Theorem 6.3.4 in [33], we can get a stochastic flow satisfying the conditions
in the introduction.

However in general a stochastic flow may fail to be spatially continuous.
Harris [19] constructed a stochastic flow of monotone (hence spatially mea-
surable) mappings in R1. But in Rd for d ≥ 2, the only result was given by
Darling [9] who constructed a stochastic flow of mappings by the martingale
problem approach, which were not shown to be spatially measurable, from a
consistent set of laws for k-point motions.
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Though �Ak +εIkd�k≥1 satisfies conditions (1.1)–(1.3) for each ε > 0, where
Ikd denotes the kd × kd identity matrix, it is a pity that the Feller property
of Ak-diffusion generally is not known at present for each k.

In a survey paper [9], Darling proposed a problem from the point of view
that the real object of interest in stochastic flows is not the family of mappings
�Yst� but the way that an initial measure on Rd is transported under the flow.
It is stated as follows.

Problem ([9], Problem 2.5). Given the generators �Ak� k ≥ 1� for all the
k-point motions, which are consistent, construct a Markov process �Xt� in
M�Rd� such that for each k, if the initial value of the process is an atomic
measure distributing its mass equally among k points, the support of �Xt�
evolves according to the diffusion with the generator Ak with the rule that
paths in Rd which meet must coalesce.

The main results of this paper (see Proposition 3.8 and Theorem 4.5) are
applicable to certain isotropic stochastic flows constructed by the reproducing
kernel Hilbert space method, which realizes the above point of view.
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