NORMAL APPROXIMATION TO THE DISTRIBUTION OF TWO
INDEPENDENT BINOMIALS, CONDITIONAL ON FIXED SUM
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In 2 X 2 contingency tables [n;;] resulting from .. independent trials with
probability matrix [p;;], ni; and ng are, conditional on fixed n;., independent
binomials with parameters (n;. , pu/p.) and (ng. , Par/ps.). Further conditioned
on fixed n.; , their distribution is that of our title and a normal approximation
has been suggested by Patnaik [6]. That this approximation is based on an
erroneous limiting distribution, unless |[p;;]| = 0 (where it reduces to the classi-
cal normal approximation to the hypergeometric), was promptly pointed out
by Stevens [8], who also asserted that the conditional mean and variance of ny
are approximated by the normal parameters suggested by the theorem to follow.

The distribution of independent binomials with parameters (n;, p;), 0 <
pi < 1, conditional on fixed sum ¢ in {0, 1, -+ -, n; + ng} is

(1) f00) = oGk ne, 0 /3 TTbGkeine,pi) on o+ ke = o

1+ko=c 7=1

(notation not otherwise defined is that of Chapters VI and VII of Feller [3]).
Noting that f depends on the p; only through A = pig2/qip2 , we prepare (1)
for simultaneous normal approximation to the separate binomial probabilities by
replacing (p:, p2) by the unique (P, P), 0 < P; < 1, satisfying

(2) PQy = NQLPs, NPy 4+ NyPy, = ¢ + 1,

where, here and throughout, N; = n; + 1.

Turorem. With H; = (N:PQ:)~%, H* = H} + Hj and X = H(k — NP,
+ %),
(a) f(k) ~ Hp(Xy) as H, HX} -0,

8
(b) 2 f(k) ~®(Xpss) — ®(Xay)  as H, HXa, HX5 — 0,

© k) < XP(Xa) as HX., o+,
@ S ~1 — B(Xasy) as H, X —0.
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Remark 1. By (a) we mean that f(k)/H¢(X,), admittedly not a function of
H and HX}, will be in any pre-assigned neighborhood of 1 provided (H, HX})
is in a sufficiently small Euclidean neighborhood of (0, 0); by (¢) we mean the
corresponding assertion for X, > o f(k)/$(X.), a neighborhood of {r|0 < r <
1} and a right hand neighborhood of 0.

REMARK 2. n;, 02, ¢, and ny + ny — ¢ — o as H — 0 and, if A and n;/n,
are bounded away from 0 and «, the converse follows from (2).

ReMARK 3. The distribution function convergence as H — 0, which is implied
by (b), will, after the preparation (2), also follow from the very general theo-
rems of Steck ([7], Section 2).

Proor or THE THEOREM. Let f* be defined by

2
(3) k) = @) H ] B (ki ;ni, Ps) on ky + ks = ¢,
1

and let (a*)—(d*) denote the propositions (a)-(d) with f replaced by
f*. Noting that f(k) = f*(k)/ 26 f*(k) and that (d*) implies (by two applica-
tions) that Y ¢ f*(k) ~ 1 as H — 0, it follows that (a*)—(d*) imply (a), (b),
(d). Since (c) is trivially true for H bounded away from 0, it too is so implied.

Noting that ks — NyPy + & = —(ky — NvPy + 1), (a*) follows on com-
bining the two applications of the superior normal approximation to the bi-
nomial ([3]; VII, problems 19-21 (the additional condition, H; — 0, eliminates
the need for fixed P;)),

(4) b(ks ;ne, P;) ~ Hp(H Xy /H) as H;, H(H:X:,/H)* — 0.

As in the binomial case, since X is in [X3 , X3] for k in [a, 8] it follows from
(a*) that

8 8
(5) > (k) ~ > He(X:) as H,HX% HXj—O0.
(b*) follows from (5) since’, for 0 < hand —0 < 2z < o,
x+h/2
(6) e < B () < BT 0t < &M
x—h/2

by Jensen’s inequality and the elementary inequalities, z° — £ < 2x(z — t)
and " sinh < exp (u’/6), and hence

;]
(7)< g / > Ho(Xy) < exp (H* max [X2, X31/24).

(¢*) is an asymptotic version of the analogue of the binomial tail bound
(18]; VI (3.5)). Letting ¢; = H3/H” and Vi, = HX,,
4For 0 < h < 1 and |zh| < 1.4, Feller [1; Lemma 1] (c¢f. Nicholson [5]) has given much

tighter bounds. (6) is a substitute for (7.6.3) of Feller [2] and an alternative to VII(2.15-17)
of Feller [3].
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Fl4+1) _ (NMi—k—1P1  (c— k)@
g 1@ k+1DQ&  @N:—c+bP,

1-— t1P1Vk 1-— t2Q2Vk
14+ 6@Vl 4 6P Vs
and, hence, if X, = 0, D% f*(k) is bounded by a geometric series,

2 () 14+ 6V + &P V,)
) za:f* (k) < 1= o+ D/%a) F(a) Ve + tita(Ps — PVE

<

(c*) then follows from (a™) and (9).

(d*) is a slightly strengthened analogue of the “large deviation” theorem
([3]; VII(5.1)). Abbreviating X .3 by a, Xs.3 by b and taking 8 so that, as H — 0,
HbY - 0and b, b* — (a™)® — o (for example, B8 = the least integer with b =
max {a + log at, H %), VII (6.1) of [3] insures b ¢(b) ~ @] and 3y /®lz — 0
as H — 2 Hence (d*) follows from the implication of (b*) and a slight weaken-
ing of (¢"),

(10) a2 < 2 7k) <3 +b7e(b) as H, HX: —0,

and the proof of the theorem is completé.
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