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1. Introduction. By making use of two simple combinatorial theorems the
author [6], [7] arrived at the following extension of the classical ballot theorem:

THEOREM 1. Let v1, v2, ---, vat1 be interchangeable random variables that
assume nonnegative integer values and write N, = vy + vo + -+ 4+ v for r =
1,2, ---,n + 1. Denote by ALy the number of subscriptsr = 1,2, - -+, n + 1 for
which N, < r 4+ ¢ where ¢ is a nonnegative integer. Then

(1) P{Ah = j | Nua = n} = 1/(n + 1)
forj=1,2, ---,n+ 1land
PA i =n 4+ 1|Npp =0} = 1

(2) e o1 |
h ;m—;—iP{N,- =1+ ¢|Nwn = n}

provided that the conditional probabilities are defined.
Now we shall give two examples for the application of this theorem in order
statistics.

2. Two distribution-free statistics. Let &, &, -+, &n, 11, 72, ***, 7n b€

mutually independent random variables having a ecommon continuous distribu-
tion function. Denote by F,.(x) and G,(x) the empirical distribution functions
of the samples (&, &, -+, &) and (91,792, - -+, 7a) respectively. It is supposed
that F..(z) and G,(z) are continuous on the right. Denote by 5, 73, - - - , 7x the
random variables 51, 52, -+, 7, arranged in increasing order. Let y(m, n) be
the number of subseripts r = 1, 2, - - -, n for which F,(nF) £ G.(n¥ — 0), i.e.,
v(m, n) is equal to the number of positive jumps of G.(x) relative to Fn.(z).
Further let
(3) 55 (m, n) = SUP_wcace [Fm(2) — Ga(2)].
It is easy to see that y(m, n) and 8" (m, n) are distribution-free statistics. The
distribution of the random variable y(m, n) for n = m was found by B. V.
Gnedenko and V. S. Mihalevié [3] and for n = mp, where p is a positive integer,
by B. V. Gnedenko and V. S. Mihalevié [4]. The distribution of the random
variable 8t (m, n) for n = m was found by B. V. Gnedenko and V. S. Koroljuk
[2] and for n = mp, where p is a positive integer, by V. S. Koroljuk [5]. In this
paper we shall show that if n = mp, where p is a positive integer, then the dis-
tributions of v(m, n) and 6" (m, n) can easily be obtained by using Theorem 1.
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TrEOREM 2. If n = mp, where p is a positive integer, and ¢ s a nonnegative
integer, then

(4) P{y(m,n) =j} = 1/(n + 1)
forj=0,1, ... n, and
1
P {5t (m, 59}= 1— ¢t
(5) { (m n) -n (c+1)§§s§mn +c+1— sp
(spts—c—1\(m+n+c—sp—s / m + n
s m— s m )
Proor. Let v,, »r = 1,2, ..., n 4+ 1, be p times the number of variables
£ ,&, -, tnfalling in the interval (4, , n7] where 70 = — o« and gu4 = + o,

and write N, = v +v2+ -+« + v forr=1,2, .- ,n+ 1.Noww,, v, - -+,
Va1 are interchangeable random variables for which N,y = mp and

@ Pwe=spi= (CTTH (R 0) /(),

Evidently Fn(ny) = N./mp and Gu(nf — 0) = (r — 1)/nforr =1, ..., n.
If n = mp, then N,1u = n and y(m, n) equals the number of subseripts r =
1, ..., nfor which N, < r. Since N,41 < n + 1 also holds, we have y(m, n) =
AL — 1 where by (1) P{Ay = 7} = 1/(n + 1) forj =1, ---,n + 1. This
proves (4). To prove (5) we note that if n = mp, then

8 (m, n) = maxigrcn [Fn(n) — Ga(nf — 0)] = 0" maxig g (Nr — 7+ 1).
Thus
P{6"(m,n) S ¢/n} = P{N, <r+cforr=1, ---,n + 1}

and the right hand side is given by (2) where N; has the distribution (6). This
proves (5). It should be noted that if p = 1, then (5) reduces to

" ? {wn’ "= %} - <n +2? + c)/ (2:>

Finally, we mention that E. F. Drion [1] has considered a related problem.
He found that the probability that infycg, <1 [Frn(z) — Gu(x)] > 0is 1/(4n — 2)
if m = n,and 1/(m + n) if (m,n) = 1.
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