IDENTIFIABILITY OF MIXTURES OF PRODUCT MEASURES'!

By HENRY TEICHER
Purdue University

For any integers n, m = 1, let §,.,, = {F(z; a):a e R", x ¢ R"} constitute a
family of n-dimensional edf’s indexed by a point « in a Borel subset R;™ of
Euclidean m-space R™ such that F(x; @) is measurable in R X R,”. Let G denote
the class of m-dimensional edf’s G whose induced measures p¢ assign measure one
to R\ and define 3¢ = {H:H(z) = [z,n F(z; a) dG(a), Geg}. Then the class
3¢ of mixtures of & is called identifiable if the mapping of G onto 3 is one-to-one.
Any H ¢ 3C is termed a finite mixture if the entire mass of the corresponding ug¢ is

confined to a finite set of points of R;™.
Take n = 1 in the preceding, in which case we write F; ., = F. Define for each

n=1
Frmn = {F¥(x; ) F¥ (25 0) = [[fa F(as, a0), F(z, ) €F. 1 £ i < n)

so that if X;, X, , ---, X, are independent random variables each of whose dis-
tributions is in &, their joint distribution is an element of Fy nun . Since Fn mn is a
particular version of F, . (With Ry"™" = R/™ X RB™ X -+ X R{" and distri-
butions corresponding to product measures) the class of all mixtures (or of all
finite mixtures) of % ... is well defined as is the notion of identifiability of this
class.

TueoreM 1. If the class of all mixtures of 1, ts tdentifiable, then for every n > 1,
the class of miztures of T mn 1s likewise identifiable. Conversely, if for some n > 1,
the class of all mixtures of Ty ma 18 identifiable, the same is true for Fy . .

Proor. The converse is trivial since taking F(z; &) € F1,m , if

[ F(z; @) dG(a) = [ F(z;a) dG(a)
then multiplying both sides by 15 P, ag) where ap e R\”, necessarily
I, - Ioy-G = Ia -+ Iay-G and therefore G = G. (As usual 14, is the one di-
mensional distribution with unit mass at ay).

To prove the first part of the theorem it suffices to show for fixed but arbitrary
n that if the class of all mixtures of ¥4 ... is identifiable, the same is true for

52+1,m(n+1) .

Suppose then that for F* eF% nn , F € F1m
(1) [F*; 0)F(y; 8) dG(a, B) =..,, [ F*(z; a)F (y; B) dG(a, B).
Let Go(B), G2(B) denote the marginal distributions of 8 corresponding toG and
G;let G(a|B), G(a|B) denote versions of the conditional probabilities such that
for each 8, G(a|B) and G(a|B) are distribution functions in the variable o and
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for each a, G(«|B) and G(a|B) are equal almost everywhere to measurable
functions of 8. Then (1) may be rewritten as

(2) [ Fly; B)H(=; B) dGx(B) =.., [ F(y; B)A(x; B) dGx(8)
where
(3) H(z;8) = [ F¥(z; @) daG(a|B),

H(z;8) = [ F*(z; a) dG(a|B).

In turn, (2) may be expressed as

(4) [ F(y; 8) dJ.(B) =., [ F(y; B) dT.(B)
where for each g8 ¢ R™
(5) To(8) = L H(z; v) dGu(v) < Gu(B),

Jo(8) = [P A(x;v) dGa(v) < Go(B).

Dominated convergence applied to (4) insures that for each 2, J,( w0 ) = J,( )
since this common value is finite by (5).

Thus, from (4) and the part of the theorem already proved, J, =,J, or equiva-
lently from (5), for all 8 ¢ R,

(6) ? o H(z;v) dGo(y) =. [%u A(z; v) dGalx).
On the other hand, letting £ — « in (3) and then in (2) yields
(7) J F(y; 8) dGx(B) =, [ F(y; B) dGx(8)
implying as above that

(8) G: = G:.

However, (8) in conjunction with (6) necessitates H(z; 8) = H(z;B8) for almost
all 8. The latter, together with (3) and the fact that the class of all mixtures
of F% ... is identifiable by hypothesis, entails

(9) G(-|8) = G(-|B), almostall B.

Finally, combining (8) and (9), G(-, -) = G(-, -) so that 51 mwms is identi-
fiable.
Since the class of all mixtures of one-dimensional normal distributions

(F =12 = {F(z;8,0"):F(x;0,0") = (2n0") ™ [Zexp [—3((u — 60)/0)"] du})

is not identifiable [2], it follows that neither is the class of all mixtures of &% o, (of
products of » normal distributions), » > 1. This may be contrasted with Corol-
lary 4 of [1] which states that the class of all mixtures of products of n identical
normal distributions is identifiable forn > 1.

Since the argument of Theorem 1 (or a much simpler version of it) applies
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when all mixtures under consideration are finite, we have

TuroreM 2. If the class of all finite mixtures of F1,m s identifiable, then for every
n > 1, the class of finite mixtures of Fu ma 1 likewise identifiable. Conversely, if, for
some n > 1, the class of all finite miztures of Fu ma is identifiable, the same is true
for F1,m .

The first part of Theorem 2 in the special case of exponential distributions is
proved in [5].

*Clearly, analogous results hold with %, and %.. replaced by F, and

Finmen , k> 1.
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