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A MIXTURE OF RECURRENT RANDOM WALKS NEED
NOT BE RECURRENT

By J. MiNnEkA

New York University

For our purposes a sequencé {X;}i=1 of independent identically distributed
random variables is said to generate a recurrent random walk if the partial sums
S, = X1+ X» + -+ + X, are recurrent in the sense that for any ¢ > 0.

P{|8.| £ ¢ for infinitely many n} = 1.

The purpose of this note is to display two recurrent sequences of mutually inde-
pendent identically distributed symmetric random variables {X;} and {Y .} such
that

(A) ifZ; = X; + Y., {Z,} is not recurrent, and

(B) if {W.} is a sequence of independent identically distributed random vari-
ables, independent of the first two sequences, where P{W,; =1} = P = 1 —
PW;=0},P 5 1,0,and V; = (1 — W)X, + W.Y;, then {V4} is not re-
current.

Crucial to our counterexample is a result of Polya: If ¢(0) = 1, ¢(¢) is even,
and ¢(¢) is concave for ¢ > 0, then ¢(¢) is the Fourier transform of a probability
distribution.

The classical Chung-Fuchs criterion [1] for recurrence, when applied to a se-
quence of ii.d. symmetric random variables, reduces by the monotone con-
vergence theorem to the following result:

If {X.} have Fourier transform ¢(¢) then the partial sums of the sequence are
recurrent iff for all § > 0,

(1) [3dt/[1 — o(8)] = .

We construct two Fourier transforms ¢;(t) and ¢.(t), even and concave, satis-
fying condition (1), but such that

(2) sdt/Il — Her(t) + ()] < @
and also, since ¢;(¢) is monotonic for ¢ > 0,
(3) [idt/ll — a()e(®)] = [Sdt/[(1 — ())en(t) + 1 — @(8)] < w.

This shows that the sequences {Z.} and {V;} defined earlier are not recurrent, if
P = }. The case P £ % is treated similarly.
Let %(¢) and I(¢) be two functions, such that

(a) u(0) = 1(0) = 1;
(b) u(t) and I(t) are concavefor ¢t > 0;
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(e)

(d)
(e)
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limeso+ %' (¢) = limeo+ I'(8) =

u(t) > I(t) for t > 0

fill—w@)] ™ dt = o, while [§[1— I(t)]"dt < oo.
For instance, we might take, for 1 = ¢ > 0,
1 —u(t) =tlog1/t)%, 1 — I(t) = t(log1/t)?
where @« < 1 and 8 > 1.

We now define ¢1(t) and ¢5(t). Select an arbitrary ¢ and find # < ¢ such that

J8a/ —u®)] = L

At the abscissa ¢, , draw a tangent to »(t), which will intersect the curve y = i(t)
at a point with abscissa ¢, < # . From this point draw a tangent to the curve u(¢),
calling the abscissa of the point of tangency ¢3, t3 < t;. Choose 4 < t3 such that

B/l — u(t)] = 1.

Continue the process. Define:

e1(t) and ¢2(t) are obviously concave and satisfy (1).

e(t) = u(t),

e(t) = U(t), for teg, = t > lonys;
e1(t) = ultonts) + u'(tons1) (¢ — tons1)
ea(t) = I(t), for tepps =t > tonys ;
e(t) = 1(8),

02(t) = u(lonys) + u,(t6n+3) (t — tents), for tense

e(t) = U(¢),
eo(t) = u(t), for temis = ¢ > lonta;

e(t) = U(3),

‘PZ(t) = u(t6n+4) + ul(t6n+4) (t - t6n+4), fOI' tﬁn+4

@1(t) = utonrs) + U (tonss) (t — tonss),
e(t) = U(t), for tenys =t > tonye;

t > lonts ;

t > tonts ;

Since 1 — 1(e1(t) + @2(8)) > 1 — 31(¢), (2) is true, as well as (3).
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