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A NOTE ON CHERNOFF-SAVAGE THEOREMS!

By RonaLp PYKE AND GALEN R. SHORACK

The University of Washington

Let Xy, -+, Xmn; Y1+, Y, be independent random samples from con-
tinuous df’s F' and G respectively; and let F,, and G, be the corresponding em-
pirical df’s. Let N = m 4+ n and Ay = m/N. Set

(1 ) N = m Zi‘vﬂ CltiZNi

where {cyi: 1 < ¢ < N, N = 1} is a set of given constants and Zy; equals 1
(or 0) if the 7th largest from {X;, --- , Xpn, Y1, -+, Y} isan X (ora Y).

The asymptotic normality of the class of statistics of the form (1) was studied
first by Chernoff and Savage [1]. Since then several other approaches to this
problem have been considered. In one of these approaches, [2], the authors pre-
sented some results (cf. Proposition 5.1, Corollary 5.1 and the related discussion
in [2]) to indicate in what sense the results of [1] follow from those of [2]. The
purpose of this note is to strengthen greatly these results by showing that a
different decomposition of Ty makes Theorem 5.1 (a) of [2] more directly appli-
cable and enables condition (i) of Theorem 5.1 (b) of [2] to be replaced by more
easily verifiable conditions.

All notations undefined below are to be given their meaning according to Pyke
and Shorack [2]. We recall only the following. For N = 1 the Ly-process on
[0, 1] is given by Ly(¢) = NFno Hy '(t) — Fo H'(t)] with Hy = \Fn +
(1 — M)Grand H = M\yF + (1 — Av)G; and the Lo-process is the natural limit
of these processes. The signed measure » and the related right continuous fune-
tion J, which is of bounded variation on [e, 1 — ¢] for all ¢ > 0, satisfy

—v((a, b]) = J(b) — J(a) forall 0 <ea<b<l.

Finally Q is the class of functions defined in [2]; an example of g £ Q is ¢(¢) =
[t(1 — )] for 6 > 0. Let

(2) Ty = N'[Tx — 4]
where

(3) p= [ JA(FoH™).
Then

(4) Ty = 8y + by + &
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where
Sy = NSy — uxl,
(5) Ox = NY[Ty — Sy — J(1 — 1/N)],
ev = N'uy — p + J(1 — 1/N)],
Sy = [ty FmoHy 'dv, pux= [1yFoH " dy,
and Iy = (1/N, 1 — 1/N]. Thus
(6) Sv = [1y Ly dv.

Let « A B = min (e, 8). The following conditions are used in the theorem
below.

(C1) There exists g ¢ Q such that [o'gd |+] < M < w.

(C2) N3 |evi — J(i/N A (1 — 1/N))| < 8y where oy = o(1).

(C3) NiAy — No| £ My where My = O(1) and Fo H,™ is differentiable
a.e. — |v].

(C4) F, G (which may depend on N) and {Ax} are such that the functions
F o H™ have derivatives ay which form a uniformly equicontinuous family and
ay converges uniformly to @, as N — «. L.e. given ¢ > 0 there exists 8. , N such
that |ax(s) — an(t)| < eforall |s — ¢| < 8. and for all N, and N > N, implies
lax(t) — ao(?)] < € for all &

(C2) (a) 2205 [evi — J(G/N)VZwi = 0,(N ) (b) chw = o(N?)

(¢) J(1 — 1/N) = o(N?).

(C3') F o H is differentiable a.e. — |»| for all N exceeding some N, .

(C4") Condition (C4) without the requirement that ax converges to ao .

TareoreEM 1. (i) Under (Cl) and (C3)

Sy —y fglLodV as N — «,
where the limiting v is normal (see [2] for the variance).
(ii) Under (C1) and (C2")
by —, 0 and ev—0 as N — =,
(iii) Thus under (C1), (C2") and (C3)
—p fongdV as N — o.
(iv) Under (C1), (C2), (C3) and (C4)
TN—>pfolLodV as N— »

and the convergence s uniform in the set of all F, G, Ay, cni’s and J such that the
conditions hold for fixed q, M, dx’s, M y’s, 8’s and N ’s.

(v) Parts (i), (iii) and (iv) remain true if (C3') replaces (C3) and
“oor — fol Loy dv —, 0 replaces “- -+ —, fol Lo dv’’ everywhere.

REMARK. According to Theorem 1(v), (C1), (C2') and (C3") imply

— folLoNdv —, 8 as N — .
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These conditions are weaker than those of Chernoff and Savage’s Theorem 1.
Conditions (C2') (a) and (b) are conditions (2) and (3) of their Theorem 1,
and (C2") (¢) is implied by the bound on J of their condition (4); these conditions
tell how well their Jy must approximate J. Condition (C2) implies (C2'), but
is much easier to verify. Condition (C1) is the basic growth condition on the
function J. Notice that it is implied by their condition (4), that J', J” and the
absolute continuity of J are not mentioned, and that the growth condition on J
is weaker than that of Chernoff and Savage. For example if cy: =
J(i/N A (1 — 1/N) with J(t) = [flog* ™" on (0, 2] and J(£) = J (}) for
tin (%, 1), then Theorem 1 above holds with ¢(¢) = —t log ¢ but the Chernoff-
Savage hypotheses fail. Conditions (C3) and (C3’) are essentially weak smooth-
ness conditions on J.
Proor. (i) By Theorem 5.1 (a) of [2] and (6)

ISN - fol LodV| —91,0 as N — o,
(i) For2 <7< N — 1, let

&vi = »((@ — 1)/N, i/N]) = —[J(¢/N) — J(( — 1)/N)]
and let Gy; = Gyw = 0;let &ni = &vi + -+ + Gwwforl i < Nand N = 1.
Then mSy = D_i~1 &viZy: by summation by parts so that

mby = N*D ¥y [ene — &ni — J(1 — 1/N))Zs
= N3V [ewi — J(i/N)Zwi
+ N2 [J(/N) — J((G — 1)/N)|Zwi
+ M[C;N — J(1 — 1/N)|Zyn
= (biv + Oox + 03N)m~
Now (02')1 (a) implies 6.y —p 0 and (C2')(b) and (c¢) imply fsy —, 0. Also
|6ex] < NN ([1/N, 1 — 1/N]) — 0 by (C1) since
w >M> [ qdly| = [N min (g(1/N), g(1 — 1/N))]
[IP([1/N, 1 — 1/N1)/N"]
implies |»| ([1/N, 1 — 1I/N)N? - 0as N — » since g(u)u? — » asu— 0
for every ¢ £ Q. Note also that under (C1) and (C2) |0x] —» 0 as N — o uni-
formly as stated in (iv).

Let £ = {({, &): a < t; = b for 2 = 1, 2 and & < #} and
E ={(t,t):a <t:<1lfori=1,2and# = t}. Apply Fubini’s theorem to
the indicator function of E (of E’) using the measure —» and the measure
associated with K = Fo H™ (with 1 — K) to obtain
Jan Kdv + K@@+)J(b) = J(a)] = [@n JdK — J(B)IK(b+) — K(a+))]
(we set K(a+) = 0 when ¢ = 0) and

Jap (1 — K)dv = [wyJ d(1l — K) + J(a)[1 — K(a+)]
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Now
ev = N[[1yK dv — [oymJ dK — [1,J dK
+ facuway J d(1 — K) + J(1 — 1/N)]
which with these integration-by-parts formulae reduces to
ev = N'[faywn (1 — K) dv — [ouym K dv]

so that ey = o(1) by (C1); and this is uniform as stated in (iv).

(iii) This follows immediately from (i) and (ii).

(iv) From the uniformity shown in (ii) we need only show that
Sy —p [o Lodv uniformly as stated. From the discussion at the beginning of
Section 4 of [2] we need show only that p(Ax , @) —, 0; but the proof of Lemma
4.2 of [2] establishes this.

(v) Section 5 of [2] yields (i) and (iii) and Section 4 with Lemma 4.2 estab-
lishes p(Ax, ax) —, 0 to give (iv). [
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