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#### Abstract

The paper presents a method of computing the extremal index of a real-valued, higher-order ( $k$ th-order, $k \geq 1$ ) stationary Markov chain $\left\{X_{n}\right\}$. The method is based on the assumption that the joint distribution of $k+1$ consecutive variables is in the domain of attraction of some multivariate extreme value distribution. We introduce limiting distributions of some rescaled stationary transition kernels, which are used to define a new $(k-1)$ th-order Markov chain $\left\{Y_{n}\right\}$, say. Then, the $k$ th-order Markov chain $\left\{Z_{n}\right\}$ defined by $Z_{n}=Y_{1}+\cdots+Y_{n}$ is used to derive a representation for the extremal index of $\left\{X_{n}\right\}$. We further establish convergence in distribution of multilevel exceedance point processes for $\left\{X_{n}\right\}$ in terms of $\left\{Z_{n}\right\}$. The representations for the extremal index and for quantities characterizing the distributional limits are well suited for Monte Carlo simulation.


1. Introduction. The effort of characterizing the tail of the distribution of the maximum of a large number of observations has long been made by several statisticians. Under stationarity of observations, this is usually achieved by incorporating both the tail of the marginal distribution and the so-called extremal index. The extremal index is therefore a key parameter for studying the extremal behavior of a stationary sequence of random variables (r.v.'s). See Loynes (1965), O’Brien (1974) and Leadbetter, Lindgren and Rootzén (1983). In this paper, we present a method of computing the extremal index of a realvalued, $k$ th-order ( $k \geq 1$ ) stationary Markov chain. The method is based on the assumption that the joint distribution of $k+1$ consecutive variables is in the domain of attraction of some multivariate extreme value distribution. To give a more complete description of the extremal behavior of the chain, we also establish convergence in distribution of multilevel exceedance point processes and give representations for quantities characterizing the distributional limits.

Let $\left\{X_{n}: n \geq 1\right\}$ be a (strictly) stationary sequence of r.v.'s with marginal distribution function (d.f.) $F$. Then, for all sufficiently large $n$, it is typically the case that

$$
\begin{equation*}
\mathbf{P}\left\{M_{n} \leq u_{n}\right\} \approx F^{n \theta}\left(u_{n}\right) \tag{1.1}
\end{equation*}
$$

where $M_{n}:=\max \left\{X_{1}, \ldots, X_{n}\right\}, u_{n}$ is any high level such that $n\left(1-F\left(u_{n}\right)\right)$ converges to a positive number as $n \rightarrow \infty$ and $\theta$ is a fixed number in $[0,1]$. The $\theta$ is called the extremal index of the sequence $\left\{X_{n}\right\}$ (see Section 3 for a rigorous definition) and measures the strength of the dependence of $\left\{X_{n}\right\}$. If

[^0]$X_{1}, \ldots, X_{n}$ are independent, then $\theta=1$; if $X_{1}, \ldots, X_{n}$ are very highly dependent, then $\theta \approx 0$. It is also noted that, when $\theta>0, \theta^{-1}$ may be interpreted as the asymptotic mean number of exceedances of a high level in a cluster of the sequence $\left\{X_{n}\right\}$ under a suitable mixing condition, which was justified by Leadbetter (1983).

There are basically two directions of modern research in handling the extremal index $\theta$. One is to find good estimators for $\theta$ and study their probabilistic properties. In view of the simple relation (1.1), it is enough to estimate $\theta$ and the tail of the marginal d.f. $F$ in order to estimate the tail of the distribution of the maximum $M_{n}$. The estimation of $\theta$ was discussed by Nandagopalan (1990), Hsing (1991, 1993) and Smith and Weissman (1994). For the estimation of the tail of a probability distribution, see Pickands (1975), Smith (1987) and Dekkers and de Haan (1989).

The other direction is to compute $\theta$ when the dependence structure of $\left\{X_{n}\right\}$ is given. It is unfortunately not known how to compute $\theta$ analytically except for some special cases. For instance, Berman (1964) showed that a stationary standard Gaussian sequence $\left\{X_{n}\right\}$ has $\theta=1$ if the autocovariance function $r_{n}=\operatorname{Cov}\left(X_{1}, X_{1+n}\right)$ satisfies $r_{n} \log n \rightarrow 0$ as $n \rightarrow \infty$. Later on, Rootzén (1978) computed $\theta$ for a class of moving averages of stable processes and Chernick (1981) considered a particular stationary first-order autoregressive sequence to compute $\theta$. For a general stationary sequence, O'Brien (1987) and Rootzén (1988) found similar characterizations for $\theta$, which seem to be suitable for applications to Markov chains but still intractable for computational purpose.

The characterizations were used by Smith (1992a) to find a technique for computing $\theta$ of a stationary Markov chain. Assuming the standard Gumbel marginals and the joint distribution of two successive variables being in the domain of attraction of a bivariate extreme value distribution, he showed that the tails of the chain behave like a random walk. As a result, $\theta$ is found as the solution to a Wiener-Hopf integral equation. Perfekt (1994) extended this to more general margins. Instead of the standard Gumbel marginals, he assumed that the marginal distribution is in the domain of attraction of a univariate extreme value distribution. Assuming also the existence of a limiting distribution for the transition probabilities which is in fact another interpretation of Smith's assumption for the joint distribution of two successive variables, he found an expression for $\theta$ and further characterized the extremal properties of the chain in terms of exceedance point processes.

This paper extends the results of Smith and Perfekt to a real-valued, $k$ thorder stationary Markov chain $\left\{X_{n}\right\}$. The $k$ th-order Markov chains are useful and flexible tools for modeling local dependence in time series. We assume that the joint distribution of $k+1$ consecutive variables belongs to the domain of attraction of some multivariate extreme value distribution, and introduce limiting distributions of some rescaled stationary transition kernels. These limiting transition kernels are used to define a new ( $k-1$ )th-order Markov chain $\left\{Y_{n}\right\}$, say, from which another $k$ th-order Markov chain $\left\{Z_{n}\right\}$ is defined as $Z_{n}=Y_{1}+\cdots+Y_{n}$. The chain $\left\{Z_{n}\right\}$ is then effectively used to give a representation for the extremal index of the original chain $\left\{X_{n}\right\}$. The repre-
sentation is well suited for Monte Carlo simulation in computing the extremal index. For a more complete description of the extremal behavior of the chain $\left\{X_{n}\right\}$, we further discuss convergence in distribution of multilevel exceedance point processes and give representations for quantities characterizing the distributional limits in terms of the chain $\left\{Z_{n}\right\}$.

The rest of the paper is organized as follows. Section 2 discusses the domain of attraction of a multivariate extreme value distribution and constructs the limiting distributions generating $\left\{Y_{n}\right\}$ and thus $\left\{Z_{n}\right\}$. Section 3 gives a representation for the extremal index of $\left\{X_{n}\right\}$ in terms of $\left\{Z_{n}\right\}$ and Section 4 establishes convergence in distribution of multilevel exceedance point processes for $\left\{X_{n}\right\}$. Finally, Section 5 contains four examples which show how our results are applied.
2. Domains of attraction and limiting transition kernels. In this section we consider criteria for domains of attraction of multivariate extreme value distributions and introduce limiting distributions of some rescaled stationary transition kernels of a $k$ th-order stationary Markov chain. These limiting transition kernels are used to define a new ( $k-1$ )th-order Markov chain which determines the extremal behavior of the original chain.

For $\mathbf{a}, \mathbf{b}, \mathbf{x} \in \mathfrak{R}^{p}(p \geq 1)$ and for $\alpha, \beta \in \mathfrak{R}$, we write

$$
\begin{aligned}
& \mathbf{a x}+\mathbf{b}=\left(a_{1} x_{1}+b_{1}, \ldots, a_{p} x_{p}+b_{p}\right) \\
& \alpha \mathbf{x}+\beta=\left(\alpha x_{1}+\beta, \ldots, \alpha x_{p}+\beta\right)
\end{aligned}
$$

For a $p$-dimensional (dim.) d.f. $F_{p}$, if there exist $p$-dim. vectors $\mathbf{a}_{n}>\mathbf{0}$ (with componentwise ordering) and $\mathbf{b}_{n} \in \mathfrak{R}^{p}, n=1,2, \ldots$, such that

$$
\begin{equation*}
F_{p}^{n}\left(\mathbf{a}_{n} \mathbf{x}+\mathbf{b}_{n}\right) \rightarrow_{w} G_{p}(\mathbf{x}) \quad \text { as } n \rightarrow \infty \tag{2.1}
\end{equation*}
$$

for some $p$-dim. nondegenerate d.f. $G_{p}$, where $\rightarrow_{w}$ denotes weak convergence, then $F_{p}$ is said to be in the domain of attraction of $G_{p}$, written $F_{p} \in \mathscr{D}\left(G_{p}\right)$, and $G_{p}$ is called a $p$-dim. extreme value distribution. Galambos (1987) and Resnick (1987) have good reviews on multivariate extreme value theory.

For $p=1, F_{1} \in \mathscr{D}\left(G_{1}\right)$ is equivalent to the condition that there exists a $\xi \in \mathfrak{R}$ such that

$$
\begin{equation*}
\lim _{u \uparrow x_{F_{1}}} \frac{1-F_{1}(u+g(u) x)}{1-F_{1}(u)}=(1+\xi x)^{-1 / \xi}, \quad 1+\xi x>0 \tag{2.2}
\end{equation*}
$$

where $x_{F_{1}}:=\sup \left\{x: F_{1}(x)<1\right\}$, and

$$
\begin{array}{ll}
x_{F_{1}}=\infty \text { and } g(u)=\xi u, & \text { if } \xi>0 \\
g(u) \text { is some strictly positive function, } & \text { if } \xi=0  \tag{2.3}\\
x_{F_{1}}<\infty \text { and } g(u)=-\xi\left(x_{F_{1}}-u\right), & \text { if } \xi<0
\end{array}
$$

In this case, if we take $b_{n}=\inf \left\{x: F_{1}(x) \geq 1-1 / n\right\}$ and $a_{n}=g\left(b_{n}\right)$, we have

$$
\begin{align*}
& F_{1}^{n}\left(a_{n} x+b_{n}\right) \rightarrow \Omega_{\xi}(x):=\exp \left\{-(1+\xi x)^{-1 / \xi}\right\}  \tag{2.4}\\
& \quad 1+\xi x>0, \quad \text { as } n \rightarrow \infty
\end{align*}
$$

Therefore, one may take $G_{1}=\Omega_{\xi}$. Throughout the paper, the case $\xi=0$ is always interpreted as the limit $\xi \rightarrow 0$, that is, $\Omega_{0}(x)=\exp \left(-e^{-x}\right), x \in \mathfrak{R}$, the standard Gumbel distribution. When $\xi=0$, the function $g$ is unique up to asymptotic equivalence, that is, if there is another $\tilde{g}$ satisfying (2.2), then $\tilde{g}(u) \sim g(u)$ as $u \uparrow x_{F_{1}}$. Condition (2.2) is in fact a reformulation of Theorem 1.6.2 of Leadbetter, Lindgren and Rootzén (1983).

The auxiliary function $g$ in (2.3) is assumed to satisfy the following properties: as $u \uparrow x_{F_{1}}$,

$$
u+g(u) x \rightarrow x_{F_{1}} \text { for any } x \text { with } 1+\xi x>0
$$

$$
\begin{align*}
& g(u+g(u) x) / g(u) \rightarrow 1+\xi x \quad \text { locally uniformly in } x \text { with } 1+\xi x>0  \tag{2.5}\\
& \quad\left(x_{F_{1}}-u\right) / g(u) \rightarrow 1 /|\xi| \quad \text { if } x_{F_{1}}<\infty
\end{align*}
$$

This is obviously true for $\xi \neq 0$. When $\xi=0$, this is of no loss of generality because, if (2.2) holds for some $g$ which does not satisfy (2.5), then there exists another $\tilde{g}$ which satisfies (2.2) and (2.5), with $\tilde{g}(u) \sim g(u)$ as $u \uparrow x_{F_{1}}$. For details, see Lemmas 1.2 and 1.3 and Proposition 1.4 of Resnick (1987).

For $p \geq 2, G_{p}$ in (2.1) has no such finite-parameter representation as in (2.4) for $G_{1}$. A higher-dimensional extension of (2.2) is, however, possible due to Marshall and Olkin (1983). For simplicity, $F_{p}$ is assumed to have equal univariate marginals. That is, let $F_{p}(\mathbf{x})$ be a $p$-dim. d.f. with equal univariate marginals $F_{1}(x)$, and let $G_{p}(\mathbf{x})$ be a $p$-dim. extreme value distribution with equal univariate marginals $G_{1}(x)=\Omega_{\xi}(x)$ for some $\xi \in \mathfrak{R}$. Then $F_{p} \in \mathscr{D}\left(G_{p}\right)$ if and only if

$$
\begin{equation*}
\lim _{u \uparrow x_{F_{1}}} \frac{1-F_{p}(u+g(u) \mathbf{x})}{1-F_{1}(u)}=-\log G_{p}(\mathbf{x}), \quad 1+\xi \mathbf{x}>\mathbf{0} \tag{2.6}
\end{equation*}
$$

where $x_{F_{1}}$ and $g$ satisfy (2.3) and (2.5). This is a reformulation of Propositions 3.1-3.3 of Marshall and Olkin (1983). As a representation of $G_{p}$, Pickands (1981) showed that there exists a finite positive measure $Q_{p}$ on the ( $p-1$ )-dim. unit simplex $S_{p}=\left\{\mathbf{w} \in \mathfrak{R}^{p}: \mathbf{w} \geq \mathbf{0}, \sum_{i=1}^{p} w_{i}=1\right\}$ satisfying $\int_{S_{p}} w_{i} d Q_{p}(\mathbf{w})=$ $1, i=1, \ldots, p$, such that

$$
\begin{equation*}
G_{p}(\mathbf{x})=\exp \left[-\int_{S_{p}} \max _{1 \leq i \leq p}\left\{w_{i}\left(1+\xi x_{i}\right)^{-1 / \xi}\right\} d Q_{p}(\mathbf{w})\right], \quad 1+\xi \mathbf{x}>\mathbf{0} \tag{2.7}
\end{equation*}
$$

Now, let $\left\{X_{n}: n \geq 1\right\}$ denote a real-valued, $k$ th-order stationary Markov chain. Here, $\left\{X_{n}\right\}$ being a $k$ th-order Markov chain means that, for every $n$, the conditional distribution of $X_{n}$ given the past depends only on the $k$ immediate past values. It is clear from the stationarity of $\left\{X_{n}\right\}$ that the distribution of the whole chain is determined by the joint distribution $F_{k+1}$, say, of $\left(X_{n}, \ldots, X_{n+k}\right)$ via its successive transition kernels. Assuming $F_{k+1}$ is absolutely continuous, we use the following notation: for $i=1, \ldots, k+1$, we write

$$
\begin{aligned}
\mathbf{x}_{i} & =\left(x_{1}, \ldots, x_{i}\right) \in \mathfrak{R}^{i}, \quad \mathbf{X}_{i}=\left(X_{1}, \ldots, X_{i}\right) \\
F_{i}\left(\mathbf{x}_{i}\right) & =F_{i}\left(x_{1}, \ldots, x_{i}\right)=\mathbf{P}\left\{X_{n+1} \leq x_{1}, \ldots, X_{n+i} \leq x_{i}\right\} \\
f_{i}\left(\mathbf{x}_{i}\right) & =\partial^{i} F_{i}\left(\mathbf{x}_{i}\right) /\left(\partial x_{1} \ldots \partial x_{i}\right)
\end{aligned}
$$

and, for $j=1, \ldots, k$, we write

$$
\begin{aligned}
\mathbf{x}_{j+1} & =\left(x_{1}, \ldots, x_{j}, x_{j+1}\right)=\left(\mathbf{x}_{j}, x_{j+1}\right) \in \mathfrak{R}^{j+1} \\
F_{j+1}\left(x_{j+1} \mid \mathbf{x}_{j}\right) & =\mathbf{P}\left\{X_{n+j+1} \leq x_{j+1} \mid\left(X_{n+1}, \ldots, X_{n+j}\right)=\left(x_{1}, \ldots, x_{j}\right)\right\} \\
f_{j+1}\left(x_{j+1} \mid \mathbf{x}_{j}\right) & =\partial F_{j+1}\left(x_{j+1} \mid \mathbf{x}_{j}\right) / \partial x_{j+1}=f_{j+1}\left(\mathbf{x}_{j+1}\right) / f_{j}\left(\mathbf{x}_{j}\right)
\end{aligned}
$$

We now assume that $F_{k+1} \in \mathscr{D}\left(G_{k+1}\right)$ for some $(k+1)$-dim. extreme value distribution $G_{k+1}$ with equal univariate marginals $G_{1}=\Omega_{\xi}$ for some $\xi \in$ $\mathfrak{R}$. Then this implies that $F_{i} \in \mathscr{D}\left(G_{i}\right), i=1, \ldots, k+1$, where $G_{i}\left(\mathbf{x}_{i}\right):=$ $G_{k+1}\left(\mathbf{x}_{i}, x_{G_{1}}, \ldots, x_{G_{1}}\right)$, an $i$-dim. marginal of $G_{k+1}$. We therefore have, from (2.2) and (2.6), that, for each $i=1, \ldots, k+1$,

$$
\begin{equation*}
\lim _{u \uparrow x_{F_{1}}} \frac{1-F_{i}\left(u+g(u) \mathbf{x}_{i}\right)}{1-F_{1}(u)}=-\log G_{i}\left(\mathbf{x}_{i}\right), \quad 1+\xi \mathbf{x}_{i}>\mathbf{0} \tag{2.8}
\end{equation*}
$$

where $x_{F_{1}}$ and $g$ satisfy (2.3) and (2.5). Taking partial derivatives in these convergences gives a plausibility of the following essential assumption under which the theory of this paper is developed.

Assumption A. Suppose that

$$
\lim _{u \uparrow x_{F_{1}}} \frac{g(u) f_{1}\left(u+g(u) x_{1}\right)}{1-F_{1}(u)}=\left(1+\xi x_{1}\right)^{-1 / \xi-1}, \quad 1+\xi x_{1}>0
$$

and that, for each $j=1, \ldots, k$,

$$
l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right):=\lim _{u \uparrow x_{F_{1}}} g(u) f_{j+1}\left(u+g(u) x_{j+1} \mid u+g(u) \mathbf{x}_{j}\right), \quad 1+\xi \mathbf{x}_{j+1}>\mathbf{0}
$$

exist finite.
Lemma 2.1. For each $j=1, \ldots, k,\left(1+\xi x_{j+1}\right) l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right)$ must be a function of

$$
\nabla \mathbf{x}_{j+1}:=\left(\frac{1}{\xi} \log \left(\frac{1+\xi x_{2}}{1+\xi x_{1}}\right), \ldots, \frac{1}{\xi} \log \left(\frac{1+\xi x_{j+1}}{1+\xi x_{j}}\right)\right)
$$

provided that $f_{k+1}$ is continuous.
Proof. It follows from the properties (2.5) of $g$ that

$$
\begin{aligned}
& l_{j}\left(0 ;\left(1+\xi x_{j+1}\right)^{-1}\left(\mathbf{x}_{j}-x_{j+1}\right)\right) \\
& \quad=\lim _{u \uparrow x_{F_{1}}} g(u) f_{j+1}\left(u \mid u+g(u)\left(1+\xi x_{j+1}\right)^{-1}\left(\mathbf{x}_{j}-x_{j+1}\right)\right) \\
& \quad=\left(1+\xi x_{j+1}\right) l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right)
\end{aligned}
$$

Therefore, $\left(1+\xi x_{j+1}\right) l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right)$ is a function of $\left(1+\xi x_{j+1}\right)^{-1}\left(\mathbf{x}_{j}-x_{j+1}\right)$ and thus a function of $\nabla \mathbf{x}_{j+1}$.

It is noted that, when $\xi=0, \nabla \mathbf{x}_{j+1}$ is interpreted as $\left(x_{2}-x_{1}, \ldots, x_{j+1}-x_{j}\right)$. The $l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right)$ is usually (but not always) given by

$$
\left(\frac{\partial^{j+1} \log G_{j+1}\left(\mathbf{x}_{j+1}\right)}{\partial x_{1} \ldots \partial x_{j+1}}\right) /\left(\frac{\partial^{j} \log G_{j}\left(\mathbf{x}_{j}\right)}{\partial x_{1} \ldots \partial x_{j}}\right) .
$$

Assuming $f_{k+1}$ is continuous, we define a function $h_{j}\left(y_{j} ; y_{1}, \ldots, y_{j-1}\right)$ on $\mathfrak{R}^{j}$ by letting

$$
h_{j}\left(\frac{1}{\xi} \log \left(\frac{1+\xi x_{j+1}}{1+\xi x_{j}}\right) ; \nabla \mathbf{x}_{j}\right):=\left(1+\xi x_{j+1}\right) l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right), \quad 1+\xi \mathbf{x}_{j+1}>\mathbf{0},
$$

which is well defined by Lemma 2.1. We also define, for $y_{1}, \ldots, y_{j-1} \in \Re$,

$$
H_{j}\left(y ; y_{1}, \ldots, y_{j-1}\right):=1-\int_{y}^{\infty} h_{j}\left(t ; y_{1}, \ldots, y_{j-1}\right) d t, \quad y \in\{-\infty\} \cup \Re .
$$

Then, for every fixed $\mathbf{y}_{j-1} \in \Re^{j-1}, H_{j}\left(y ; \mathbf{y}_{j-1}\right)$ may be considered as a d.f. of $y$ on $\{-\infty\} \cup \Re$, where it has a mass $1-\int_{-\infty}^{\infty} h_{j}\left(t ; \mathbf{y}_{j-1}\right) d t$ at $y=-\infty$, which is possibly positive, and is absolutely continuous on $\Re$, having $h_{j}\left(y ; \mathbf{y}_{j-1}\right)$ as its density. It is noted that the following are equivalent:

$$
\text { (i) } \quad \forall \mathbf{y}_{j-1} \in \mathfrak{R}^{j-1}, \quad H_{j}\left(-\infty ; \mathbf{y}_{j-1}\right)=0
$$

$$
\text { (ii) } \forall \mathbf{y}_{j-1} \in \Re^{j-1}, \quad h_{j}\left(\cdot ; \mathbf{y}_{j-1}\right) \text { is a p.d.f. on } \Re \text {; }
$$

$$
\text { (iii) } \forall \mathbf{x}_{j} \text { with } 1+\xi \mathbf{x}_{j}>\mathbf{0}, \quad l_{j}\left(\cdot ; \mathbf{x}_{j}\right) \text { is a p.d.f. on }\{x: 1+\xi x>0\} \text {. }
$$

By p.d.f. we mean probability density function. In fact, these equivalent conditions imply that, as $u \uparrow x_{F_{1}}$,

$$
\begin{aligned}
& F_{j+1}\left(u+g(u) x_{j+1} \mid u+g(u) \mathbf{x}_{j}\right) \rightarrow H_{j}\left(\frac{1}{\xi} \log \left(\frac{1+\xi x_{j+1}}{1+\xi x_{j}}\right) ; \nabla \mathbf{x}_{j}\right), \\
& 1+\xi \mathbf{x}_{j+1}>\mathbf{0} .
\end{aligned}
$$

The limiting distributions $H_{j}, j=1, \ldots, k$, constructed above can generate a $\{-\infty\} \cup \Re$-valued, $(k-1)$ th-order Markov chain $\left\{Y_{n}: n \geq 1\right\}$ as follows:

1. $Y_{1} \sim H_{1}\left(y_{1}\right)$.
2. For $j=2, \ldots, k, Y_{j} \mid\left(Y_{1}, \ldots, Y_{j-1}\right) \sim H_{j}\left(y_{j} ; Y_{1}, \ldots, Y_{j-1}\right)$ if $Y_{1}, \ldots, Y_{j-1}>$ $-\infty$; put $Y_{j}=-\infty$, otherwise.
3. For $j \geq k+1, Y_{j} \mid\left(Y_{j-k+1}, \ldots, Y_{j-1}\right) \sim H_{k}\left(y_{j} ; Y_{j-k+1}, \ldots, Y_{j-1}\right)$ if $Y_{j-k+1}, \ldots, Y_{j-1}>-\infty$; put $Y_{j}=-\infty$, otherwise.
When $k=1,\left\{Y_{n}\right\}$ becomes a sequence of i.i.d. r.v.'s with d.f. $H_{1}$. We also remark that, when $k \geq 2$, the state $-\infty$ is an absorbing state of the chain $\left\{Y_{n}\right\}$, that is, once the chain visits the state $-\infty$, it must stay there forever. Finally, define

$$
\begin{equation*}
Z_{n}:=Y_{1}+\cdots+Y_{n}, \quad n=1,2, \ldots, \tag{2.10}
\end{equation*}
$$

so that $\left\{Z_{n}: n \geq 1\right\}$ is a $\{-\infty\} \cup \Re$-valued, $k$ th-order Markov chain. This chain plays an important role in examining the extremal behavior of the original chain $\left\{X_{n}\right\}$ (see Theorems 3.1 and 4.1).

Now, suppose that we only know $F_{1} \in \mathscr{D}\left(\Omega_{\xi}\right)$ for some $\xi \in \Re$, with auxiliary function $g$ satisfying (2.3) and (2.5), and that Assumption A holds. Then it can be shown that $F_{k+1} \in \mathscr{D}\left(G_{k+1}\right)$ for some $(k+1)$-dim. extreme value distribution $G_{k+1}$ with equal univariate marginals $G_{1}=\Omega_{\xi}$ if, for each $j=1, \ldots, k,(2.9)$ holds [see Yun (1994) for details]. This situation gives a clear description of the tail behavior of $\left\{X_{n}\right\}$ as follows. Define $\phi(x):=\xi^{-1}\left(e^{\xi x}-1\right)$ and $x_{F_{1}}^{*}:=$ $\inf \left\{x: F_{1}(x)>0\right\}$.

LEMMA 2.2. Let $\left\{X_{n}: n \geq 1\right\}$ be a kth-order stationary Markov chain, and let $F_{k+1}$ be the d.f. of $\left(X_{1}, \ldots, X_{k+1}\right)$ having a continuous p.d.f. $f_{k+1}$. Suppose that $F_{1} \in \mathscr{D}\left(\Omega_{\xi}\right)$ for some $\xi \in \Re$, with auxiliary function $g$ satisfying (2.3) and (2.5), and that Assumption A holds. Let $\left\{Z_{n}: n \geq 1\right\}$ be the kth-order Markov chain defined by (2.10), and let $T$ be an $\operatorname{Exp}(1)$-distributed r.v. which is independent of $\left\{Z_{n}\right\}$. If, for each $j=1, \ldots, k$, (2.9) holds, then, for every $p \geq 2$, as $u \uparrow x_{F_{1}}$,

$$
\begin{gathered}
\mathbf{P}\left\{\left(\left(X_{2}-u\right) / g(u), \ldots,\left(X_{p}-u\right) / g(u)\right) \in \cdot \mid X_{1}>u\right\} \\
\rightarrow_{w} \mathbf{P}\left\{\left(\phi\left(Z_{1}+T\right), \ldots, \phi\left(Z_{p-1}+T\right)\right) \in \cdot\right\}
\end{gathered}
$$

Proof. We use the notation

$$
\begin{aligned}
& f_{1}^{(u)}\left(x_{1}\right):=\frac{g(u) f_{1}\left(u+g(u) x_{1}\right)}{1-F_{1}(u)} ; \\
& f_{j+1}^{(u)}\left(x_{j+1} \mid \mathbf{x}_{j}\right):=g(u) f_{j+1}\left(u+g(u) x_{j+1} \mid u+g(u) \mathbf{x}_{j}\right), \quad 1 \leq j \leq k ; \\
& \psi_{p}^{(u)}\left(\mathbf{x}_{p}\right):= \begin{cases}\prod_{j=1}^{p-1} f_{j+1}^{(u)}\left(x_{j+1} \mid \mathbf{x}_{j}\right), & 2 \leq p \leq k, \\
\left(\prod_{j=1}^{k-1} f_{j+1}^{(u)}\left(x_{j+1} \mid \mathbf{x}_{j}\right)\right)\binom{\prod_{j=k}^{p-1} f_{k+1}^{(u)}\left(x_{j+1} \mid x_{j-k+1}, \ldots,\right.}{j}, \\
p \geq k+1 ;\end{cases} \\
& \psi_{p-1}\left(\mathbf{x}_{p}\right):= \begin{cases}\prod_{j=1}^{p-1} l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right), & 2 \leq p \leq k, \\
\left(\prod_{j=1}^{k-1} l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right)\right)\left(\prod_{j=k}^{p-1} l_{k}\left(x_{j+1} ; x_{j-k+1}, \ldots, x_{j}\right)\right), \\
p \geq k+1 ;\end{cases} \\
& \eta_{p-1}\left(\mathbf{y}_{p-1}\right):= \begin{cases}\prod_{j=1}^{p-1} h_{j}\left(y_{j} ; \mathbf{y}_{j-1}\right), & 2 \leq p \leq k, \\
\left(\prod_{j=1}^{k-1} h_{j}\left(y_{j} ; \mathbf{y}_{j-1}\right)\right)\left(\prod_{j=k}^{p-1} h_{k}\left(y_{j} ; y_{j-k+1}, \ldots, y_{j-1}\right)\right), \\
p \geq k+1 .\end{cases}
\end{aligned}
$$

Then, for every $p \geq 2$, since $\lim _{u \uparrow x_{F_{1}}} f_{1}^{(u)}\left(x_{1}\right) \psi_{p}^{(u)}\left(\mathbf{x}_{p}\right)=\left(1+\xi x_{1}\right)^{-1 / \xi-1} \psi_{p-1}\left(\mathbf{x}_{p}\right)$, $1+\xi \mathbf{x}_{p}>\mathbf{0}$, and since $\left(1+\xi x_{1}\right)^{-1 / \xi-1} \psi_{p-1}\left(\mathbf{x}_{p}\right)$ is a p.d.f. on $\left(0, x_{\Omega_{\xi}}\right) \times$ $\left(x_{\Omega_{\xi}}^{*}, x_{\Omega_{\xi}}\right)^{p-1}$, we have, by Scheffés theorem [Billingsley (1985), Theorem 16.11], for any $\mathbf{w}_{p-1}$ with $1+\xi \mathbf{w}_{p-1}>\mathbf{0}$, as $u \uparrow x_{F_{1}}$,

$$
\begin{aligned}
& \mathbf{P}\left\{\left(X_{2}-u\right) / g(u) \leq w_{1}, \ldots,\left(X_{p}-u\right) / g(u) \leq w_{p-1} \mid X_{1}>u\right\} \\
& \quad=\int_{0}^{\infty} \int_{-\infty}^{w_{1}} \ldots \int_{-\infty}^{w_{p-1}} f_{1}^{(u)}\left(x_{1}\right) \psi_{p}^{(u)}\left(\mathbf{x}_{p}\right) d x_{p} \ldots d x_{2} d x_{1} \\
& \quad \rightarrow \int_{0}^{x_{\Omega_{\xi}}} \int_{x_{\Omega_{\xi}}^{*}}^{w_{1}} \ldots \int_{x_{\Omega_{\xi}}^{*}}^{w_{p-1}}\left(1+\xi x_{1}\right)^{-1 / \xi-1} \psi_{p-1}\left(\mathbf{x}_{p}\right) d x_{p} \ldots d x_{2} d x_{1} .
\end{aligned}
$$

This, if we put $x_{1}=\phi(t)$ and $x_{j}=\phi\left(t+y_{1}+\cdots+y_{j-1}\right), j=2, \ldots, p$, is equal to

$$
\begin{gathered}
\int_{0}^{\infty} \int_{-\infty}^{\phi^{-1}\left(w_{1}\right)-t} \int_{-\infty}^{\phi^{-1}\left(w_{2}\right)-t-y_{1}} \ldots \int_{-\infty}^{\phi^{-1}\left(w_{p-1}\right)-t-\sum_{j=1}^{p-2} y_{j}} \\
\times e^{-t} \eta_{p-1}\left(\mathbf{y}_{p-1}\right) d y_{p-1} \ldots d y_{2} d y_{1} d t \\
=\mathbf{P}\left\{Y_{1} \leq \phi^{-1}\left(w_{1}\right)-T, Y_{2} \leq \phi^{-1}\left(w_{2}\right)-T-Y_{1}, \ldots,\right. \\
\left.Y_{p-1} \leq \phi^{-1}\left(w_{p-1}\right)-T-\sum_{j=1}^{p-2} Y_{j}\right\} \\
=\mathbf{P}\left\{\phi\left(Z_{1}+T\right) \leq w_{1}, \ldots, \phi\left(Z_{p-1}+T\right) \leq w_{p-1}\right\},
\end{gathered}
$$

where $\left\{Y_{n}\right\}$ is the chain in (2.10). This completes the proof.
Although Lemma 2.2 is useful for obtaining a representation of the extremal index of $\left\{X_{n}\right\}$ (see Section 3), it cannot be applied when (2.9) fails for some $j=1, \ldots, k$. In Section 3, we shall handle this case by imposing Assumption B below in addition to Assumption A. For this, we need the following definition.

DEfinition 2.3. A class of real-valued functions defined on $\Re$ is said to be locally uniformly integrable over an unbounded interval if the class is uniformly integrable over any compact subset of that interval.

For example, real-valued functions defined on $\Re$ are locally uniformly integrable if they are dominated by a continuous function.

Assumption B. Suppose that there exists a $u^{*}<x_{F_{1}}$ such that the class

$$
\left\{\frac{g(u) f_{1}\left(u+g(u) x_{1}\right)}{1-F_{1}(u)}: u^{*} \leq u<x_{F_{1}}\right\}
$$

of functions of $x_{1}$ is locally uniformly integrable over $\left(x_{\Omega_{\xi}}, x_{\Omega_{\xi}}^{*}\right)$, and that, for each $j=1, \ldots, k$ and for every fixed $\mathbf{x}_{j}$ with $1+\xi \mathbf{x}_{j}>\mathbf{0}$, there exists a
$u_{j}^{*}\left(\mathbf{x}_{j}\right)<x_{F_{1}}$ such that the class

$$
\left\{g(u) f_{j+1}\left(u+g(u) x_{j+1} \mid u+g(u) \mathbf{x}_{j}\right): u_{j}^{*}\left(\mathbf{x}_{j}\right) \leq u<x_{F_{1}}\right\}
$$

of functions of $x_{j+1}$ is also locally uniformly integrable over $\left(x_{\Omega_{\xi}}, x_{\Omega_{\xi}}^{*}\right)$.
Assumptions A and B are satisfied by a large class of models for $F_{k+1}$. In particular, the following lemma shows that Assumptions A and B hold automatically if $F_{k+1}$ is itself a multivariate extreme value distribution. We here remark that, when $\xi>0$, the auxiliary function $g(u)=\xi u$ in (2.3) can be replaced by $g(u)=1+\xi u$ without any distortion in developing the whole story of this paper. For convenience of proof, this replacement is adopted in the following lemma.

Lemma 2.4. Let $\left\{X_{n}: n \geq 1\right\}$ be a kth-order stationary Markov chain, and let $F_{k+1}$ be the d.f. of $\left(X_{1}, \ldots, X_{k+1}\right)$ having a continuous p.d.f. $f_{k+1}$. If $F_{k+1}$ is a multivariate extreme value distribution with $F_{1}=\Omega_{\xi}$ for some $\xi \in \Re$, then Assumptions $A$ and $B$ hold and the limit $l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right)$ in Assumption $A$ is given by

$$
\begin{equation*}
\left(\frac{\partial^{j+1} \log F_{j+1}\left(\mathbf{x}_{j+1}\right)}{\partial x_{1} \ldots \partial x_{j+1}}\right) /\left(\frac{\partial^{j} \log F_{j}\left(\mathbf{x}_{j}\right)}{\partial x_{1} \ldots \partial x_{j}}\right) \tag{2.11}
\end{equation*}
$$

provided that $\partial^{j} \log F_{j}\left(\mathbf{x}_{j}\right) /\left(\partial x_{1} \ldots \partial x_{j}\right)$ is not zero, where $g(u)=1+\xi u$.
Proof. When $\xi=0$, the validity of the choice $g(u)=1$ follows from the fact that $F_{1}=\Omega_{0}$. First, we check Assumption A. The first statement is elementary and so the details are omitted here. For the second statement, for each $i=1, \ldots, k+1$, let $V_{i}\left(\mathbf{x}_{i}\right):=-\log F_{i}\left(\mathbf{x}_{i}\right)$ and consider

$$
\begin{aligned}
f_{i}\left(\mathbf{x}_{i}\right) & =\frac{\partial^{i} \exp \left\{-V_{i}\left(\mathbf{x}_{i}\right)\right\}}{\partial x_{1} \ldots \partial x_{i}} \\
& =\exp \left\{-V_{i}\left(\mathbf{x}_{i}\right)\right\}\left[-\frac{\partial^{i} V_{i}\left(\mathbf{x}_{i}\right)}{\partial x_{1} \ldots \partial x_{i}}+\cdots+(-1)^{i} \prod_{s=1}^{i} \frac{\partial V_{i}\left(\mathbf{x}_{i}\right)}{\partial x_{s}}\right] \\
& =\exp \left\{-V_{i}\left(\mathbf{x}_{i}\right)\right\} \sum_{m=1}^{i} b_{i, m}\left(\mathbf{x}_{i}\right), \quad 1+\xi \mathbf{x}_{i}>\mathbf{0}
\end{aligned}
$$

where

$$
b_{i, m}\left(\mathbf{x}_{i}\right):=(-1)^{m} \sum_{\left\{D_{i, 1}, \ldots, D_{i, m}\right\}} \prod_{r=1}^{m} \frac{\partial^{\left|D_{i, r}\right|} V_{i}\left(\mathbf{x}_{i}\right)}{\left\langle\partial x_{s}\right\rangle_{s \in D_{i, r}}}
$$

the $\left\{D_{i, 1}, \ldots, D_{i, m}\right\}$ varying on the partitions of $\{1, \ldots, i\}$ such that each of $D_{i, 1}, \ldots, D_{i, m}$ contains at least one element. By $\left\langle\partial x_{s}\right\rangle_{s \in D_{i, r}}$ we mean $\partial x_{i_{1}} \cdots \partial x_{i_{p}}$ if $D_{i, r}=\left\{i_{1}<\cdots<i_{p}\right\}$. Thus, for any $u$ with $g(u)=1+\xi u>0$,

$$
f_{i}\left(u+g(u) \mathbf{x}_{i}\right)=\exp \left\{-V_{i}\left(u+g(u) \mathbf{x}_{i}\right)\right\} \sum_{m=1}^{i} b_{i, m}\left(u+g(u) \mathbf{x}_{i}\right)
$$

Here, since $F_{i}$ is an $i$-dim. extreme value distribution, we see, from (2.7) with $p, G_{p}$ replaced by $i, F_{i}$ respectively, that, for any $t>0, V_{i}\left(\xi^{-1}\left(t^{\xi}-1\right)+\right.$ $\left.t^{\xi} \mathbf{x}_{i}\right)=t^{-1} V_{i}\left(\mathbf{x}_{i}\right)$, and so, by taking $t=(g(u))^{1 / \xi}=(1+\xi u)^{1 / \xi}>0$, we have $V_{i}\left(u+g(u) \mathbf{x}_{i}\right)=V_{i}\left(\xi^{-1}\left(t^{\xi}-1\right)+t^{\xi} \mathbf{x}_{i}\right)=t^{-1} V_{i}\left(\mathbf{x}_{i}\right)=(g(u))^{-1 / \xi} V_{i}\left(\mathbf{x}_{i}\right)$. Further, since, for each $r=1, \ldots, m$,

$$
\frac{\partial^{\left|D_{i, r}\right|} V_{i}\left(u+g(u) \mathbf{x}_{i}\right)}{\left\langle\partial\left(u+g(u) x_{s}\right)\right\rangle_{s \in D_{i, r}}}=(g(u))^{-\left|D_{i, r}\right|} \frac{\partial^{D_{i, r} \mid} V_{i}\left(u+g(u) \mathbf{x}_{i}\right)}{\left\langle\partial x_{s}\right\rangle_{s \in D_{i, r}}}
$$

and $\left|D_{i, 1}\right|+\cdots+\left|D_{i, m}\right|=i$, we have $b_{i, m}\left(u+g(u) \mathbf{x}_{i}\right)=(g(u))^{-i-m / \xi} b_{i, m}\left(\mathbf{x}_{i}\right)$. Therefore, for any $u$ with $g(u)=1+\xi u>0$,

$$
f_{i}\left(u+g(u) \mathbf{x}_{i}\right)=(g(u))^{-i} \exp \left\{-(g(u))^{-1 / \xi} V_{i}\left(\mathbf{x}_{i}\right)\right\} \sum_{m=1}^{i}(g(u))^{-m / \xi} b_{i, m}\left(\mathbf{x}_{i}\right) .
$$

This enables us to write that, for each $j=1, \ldots, k$ and for any $u, \mathbf{x}_{j+1}$ with $g(u)=1+\xi u>0$ and $1+\xi \mathbf{x}_{j+1}>\mathbf{0}$,

$$
\begin{align*}
& g(u) f_{j+1}\left(u+g(u) x_{j+1} \mid u+g(u) \mathbf{x}_{j}\right) \\
& =g(u) f_{j+1}\left(u+g(u) \mathbf{x}_{j+1}\right) / f_{j}\left(u+g(u) \mathbf{x}_{j}\right) \\
& =\exp \left\{-(g(u))^{-1 / \xi}\left(V_{j+1}\left(\mathbf{x}_{j+1}\right)-V_{j}\left(\mathbf{x}_{j}\right)\right)\right\}  \tag{2.12}\\
& \\
& \quad \times\left(\sum_{m=1}^{j+1}(g(u))^{-m / \xi} b_{j+1, m}\left(\mathbf{x}_{j+1}\right)\right) /\left(\sum_{m=1}^{j}(g(u))^{-m / \xi} b_{j, m}\left(\mathbf{x}_{j}\right)\right) .
\end{align*}
$$

Since $(g(u))^{-1 / \xi} \rightarrow 0$ as $u \uparrow x_{F_{1}}=x_{\Omega_{\xi}}$, the functional form of (2.12) guarantees the existence of the limit $l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right)$ in Assumption A. Moreover, if $\partial^{j} V_{j}\left(\mathbf{x}_{j}\right) /\left(\partial x_{1} \ldots \partial x_{j}\right)$ is not zero, then it is obvious from (2.12) that $l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right)$ is given by (2.11).

Second, we check Assumption B. For the first statement, observe that, for any $u$ with $g(u)=1+\xi u>0$,

$$
\frac{g(u) f_{1}\left(u+g(u) x_{1}\right)}{1-F_{1}(u)}=a(u)\left(1+\xi x_{1}\right)^{-1 / \xi-1} \exp \left\{-(g(u))^{-1 / \xi}\left(1+\xi x_{1}\right)^{-1 / \xi}\right\}
$$

$1+\xi x_{1}>0$, where $a(u)=(g(u))^{-1 / \xi} /\left[1-\exp \left\{-(g(u))^{-1 / \xi}\right\}\right]$. Here, since $a(u) \rightarrow 1$ as $u \uparrow x_{F_{1}}$, there exists a $u^{*}$ such that $a(u) \leq 3 / 2$ whenever $u^{*} \leq$ $u<x_{F_{1}}$. Thus, whenever $u^{*} \leq u<x_{F_{1}}$,

$$
\frac{g(u) f_{1}\left(u+g(u) x_{1}\right)}{1-F_{1}(u)} \leq \frac{3}{2}\left(1+\xi x_{1}\right)^{-1 / \xi-1}, \quad 1+\xi x_{1}>0,
$$

where the right-hand side is a continuous function of $x_{1}$. For the second statement, consider (2.12) again. Here, fix $\mathbf{x}_{j}$ with $1+\xi \mathbf{x}_{j}>\mathbf{0}$ and let $m^{*}$ denote the smallest $m, 1 \leq m \leq j$, such that $b_{j, m}\left(\mathbf{x}_{j}\right) \neq 0$, that is, $b_{j, m}\left(\mathbf{x}_{j}\right)=0$ for $1 \leq m \leq m^{*}-1$ and $b_{j, m^{*}}\left(\mathbf{x}_{j}\right) \neq 0$. Then, for $1 \leq m \leq m^{*}-1, b_{j+1, m}\left(\mathbf{x}_{j+1}\right)=0$
also for any $x_{j+1}$ with $1+\xi x_{j+1}>0$ since, otherwise, $l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right)$ cannot be finite. Thus (2.12) is reduced to

$$
\begin{aligned}
& g(u) f_{j+1}\left(u+g(u) x_{j+1} \mid u+g(u) \mathbf{x}_{j}\right) \\
& =\exp \left\{-(g(u))^{-1 / \xi}\left(V_{j+1}\left(\mathbf{x}_{j+1}\right)-V_{j}\left(\mathbf{x}_{j}\right)\right)\right\} \\
& \quad \times\left(\sum_{r=0}^{j+1-m^{*}}(g(u))^{-r / \xi} b_{j+1, m^{*}+r}\left(\mathbf{x}_{j+1}\right)\right) /\left(\sum_{r=0}^{j-m^{*}}(g(u))^{-r / \xi} b_{j, m^{*}+r}\left(\mathbf{x}_{j}\right)\right)
\end{aligned}
$$

Here, the denominator of the right-hand side converges to $b_{j, m^{*}}\left(\mathbf{x}_{j}\right)$ as $u \uparrow x_{F_{1}}$, which implies $b_{j, m^{*}}\left(\mathbf{x}_{j}\right)>0$ since, otherwise, that is, if $b_{j, m^{*}}\left(\mathbf{x}_{j}\right)<0$, then $f_{j}\left(u+g(u) \mathbf{x}_{j}\right)<0$ for all $u$ sufficiently close to $x_{F_{1}}$. Also, there exists a $u_{j}^{*}\left(\mathbf{x}_{j}\right)$ such that $\sum_{r=0}^{j-m^{*}}(g(u))^{-r / \xi} b_{j, m^{*}+r}\left(\mathbf{x}_{j}\right) \geq(1 / 2) b_{j, m^{*}}\left(\mathbf{x}_{j}\right)$ whenever $u_{j}^{*}\left(\mathbf{x}_{j}\right) \leq$ $u<x_{F_{1}}$. Therefore, since $V_{j+1}\left(\mathbf{x}_{j+1}\right) \geq V_{j}\left(\mathbf{x}_{j}\right)$, we conclude that, whenever $u_{j}^{*}\left(\mathbf{x}_{j}\right) \leq u<x_{F_{1}}$,

$$
\begin{aligned}
& g(u) f_{j+1}\left(u+g(u) x_{j+1} \mid u+g(u) \mathbf{x}_{j}\right) \\
& \quad \leq \frac{2}{b_{j, m^{*}}\left(\mathbf{x}_{j}\right)} \sum_{r=0}^{j+1-m^{*}}\left(g\left(u_{j}^{*}\left(\mathbf{x}_{j}\right)\right)\right)^{-r / \xi}\left|b_{j+1, m^{*}+r}\left(\mathbf{x}_{j+1}\right)\right|
\end{aligned}
$$

$1+\xi x_{j+1}>0$, where the right-hand side is a continuous function of $x_{j+1}$. The proof is complete.
3. Representation of extremal index. In this section, we derive a representation for the extremal index of a $k$ th-order stationary Markov chain using the chain defined by (2.10). This turns out to be very useful in computing the extremal index by means of Monte Carlo simulation.

Let $\left\{X_{n}: n \geq 1\right\}$ be a stationary sequence of r.v.'s with marginal d.f. $F_{1}$. For a sequence $\left\{u_{n}: n \geq 1\right\}$ of real numbers, we write: for $1 \leq s \leq t \leq n$, define $\mathscr{A}_{s, t}^{(n)}$ to be the class of all intersections of the events $\left\{X_{i} \leq u_{n}\right\}, s \leq i \leq t$, and, for $q=1, \ldots, n-1$, write

$$
\begin{align*}
\alpha_{n, q}=\max \{ & |\mathbf{P}(A \cap B)-\mathbf{P}(A) \mathbf{P}(B)|:  \tag{3.1}\\
& \left.A \in \mathscr{A}_{1, s}^{(n)}, B \in \mathscr{A}_{s+q, n}^{(n)}, 1 \leq s \leq n-q\right\} .
\end{align*}
$$

If $\alpha_{n, q_{n}} \rightarrow 0$ as $n \rightarrow \infty$ for some sequence $q_{n}=o(n)$, then the condition $D\left(u_{n}\right)$ is said to hold for $\left\{X_{n}\right\}$. The condition $D\left(u_{n}\right)$, which is weaker than the usual strong mixing, was introduced by Leadbetter (1974) and is a widely used mixing condition to restrict long-range dependence of the events $\left\{X_{i} \leq u_{n}\right\}$.

Assume that, for each $\tau>0$, there exists a sequence $\left\{u_{n}(\tau): n \geq 1\right\}$ of real numbers such that

$$
\begin{equation*}
n\left(1-F_{1}\left(u_{n}(\tau)\right)\right) \rightarrow \tau \quad \text { as } n \rightarrow \infty \tag{3.2}
\end{equation*}
$$

The sequence $\left\{X_{n}\right\}$ is said to have extremal index $\theta, 0 \leq \theta \leq 1$, if, for each $\tau>0, \mathbf{P}\left\{M_{n} \leq u_{n}(\tau)\right\} \rightarrow e^{-\theta \tau}$ as $n \rightarrow \infty$. It is noted that, by Theorem 1.7.13
of Leadbetter, Lindgren and Rootzén (1983), if $F_{1}$ is continuous, then, for each $\tau>0$, there always exists a sequence $\left\{u_{n}(\tau)\right\}$ satisfying (3.2). Now, assume that, for each $\tau>0, D\left(u_{n}(\tau)\right)$ holds for $\left\{X_{n}\right\}$. Then, by O'Brien (1987) [see also Rootzén (1988)], the sequence $\left\{X_{n}\right\}$ has extremal index $\theta$ if and only if, for some $\tau_{0}>0$,

$$
\begin{equation*}
\mathbf{P}\left\{X_{i} \leq u_{n}\left(\tau_{0}\right), 2 \leq i \leq p_{n} \mid X_{1}>u_{n}\left(\tau_{0}\right)\right\} \rightarrow \theta \quad \text { as } n \rightarrow \infty \tag{3.3}
\end{equation*}
$$

where $\left\{p_{n}: n \geq 1\right\}$ is a sequence of positive integers such that

$$
\begin{equation*}
p_{n}=o(n), \quad n \alpha_{n, q_{n}}=o\left(p_{n}\right), \quad q_{n}=o\left(p_{n}\right) \tag{3.4}
\end{equation*}
$$

the $\alpha_{n, q}$ being given in (3.1) with $u_{n}=u_{n}\left(\tau_{0}\right)$ and the $q_{n}=o(n)$ being such that $\alpha_{n, q_{n}} \rightarrow 0$ (e.g., one may take $p_{n}$ as the integer part of $\max \left\{n \alpha_{n, q_{n}}^{1 / 2},\left(n q_{n}\right)^{1 / 2}\right\}$ ). Following Smith (1992a) [see also Perfekt (1994)], if we further assume that

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \varlimsup_{n \rightarrow \infty} \sum_{i=p}^{p_{n}} \mathbf{P}\left\{X_{i}>u_{n} \mid X_{1}>u_{n}\right\}=0 \tag{3.5}
\end{equation*}
$$

with $u_{n}=u_{n}\left(\tau_{0}\right)$, then (3.3) is equivalent to the existence of

$$
\begin{equation*}
\theta=\lim _{p \rightarrow \infty} \lim _{u \uparrow x_{F_{1}}} \mathbf{P}\left\{X_{i} \leq u, 2 \leq i \leq p \mid X_{1}>u\right\} \tag{3.6}
\end{equation*}
$$

In case of a Markov chain, (3.6) can be reduced to a more appealing form from a computational point of view. Specifically, let $\left\{X_{n}: n \geq 1\right\}$ be a $k$ thorder stationary Markov chain. Then, Lemma 2.2 says that, under the same assumptions of the lemma, (3.6) is reduced to

$$
\begin{equation*}
\theta=\lim _{p \rightarrow \infty} \mathbf{P}\left\{Z_{1} \leq-T, \ldots, Z_{p} \leq-T\right\}=\mathbf{P}\left\{\sup _{i \geq 1} Z_{i} \leq-T\right\} \tag{3.7}
\end{equation*}
$$

where $\left\{Z_{n}: n \geq 1\right\}$ is the $k$ th-order Markov chain defined by (2.10) and $T$ an $\operatorname{Exp}(1)$-distributed r.v. which is independent of $\left\{Z_{n}\right\}$. Representation (3.7) is particularly helpful in computing $\theta$ by simulation. However, it should be noted that (2.9) was required to hold for each $j=1, \ldots, k$ in Lemma 2.2. The following theorem handles the general case where (2.9) may fail possibly for some $j=1, \ldots, k$.

THEOREM 3.1. Let $\left\{X_{n}: n \geq 1\right\}$ be a kth-order stationary Markov chain, and let $F_{k+1}$ be the d.f. of $\left(X_{1}, \ldots, X_{k+1}\right)$ having a continuous p.d.f. $f_{k+1}$ such that $F_{k+1} \in \mathscr{D}\left(G_{k+1}\right)$ with auxiliary function $g$ satisfying (2.3) and (2.5), where $G_{k+1}$ is some $(k+1)$-dim. extreme value distribution with equal univariate marginals $G_{1}=\Omega_{\xi}$ for some $\xi \in \Re$. Suppose that Assumptions $A$ and $B$ hold and that

$$
\begin{align*}
\lim _{M \rightarrow \infty} \varlimsup_{u \uparrow x_{F_{1}}} \sup \{ & \mathbf{P}\left\{X_{k+1}>u \mid \mathbf{X}_{k}=\mathbf{x}_{k}\right\}:  \tag{3.8}\\
& \left.\min _{1 \leq i \leq k} x_{i} \leq u-g(u)\left(1-M^{-\xi}\right) / \xi\right\}=0
\end{align*}
$$

Let $\left\{u_{n}(\tau)\right\}, \tau>0$, be sequences satisfying (3.2). Assume that $D\left(u_{n}(\tau)\right)$ holds for each $\tau>0$ and that, for some $\tau_{0}>0$, (3.5) holds with $u_{n}=u_{n}\left(\tau_{0}\right)$, where $\left\{p_{n}\right\}$ is a sequence satisfying (3.4). Then, $\left\{X_{n}\right\}$ has extremal index $\theta$ given by

$$
\begin{equation*}
\theta=\log \left(G_{k}(\mathbf{0}) / G_{k+1}(\mathbf{0})\right)-\mathbf{P}\left\{\max _{1 \leq i \leq k} Z_{i} \leq-T, \sup _{i \geq k+1} Z_{i}>-T\right\} \tag{3.9}
\end{equation*}
$$

where $\left\{Z_{n}: n \geq 1\right\}$ is the kth-order Markov chain defined by (2.10) and $T$ an $\operatorname{Exp}(1)$-distributed r.v. which is independent of $\left\{Z_{n}\right\}$.

Proof. We begin with (3.6). Letting $\theta_{p}^{(u)}=\mathbf{P}\left\{X_{i} \leq u, X_{p}>u, 2 \leq i \leq\right.$ $\left.p-1 \mid X_{1}>u\right\}, p \geq k+2$, and using (2.8), (3.6) can be rewritten as

$$
\begin{aligned}
\theta & =\lim _{u \uparrow x_{F_{1}}} \mathbf{P}\left\{X_{i} \leq u, 2 \leq i \leq k+1 \mid X_{1}>u\right\}-\lim _{p \rightarrow \infty} \lim _{u \uparrow x_{F_{1}}} \sum_{j=k+2}^{p} \theta_{j}^{(u)} \\
& =\log \left(G_{k}(\mathbf{0}) / G_{k+1}(\mathbf{0})\right)-\sum_{p=k+2}^{\infty} \lim _{u \uparrow x_{F_{1}}} \theta_{p}^{(u)},
\end{aligned}
$$

and thus it is enough to show that, for each $p \geq k+2$,

$$
\lim _{u \uparrow x_{F_{1}}} \theta_{p}^{(u)}=\mathbf{P}\left\{Z_{i} \leq-T, Z_{p-1}>-T, 1 \leq i \leq p-2\right\} .
$$

For $M>1$, let $c_{\xi}^{(u)}(M):=u-g(u)\left(1-M^{-\xi}\right) / \xi, d_{\xi}^{(u)}(M):=u+g(u)\left(M^{\xi}-1\right) / \xi$, and, for fixed $p \geq k+2$, define the events

$$
\begin{aligned}
& A(u, M)=\left\{u<X_{1} \leq d_{\xi}^{(u)}(M), X_{i} \leq u, u<X_{p} \leq d_{\xi}^{(u)}(M), 2 \leq i \leq p-1\right\}, \\
& B(u, M)=\left\{u<X_{1} \leq d_{\xi}^{(u)}(M), c_{\xi}^{(u)}(M)<X_{i} \leq u, u<X_{p} \leq d_{\xi}^{(u)}(M),\right. \\
&2 \leq i \leq p-1\}, \\
& C_{j}(u, M)=\left\{u<X_{1} \leq d_{\xi}^{(u)}(M), c_{\xi}^{(u)}(M)<X_{i} \leq u, X_{j} \leq c_{\xi}^{(u)}(M),\right. \\
&\left.X_{m} \leq u, u<X_{p} \leq d_{\xi}^{(u)}(M), 2 \leq i \leq j-1, j+1 \leq m \leq p-1\right\}, \\
& j=2, \ldots, p-1 .
\end{aligned}
$$

Then, since $\lim _{M \rightarrow \infty} \varlimsup_{u \uparrow x_{F_{1}}} \mathbf{P}\left\{X_{s}>d_{\xi}^{(u)}(M) \mid X_{1}>u\right\}=0$ from (2.2) for $s \geq 1$, we have $\lim _{u \uparrow x_{F_{1}}} \theta_{p}^{(u)}=\lim _{M \rightarrow \infty} \lim _{u \uparrow x_{F_{1}}} \mathbf{P}\left\{A(u, M) \mid X_{1}>u\right\}$. Also note that

$$
\begin{align*}
\mathbf{P}\left\{A(u, M) \mid X_{1}>u\right\}= & \mathbf{P}\left\{B(u, M) \mid X_{1}>u\right\} \\
& +\sum_{j=2}^{p-1} \mathbf{P}\left\{C_{j}(u, M) \mid X_{1}>u\right\} . \tag{3.10}
\end{align*}
$$

We now show that, for $j=2, \ldots, p-1$,

$$
\begin{align*}
\lim _{M \rightarrow \infty} \varlimsup_{u \uparrow x_{F_{1}}} \mathbf{P}\left\{u<X_{1} \leq d_{\xi}^{(u)}(M),\right. & X_{j} \leq c_{\xi}^{(u)}(M),  \tag{3.11}\\
& \left.X_{p}>u \mid X_{1}>u\right\}=0,
\end{align*}
$$

and thus $\lim _{M \rightarrow \infty} \varlimsup_{u \uparrow x_{F_{1}}} \mathbf{P}\left\{C_{j}(u, M) \mid X_{1}>u\right\}=0$. For this, let $r$ be the integer part of $(p-j-1) / k$ and consider

$$
\begin{aligned}
& \mathbf{P}\left\{X_{j} \leq c_{\xi}^{(u)}(M), X_{p}>u \mid X_{1}=u+g(u) x_{1}\right\} \\
& \leq \sum_{s=0}^{r-1} \mathbf{P}\left\{X_{j+s k} \leq c_{\xi}^{(u)}\left(M^{(r+1-s) /(r+1)}\right),\right. \\
& \left.X_{j+(s+1) k}>c_{\xi}^{(u)}\left(M^{(r-s) /(r+1)}\right) \mid X_{1}=u+g(u) x_{1}\right\} \\
& +\mathbf{P}\left\{X_{j+r k} \leq c_{\xi}^{(u)}\left(M^{1 /(r+1)}\right), X_{p}>u \mid X_{1}=u+g(u) x_{1}\right\} \\
& \leq
\end{aligned}
$$

which is because $\left\{X_{n}\right\}$ is a $k$ th-order stationary Markov chain. Thus, using the properties (2.5) of $g$, it can be seen that (3.8) implies

$$
\lim _{M \rightarrow \infty} \varlimsup_{u \uparrow x_{F_{1}}} \mathbf{P}\left\{X_{j} \leq c_{\xi}^{(u)}(M), \quad X_{p}>u \mid X_{1}=u+g(u) x_{1}\right\}=0 \quad \text { uniformly in } x_{1} .
$$

This, together with the first statement of Assumption A, shows that (3.11) holds. We therefore have $\lim _{u \uparrow x_{F_{1}}} \theta_{p}^{(u)}=\lim _{M \rightarrow \infty} \lim _{u \uparrow x_{F_{1}}} \mathbf{P}\left\{B(u, M) \mid X_{1}>\right.$ $u\}$ from (3.10) and (3.11). Here, using the same notation as in the proof of Lemma 2.2, $\mathbf{P}\left\{B(u, M) \mid X_{1}>u\right\}$ can be rewritten as

$$
\begin{aligned}
& \int_{0}^{\left(M^{\xi}-1\right) / \xi} \int_{\left(M^{-\xi-1) / \xi}\right.}^{0} \cdots \int_{\left(M^{-\xi}-1\right) / \xi}^{0} \int_{0}^{\left(M^{\xi}-1\right) / \xi} \\
& \times f_{1}^{(u)}\left(x_{1}\right) \psi_{p}^{(u)}\left(\mathbf{x}_{p}\right) d x_{p} d x_{p-1} \ldots d x_{2} d x_{1},
\end{aligned}
$$

which converges to

$$
\begin{aligned}
\int_{0}^{\left(M^{\xi}-1\right) / \xi} \int_{\left(M^{-\xi}-1\right) / \xi}^{0} \cdots \int_{\left(M^{-\xi}-1\right) / \xi}^{0} & \int_{0}^{\left(M^{\xi}-1\right) / \xi} \\
& \times\left(1+\xi x_{1}\right)^{-1 / \xi-1} \psi_{p-1}\left(\mathbf{x}_{p}\right) d x_{p} d x_{p-1} \ldots d x_{2} d x_{1}
\end{aligned}
$$

as $u \uparrow x_{F_{1}}$ by applying Assumptions A and B successively. Finally, since ( $M^{\xi}-$ $1) / \xi \uparrow x_{\Omega_{\xi}}$ and $\left(M^{-\xi}-1\right) / \xi \downarrow x_{\Omega_{\xi}}^{*}$ as $M \rightarrow \infty$, we have, by letting $M \rightarrow \infty$,

$$
\begin{aligned}
\lim _{u \uparrow x_{F_{1}}} \theta_{p}^{(u)}=\int_{0}^{x_{\Omega_{\xi}}} \int_{x_{\Omega_{\xi}}^{*}}^{0} \ldots \int_{x_{\Omega_{\xi}}^{*}}^{0} & \int_{0}^{x_{\Omega_{\xi}}} \\
& \times\left(1+\xi x_{1}\right)^{-1 / \xi-1} \psi_{p-1}\left(\mathbf{x}_{p}\right) d x_{p} d x_{p-1} \ldots d x_{2} d x_{1}
\end{aligned}
$$

which, if we put $x_{1}=\phi(t)$ and $x_{j}=\phi\left(t+y_{1}+\cdots+y_{j-1}\right), j=2, \ldots, p$, is equal to

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{-\infty}^{-t} \int_{-\infty}^{-t-y_{1}} \cdots \int_{-\infty}^{-t-\sum_{j=1}^{p-3} y_{j}} \int_{-t-\sum_{j=1}^{p-2} y_{j}}^{\infty} \\
& \times e^{-t} \eta_{p-1}\left(\mathbf{y}_{p-1}\right) d y_{p-1} d y_{p-2} \ldots d y_{2} d y_{1} d t \\
& =\mathbf{P}\left\{-\infty<Y_{1} \leq-T, \ldots,-\infty<Y_{p-2} \leq-T-\sum_{j=1}^{p-3} Y_{j}\right. \\
& \left.Y_{p-1}>-T-\sum_{j=1}^{p-2} Y_{j}\right\}
\end{aligned}
$$

where $\left\{Y_{n}\right\}$ is the chain in (2.10). This completes the proof.

## REMARK 3.2.

1. When $k=1$, representation (3.9) coincides with (3.7) since

$$
\begin{aligned}
\log \left(G_{1}(0) / G_{2}(\mathbf{0})\right) & =\lim _{u \uparrow x_{F_{1}}} \mathbf{P}\left\{X_{2} \leq u \mid X_{1}>u\right\} \\
& =1-\lim _{u \uparrow x_{F_{1}}} \mathbf{P}\left\{X_{2}>u \mid X_{1}>u\right\} \\
& =1-\mathbf{P}\left\{Z_{1}>-T\right\}=\mathbf{P}\left\{Z_{1} \leq-T\right\}
\end{aligned}
$$

Therefore, (3.9) can be viewed as a direct extension of Smith (1992a) [see also Perfekt (1994)]. However, when $k \geq 2$, (3.9) may not coincide with (3.7) since, for $i \geq 3, \lim _{u \uparrow x_{F_{1}}} \mathbf{P}\left\{X_{i}>u \mid X_{1}>u\right\}$ need not be equal to $\mathbf{P}\left\{Z_{i-1}>-T\right\}$ without further assumptions (see Corollary 3.3 below).
2. Recently, Perfekt (1997) extended the results of Perfekt (1994) for a Markov chain to a higher-order case under a weaker condition than (3.8), but with a stronger assumption on the limiting transition kernel. Translated to our setting, he let the sup in (3.8) be taken over $\max _{1 \leq i \leq k} x_{i} \leq u-g(u)(1-$ $\left.M^{-\xi}\right) / \xi$ and assumed the existence of a limiting transition kernel so that the resulting chain can visit and leave the state $-\infty$ unless there occurred $k$ successive visits of that state before, which is not allowed in our framework. Recall that the chain $\left\{Z_{n}\right\}$ defined in (2.10) cannot leave the state $-\infty$ once it is visited. In view of the increase of strength of dependence of variables as $k$ increases, we believe condition (3.8) is not so strong in practice.

Sometimes the $G_{k+1}$ in Theorem 3.1 may be infeasible to find out explicitly or the quantity $\log \left(G_{k}(\mathbf{0}) / G_{k+1}(\mathbf{0})\right)$ in (3.9) may be intractable to compute. The following corollary strengthens condition (3.8) to remove these possible difficulties.

Corollary 3.3. For $k \geq 2$ in Theorem 3.1, drop the assumptions $F_{k+1} \in$ $\mathscr{D}\left(G_{k+1}\right)$ and (3.8), and suppose instead that $F_{1} \in \mathscr{D}\left(\Omega_{\xi}\right)$ for some $\xi \in \mathfrak{R}$, with auxiliary function $g$ satisfying (2.3) and (2.5), and that, for each $j=2, \ldots, k$,

$$
\begin{align*}
& \lim _{M \rightarrow \infty} \varlimsup_{u \uparrow x_{F_{1}}} \sup \left\{\mathbf{P}\left\{X_{j+1}>u \mid \mathbf{X}_{j}=\mathbf{x}_{j}\right\}:\right.  \tag{3.12}\\
& \left.\min _{1 \leq i \leq j} x_{i} \leq u-g(u)\left(1-M^{-\xi}\right) / \xi\right\}=0 .
\end{align*}
$$

Then, $\left\{X_{n}\right\}$ has extremal index $\theta$ given by (3.7).
Proof. Letting $\theta_{p}^{(u)}=\mathbf{P}\left\{X_{i} \leq u, X_{p}>u, 2 \leq i \leq p-1 \mid X_{1}>u\right\}, p \geq 3$, (3.6) is rewritten as

$$
\theta=1-\lim _{u \uparrow x_{F_{1}}} \mathbf{P}\left\{X_{2}>u \mid X_{1}>u\right\}-\sum_{p=3}^{\infty} \lim _{u \uparrow x_{F_{1}}} \theta_{p}^{(u)} .
$$

By the same argument as in the proof of Theorem 3.1, it can be shown from (3.12) that, for each $p \geq 3, \lim _{u \uparrow x_{F_{1}}} \theta_{p}^{(u)}=\mathbf{P}\left\{Z_{i} \leq-T, Z_{p-1}>-T, 1 \leq\right.$ $i \leq p-2\}$. Since $\lim _{u \uparrow x_{F_{1}}} \mathbf{P}\left\{X_{2}>u \mid X_{1}>u\right\}=\mathbf{P}\left\{Z_{1}>-T\right\}$, the proof is complete.
4. Exceedance point processes. In this section, we establish convergence in distribution of multilevel exceedance point processes for a $k$ th-order stationary Markov chain and give representations for quantities characterizing the distributional limits in terms of the extremal index of the original chain and the chain defined by (2.10).

Let $\left\{X_{n}: n \geq 1\right\}$ be a stationary sequence of r.v.'s with marginal d.f. $F_{1}$. Assume that, for each $\tau>0$, there exists a sequence $\left\{u_{n}(\tau): n \geq 1\right\}$ of real numbers satisfying (3.2). For each $\tau>0$, let $N_{n}^{(\tau)}$ be the point process on $(0, \infty)$ defined by

$$
\begin{equation*}
N_{n}^{(\tau)}(B):=\sum_{i=1}^{\infty} \delta_{i / n}(B) 1_{\left\{X_{i}>u_{n}(\tau)\right\}} \tag{4.1}
\end{equation*}
$$

for Borel sets $B \subset(0, \infty)$, where $\delta_{i / n}(\cdot)$ denotes the Dirac measure with mass 1 at $i / n$. Thus, $N_{n}^{(\tau)}$ is the point process of time-normalized exceedances of the level $u_{n}(\tau)$ by the r.v.'s $X_{1}, X_{2}, \ldots$. The $N_{n}^{(\tau)}$ gives a more complete description of the extremal behavior of $\left\{X_{n}\right\}$ than $M_{n}$ since, for instance, $\left\{M_{n} \leq u_{n}(\tau)\right\}=$ $\left\{N_{n}^{(\tau)}((0,1])=0\right\}$.

For a fixed $r \geq 1$, let $\tau_{1}>\cdots>\tau_{r}>0$ and write $\mathbf{N}_{n}:=\left(N_{n}^{\left(\tau_{1}\right)}, \ldots, N_{n}^{\left(\tau_{r}\right)}\right)$, a multilevel exceedance point process for $\left\{X_{n}\right\}$. Then, by (3.2), $u_{n}\left(\tau_{1}\right)<\cdots<$
$u_{n}\left(\tau_{r}\right)$ for all sufficiently large $n$. For convergence in distribution of $\mathbf{N}_{n}$ as $n \rightarrow \infty$, we need a slightly stronger mixing condition than Leadbetter's one. Specifically, for sequences $\left\{u_{n}^{(j)}: n \geq 1\right\}, j=1, \ldots, r$, of real numbers, we write: for $1 \leq s \leq t \leq n$, define $\mathscr{B}_{s, t}^{(n)}$ to be the $\sigma$-field generated by the events $\left\{X_{i} \leq u_{n}^{(j)}\right\}, s \leq i \leq t, 1 \leq j \leq r$, and, for $q=1, \ldots, n-1$, write

$$
\begin{align*}
\beta_{n, q}=\max \{ & |\mathbf{P}(A \cap B)-\mathbf{P}(A) \mathbf{P}(B)|  \tag{4.2}\\
& \left.A \in \mathscr{B}_{1, s}^{(n)}, \quad B \in \mathscr{B}_{s+q, n}^{(n)}, 1 \leq s \leq n-q\right\} .
\end{align*}
$$

If $\beta_{n, q_{n}} \rightarrow 0$ as $n \rightarrow \infty$ for some sequence $q_{n}=o(n)$, then the condition $\Delta\left(u_{n}^{(1)}, \ldots, u_{n}^{(r)}\right)$ is said to hold for $\left\{X_{n}\right\}$. This mixing condition was introduced by Hsing (1987) and is weaker than the strong mixing.

Now, assume that the sequence $\left\{X_{n}\right\}$ has extremal index $\theta>0$ and that, for each $\sigma>0, \Delta\left(u_{n}\left(\sigma \tau_{1}\right), \ldots, u_{n}\left(\sigma \tau_{r}\right)\right)$ holds for $\left\{X_{n}\right\}$. We use the notation: let $\mathscr{I}:=\left\{\mathbf{i} \in\{0,1, \ldots\}^{r}: i_{1} \geq \cdots \geq i_{r}, i_{1} \geq 1\right\}$, and for each $\mathbf{i} \in \mathscr{I}$, write $\mathbf{i}_{(j)}:=\left(i_{1}-1, \ldots, i_{j}-1, i_{j+1}, \ldots, i_{r}\right), j=0,1, \ldots, r\left(\right.$ i.e., $\left.\mathbf{i}_{(0)}=\mathbf{i}\right)$; let $\mathbf{P}_{n}^{(j)}\{\cdot\}:=$ $\mathbf{P}\left\{\cdot \mid X_{1}>u_{n}\left(\tau_{j}\right)\right\}, j=1, \ldots, r$, and we mean $\left(N_{n}^{\left(\tau_{1}\right)}(B), \ldots, N_{n}^{\left(\tau_{r}\right)}(B)\right)$ by $\mathbf{N}_{n}(B)$ for Borel sets $B \subset(0, \infty)$. Then, by Perfekt (1994) [see also Hsing (1984) and Rootzén (1988)], $\mathbf{N}_{n}=\left(N_{n}^{\left(\tau_{1}\right)}, \ldots, N_{n}^{\left(\tau_{r}\right)}\right)$ converges in distribution to some point process $\left(N^{\left(\tau_{1}\right)}, \ldots, N^{\left(\tau_{r}\right)}\right)$ as $n \rightarrow \infty$ if and only if, for each $\mathbf{i} \in \mathscr{I}$, there exists a constant $\pi(\mathbf{i})$ such that

$$
\begin{align*}
\sum_{j=1}^{r} \frac{\tau_{j}}{\tau_{1}} & {\left[\mathbf{P}_{n}^{(j)}\left\{\mathbf{N}_{n}\left(\left(1 / n, p_{n} / n\right]\right)=\mathbf{i}_{(j)}\right\}\right.}  \tag{4.3}\\
& \left.-\mathbf{P}_{n}^{(j)}\left\{\mathbf{N}_{n}\left(\left(1 / n, p_{n} / n\right]\right)=\mathbf{i}_{(j-1)}\right\}\right] \rightarrow \theta \pi(\mathbf{i})
\end{align*}
$$

as $n \rightarrow \infty$, where $\left\{p_{n}: n \geq 1\right\}$ is a sequence of positive integers such that

$$
\begin{equation*}
p_{n}=o(n), \quad n \beta_{n, q_{n}}=o\left(p_{n}\right), \quad q_{n}=o\left(p_{n}\right) \tag{4.4}
\end{equation*}
$$

the $\beta_{n, q}$ being given in (4.2) with $u_{n}^{(j)}=u_{n}\left(\tau_{j}\right), 1 \leq j \leq r$, and the $q_{n}=o(n)$ being such that $\beta_{n, q_{n}} \rightarrow 0$. In this case, $\pi$ is a probability measure on $\mathscr{I}$ and, moreover, for each $\sigma>0,\left(N_{n}^{\left(\sigma \tau_{1}\right)}, \ldots, N_{n}^{\left(\sigma \tau_{r}\right)}\right)$ converges in distribution to a point process $\left(N^{\left(\sigma \tau_{1}\right)}, \ldots, N^{\left(\sigma \tau_{r}\right)}\right.$ ) with Laplace transform

$$
\begin{align*}
& \mathbf{E}\left[\exp \left(-\sum_{j=1}^{r} \int_{0}^{\infty} g_{j} d N^{\left(\sigma \tau_{j}\right)}\right)\right]  \tag{4.5}\\
& \quad=\exp \left[-\theta \sigma \tau_{1} \int_{0}^{\infty}\left(1-L\left(g_{1}(x), \ldots, g_{r}(x)\right)\right) d x\right], \quad g_{j} \geq 0
\end{align*}
$$

where $L$ is the Laplace transform of $\pi$; thus, each marginal $N^{\left(\sigma \tau_{j}\right)}$ is a compound Poisson process with intensity $\theta \sigma \tau_{j}$.

Returning to our proposed model, let $\left\{X_{n}: n \geq 1\right\}$ be a $k$ th-order stationary Markov chain. Then (4.3) can be characterized in terms of the chain defined by (2.10). Specifically, for each $\tau>0$, let $S^{(\tau)}$ be the point process on $(0, \infty)$ defined by

$$
\begin{equation*}
S^{(\tau)}(B):=\sum_{i=1}^{\infty} \delta_{i}(B) 1_{\left\{Z_{i}+T>-\log \tau\right\}} \tag{4.6}
\end{equation*}
$$

for Borel sets $B \subset(0, \infty)$, where $\left\{Z_{n}: n \geq 1\right\}$ is the $k$ th-order Markov chain defined by (2.10) and $T$ an $\operatorname{Exp}(1)$-distributed r.v. which is independent of $\left\{Z_{n}\right\}$. Finally, for each $j=1, \ldots, r$, writing

$$
\begin{equation*}
\mathbf{S}^{(j)}:=\left(S^{\left(\tau_{1} / \tau_{j}\right)}, \ldots, S^{\left(\tau_{r} / \tau_{j}\right)}\right), \tag{4.7}
\end{equation*}
$$

we have the following.
Theorem 4.1. Let $\left\{X_{n}: n \geq 1\right\}$ be a kth-order stationary Markov chain, and let $F_{k+1}$ be the d.f. of $\left(X_{1}, \ldots, X_{k+1}\right)$ having a continuous p.d.f. $f_{k+1}$. Suppose that $F_{1} \in \mathscr{D}\left(\Omega_{\xi}\right)$ for some $\xi \in \mathfrak{R}$, with auxiliary function $g$ satisfying (2.3) and (2.5), and that Assumptions $A$ and B hold. Further, suppose that, when $k=1$, (3.12) holds for $j=1$; when $k \geq 2$, (3.12) holds for each $j=$ $2, \ldots, k$. Let $\left\{u_{n}(\tau)\right\}, \tau>0$, be sequences satisfying (3.2), and let $N_{n}^{(\tau)}, \tau>0$, be the point processes defined by (4.1). Assume that $\left\{X_{n}\right\}$ has extremal index $\theta>0$ and that, for some fixed $\tau_{1}>\cdots>\tau_{r}>0, \Delta\left(u_{n}\left(\sigma \tau_{1}\right), \ldots, u_{n}\left(\sigma \tau_{r}\right)\right)$ holds for each $\sigma>0$. Assume further that (3.5) holds with $u_{n}=u_{n}\left(\tau_{1}\right)$, where $\left\{p_{n}\right\}$ is $a$ sequence satisfying (4.4). Then, for each $\sigma>0,\left(N_{n}^{\left(\sigma \tau_{1}\right)}, \ldots, N_{n}^{\left(\sigma \tau_{r}\right)}\right)$ converges in distribution to the point process $\left(N^{\left(\sigma \tau_{1}\right)}, \ldots, N^{\left(\sigma \tau_{r}\right)}\right)$ characterized by (4.5), with $\pi$ given by
$\pi(\mathbf{i})=\theta^{-1} \sum_{j=1}^{r} \frac{\tau_{j}}{\tau_{1}}\left[\mathbf{P}\left\{\mathbf{S}^{(j)}((0, \infty))=\mathbf{i}_{(j)}\right\}-\mathbf{P}\left\{\mathbf{S}^{(j)}((0, \infty))=\mathbf{i}_{(j-1)}\right\}\right], \quad \mathbf{i} \in \mathscr{I}$, where $\mathbf{S}^{(j)}, j=1, \ldots, r$, are the point processes defined by (4.7).

Proof. Using (3.5), it follows from (4.3) that it is enough to show that, for each $j=1, \ldots, r$,

$$
\lim _{p \rightarrow \infty} \lim _{n \rightarrow \infty} \mathbf{P}_{n}^{(j)}\left\{\mathbf{N}_{n}((1 / n, p / n])=\mathbf{i}\right\}=\mathbf{P}\left\{\mathbf{S}^{(j)}((0, \infty))=\mathbf{i}\right\}
$$

for any $\mathbf{i}=\left(i_{1}, \ldots, i_{r}\right)$ with $i_{1} \geq \cdots \geq i_{r} \geq 0$. Again, this follows if we show that, for each $p \geq 2$,

$$
\mathbf{P}_{n}^{(j)}\left\{\mathbf{N}_{n}((1 / n, p / n])=\mathbf{i}\right\} \rightarrow \mathbf{P}\left\{\mathbf{S}^{(j)}((0, p-1])=\mathbf{i}\right\} \quad \text { as } n \rightarrow \infty .
$$

Here, the left-hand side can be expressed as a linear combination of 1 and probabilities of the form

$$
\mathbf{P}_{n}^{(j)}\left\{X_{m_{i}} \leq u_{n}\left(\tau_{v_{i}}\right), X_{m_{s}}>u_{n}\left(\tau_{v_{s}}\right), i=1, \ldots, s-1\right\}
$$

for $s=1, \ldots, p, 2 \leq m_{1}<\cdots<m_{s} \leq p$ and $v_{1}, \ldots, v_{s} \in\{1, \ldots, r\}$; thus, writing $u_{n}^{(v)}=u_{n}\left(\tau_{v}\right), v=1, \ldots, r$, and $A(n)=\left\{X_{m_{i}} \leq u_{n}^{\left(v_{i}\right)}, X_{m_{s}}>u_{n}^{\left(v_{s}\right)}, 1 \leq\right.$ $i \leq s-1\}$, it suffices to show that

$$
\begin{align*}
\mathbf{P}_{n}^{(j)}(A(n)) \rightarrow \mathbf{P}\left\{Z_{m_{i}-1}+T\right. & \leq-\log \left(\tau_{v_{i}} / \tau_{j}\right),  \tag{4.8}\\
Z_{m_{s}-1}+T & \left.>-\log \left(\tau_{v_{s}} / \tau_{j}\right), 1 \leq i \leq s-1\right\}
\end{align*}
$$

as $n \rightarrow \infty$, where $\left\{Z_{n}\right\}$ and $T$ are the same as in (4.6). To show this, for $M>1$ and $v=1, \ldots, r$, let $c_{\xi}^{(n)}(M, v):=u_{n}^{(v)}-g\left(u_{n}^{(j)}\right)\left(\tau_{v} / \tau_{j}\right)^{-\xi}\left(1-M^{-\xi}\right) / \xi$ and $d_{\xi}^{(n)}(M, v):=u_{n}^{(v)}+g\left(u_{n}^{(j)}\right)\left(\tau_{v} / \tau_{j}\right)^{-\xi}\left(M^{\xi}-1\right) / \xi$. Then, from (2.2), (2.5) and (3.2), we have

$$
\begin{align*}
\left(u_{n}^{(v)}-u_{n}^{(j)}\right) / g\left(u_{n}^{(j)}\right) & \rightarrow\left(\left(\tau_{v} / \tau_{j}\right)^{-\xi}-1\right) / \xi \\
\left(c_{\xi}^{(n)}(M, v)-u_{n}^{(j)}\right) / g\left(u_{n}^{(j)}\right) & \rightarrow\left(M^{-\xi}\left(\tau_{v} / \tau_{j}\right)^{-\xi}-1\right) / \xi  \tag{4.9}\\
\left(d_{\xi}^{(n)}(M, v)-u_{n}^{(j)}\right) / g\left(u_{n}^{(j)}\right) & \rightarrow\left(M^{\xi}\left(\tau_{v} / \tau_{j}\right)^{-\xi}-1\right) / \xi
\end{align*}
$$

as $n \rightarrow \infty$ for $v=1, \ldots, r$. If $m_{s}=2$, then (4.8) can be shown similarly as below without using condition (3.12) and so the details are omitted. We now assume that $m_{s} \geq 3$, and define the events

$$
\begin{aligned}
& B(n, M)=\left\{X_{l}>c_{\xi}^{(n)}\left(M, v_{s}\right), 2 \leq l \leq m_{s}-1\right\} \\
& C_{t}(n, M)=\left\{X_{l}>c_{\xi}^{(n)}\left(M, v_{s}\right), X_{t} \leq c_{\xi}^{(n)}\left(M, v_{s}\right), 2 \leq l \leq t-1\right\} \\
& t=2, \ldots, m_{s}-1
\end{aligned}
$$

Then, for any $M>1$, we have

$$
\mathbf{P}_{n}^{(j)}(A(n))=\mathbf{P}_{n}^{(j)}(A(n) \cap B(n, M))+\sum_{t=2}^{m_{s}-1} \mathbf{P}_{n}^{(j)}\left(A(n) \cap C_{t}(n, M)\right)
$$

Here, using (2.5), (3.12) and (4.9), it can be shown by a similar argument as in showing (3.11) that, for $t=2, \ldots, m_{s}-1$,

$$
\lim _{M \rightarrow \infty} \varlimsup_{n \rightarrow \infty} \mathbf{P}_{n}^{(j)}\left\{u_{n}^{(j)}<X_{1} \leq d_{\xi}^{(n)}(M, j), \quad X_{t} \leq c_{\xi}^{(n)}\left(M, v_{s}\right), \quad X_{m_{s}}>u_{n}^{\left(v_{s}\right)}\right\}=0
$$

and thus $\lim _{M \rightarrow \infty} \varlimsup_{n \rightarrow \infty} \mathbf{P}_{n}^{(j)}\left(A(n) \cap C_{t}(n, M)\right)=0$, since

$$
\lim _{M \rightarrow \infty} \varlimsup_{n \rightarrow \infty} \mathbf{P}_{n}^{(j)}\left\{X_{h}>d_{\xi}^{(n)}(M, v)\right\}=0
$$

from (2.2) for $h \geq 1$ and $v=1, \ldots, r$. Therefore, if we further define the event

$$
\begin{array}{r}
D(n, M)=\left\{u_{n}^{(j)}<X_{1} \leq d_{\xi}^{(n)}(M, j), c_{\xi}^{(n)}\left(M, v_{s}\right)<X_{l} \leq d_{\xi}^{(n)}(M, j)\right. \\
c_{\xi}^{(n)}\left(M, v_{s}\right)<X_{m_{i}} \leq u_{n}^{\left(v_{i}\right)}, u_{n}^{\left(v_{s}\right)}<X_{m_{s}} \leq d_{\xi}^{(n)}\left(M, v_{s}\right) \\
\left.2 \leq l \leq m_{s}-1,1 \leq i \leq s-1\right\}
\end{array}
$$

then we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \mathbf{P}_{n}^{(j)}(A(n)) & =\lim _{M \rightarrow \infty} \lim _{n \rightarrow \infty} \mathbf{P}_{n}^{(j)}(A(n) \cap B(n, M)) \\
& =\lim _{M \rightarrow \infty} \lim _{n \rightarrow \infty} \mathbf{P}_{n}^{(j)}(D(n, M))
\end{aligned}
$$

Finally, using the fact that $\left(M^{\xi}\left(\tau_{v} / \tau_{j}\right)^{-\xi}-1\right) / \xi \uparrow x_{\Omega_{\xi}}$ and $\left(M^{-\xi}\left(\tau_{v} / \tau_{j}\right)^{-\xi}-\right.$ 1) $/ \xi \downarrow x_{\Omega_{\xi}}^{*}$ as $M \rightarrow \infty$ for $v=1, \ldots, r$, it can be shown by applying Assumptions A and B successively that

$$
\begin{aligned}
& \lim _{M \rightarrow \infty} \lim _{n \rightarrow \infty} \mathbf{P}_{n}^{(j)}(D(n, M))=\mathbf{P}\left\{Z_{m_{i}-1}+T \leq-\log \left(\tau_{v_{i}} / \tau_{j}\right)\right. \\
&\left.Z_{m_{s}-1}+T>-\log \left(\tau_{v_{s}} / \tau_{j}\right), 1 \leq i \leq s-1\right\}
\end{aligned}
$$

The details are similar to those in the proof of Theorem 3.1 and so are omitted. This completes the proof.

REMARK 4.2. In Theorem 4.1, if (2.9) holds for each $j=1, \ldots, k$ as in Lemma 2.2, then Assumption B and condition (3.12) are, of course, unnecessary.
5. Examples. Let $\left\{X_{n}: n \geq 1\right\}$ denote a $k$ th-order stationary Markov chain, and let $F_{k+1}, f_{k+1}$ denote the d.f., p.d.f. of $\left(X_{1}, \ldots, X_{k+1}\right)$, respectively. In this section, we consider four examples of $F_{k+1}$ to compute the extremal index of $\left\{X_{n}\right\}$. Some of these examples were practically used in modeling multivariate extremes in environmental data [see Coles and Tawn (1991) and Smith, Tawn and Coles (1997)].

Since we focus on only the absolutely continuous case for $F_{k+1}$, there always exist sequences $\left\{u_{n}(\tau)\right\}, \tau>0$, satisfying (3.2). On the other hand, it is not easy to show directly from the functional form of $F_{k+1}$ (or $f_{k+1}$ ) that $D\left(u_{n}(\tau)\right.$ ) holds for each $\tau>0$. We follow instead a general method used by O'Brien (1987), Rootzén (1988) and Smith (1992a), which involves the concept of Harris chain. For a detailed consideration of the Harris chain, the reader is referred to Nummelin (1984) and Asmussen (1987). We begin with a Markov chain $\left\{J_{n}: n \geq 1\right\}$ on $(E, \mathscr{E})$, where $E$ is a general state space and $\mathscr{E}$ a $\sigma$-field in $E$. We call $R \in \mathscr{E}$ recurrent if $\mathbf{P}\left\{J_{n} \in R\right.$ infinitely often $\left.\mid J_{1}=x\right\}=1$ for every $x \in E$, and further, we call $R \in \mathscr{E}$ a regeneration set if $R$ is recurrent and if, for some $n_{0} \geq 2$, the $\mathbf{P}\left\{J_{n_{0}} \in \cdot \mid J_{1}=x\right\}, x \in R$, contain a common component, that is, there exist $0<\varepsilon<1$ and some probability measure $\lambda$ on $(E, \mathscr{E})$ such that $\mathbf{P}\left\{J_{n_{0}} \in A \mid J_{1}=x\right\} \geq \varepsilon \lambda(A), A \in \mathscr{E}, x \in R$. A Markov chain with a regeneration set is called a Harris chain, and if in addition the regeneration set has a finite mean recurrence time, then it is called a positive recurrent Harris chain. An aperiodic positive recurrent Harris chain is also called a Harris ergodic chain. According to O'Brien (1987), it is known that, if $f: E \rightarrow \mathfrak{R}$ is a measurable function and $\left\{J_{n}\right\}$ a stationary Harris ergodic chain, then the stationary sequence $\left\{f\left(J_{n}\right)\right\}$ is strongly mixing.

Returning to the $k$ th-order stationary Markov chain $\left\{X_{n}\right\}$, we take $J_{n}=$ ( $X_{n}, X_{n+1}, \ldots, X_{n+k-1}$ ), $n=1,2, \ldots$, so that $\left\{J_{n}\right\}$ is a stationary Markov chain on $(E, \mathscr{E})$, where $E=\Re^{k}\left[\right.$ or $\left.(0, \infty)^{k}\right]$ and $\mathscr{E}=\mathscr{B}(E)$, the Borel $\sigma$-field in $E$. Then, since $f_{k+1}$ in our examples is positive, continuous and bounded on $E$ and since, for any $B \in \mathscr{E}$,

$$
\begin{aligned}
& \mathbf{P}\left\{J_{k+1} \in B \mid J_{1}=\left(x_{1}, \ldots, x_{k}\right)\right\} \\
& =\int_{B} f_{k+1}\left(y_{1} \mid x_{1}, \ldots, x_{k}\right) f_{k+1}\left(y_{2} \mid x_{2}, \ldots, x_{k}, y_{1}\right) \cdots \\
& \quad \times f_{k+1}\left(y_{k} \mid x_{k}, y_{1}, \ldots, y_{k-1}\right) d \mathbf{y}_{k},
\end{aligned}
$$

it can be seen that $\left\{J_{n}\right\}$ is a stationary Harris chain, using the same type of arguments as in Example 3.1 of Asmussen (1987). Moreover, Smith (1992b) showed that $\left\{J_{n}\right\}$ for $k=1$ in Example 5.2 below is, in fact, geometrically ergodic. Similar arguments can be applied to $\left\{J_{n}\right\}$ for $k \geq 2$ and $\left\{J_{n}\right\}$ in other examples below to show that the corresponding $\left\{J_{n}\right\}$ is geometrically ergodic. Geometric ergodicity is a stronger concept than ergodicity. Therefore, choosing the first coordinate function for $f: E \rightarrow \mathfrak{R}$, that is, $f\left(x_{1}, \ldots, x_{k}\right)=x_{1}$, makes $\left\{X_{n}\right\}=\left\{f\left(J_{n}\right)\right\}$ strongly mixing.

Example 5.1 (Multivariate gamma distribution). Let $\left\{X_{n}\right\}$ be a $k$ th-order stationary Markov chain in which $F_{k+1}$ is a multivariate gamma distribution with parameter $\alpha>0$, that is, $F_{k+1}$ is defined by its density $f_{k+1}$ as [see Johnson and Kotz (1972), page 217]:

$$
\begin{equation*}
f_{k+1}\left(\mathbf{x}_{k+1}\right)=\frac{1}{\Gamma(\alpha)}\left\{\exp \left(-\sum_{s=1}^{k+1} x_{s}\right)\right\} \int_{0}^{\tilde{x}_{k+1}} t^{\alpha-1} e^{k t} d t, \quad \mathbf{x}_{k+1}>\mathbf{0} \tag{5.1}
\end{equation*}
$$

where $\tilde{x}_{k+1}:=\min \left\{x_{1}, \ldots, x_{k+1}\right\}$. We are going to apply Theorem 3.1 to find the extremal index $\theta$ of $\left\{X_{n}\right\}$. It is readily checked that $F_{k+1} \in \mathscr{D}\left(G_{k+1}\right)$ with auxiliary function $g(u)=1$, where $G_{k+1}\left(\mathbf{x}_{k+1}\right)=\exp \left(-\sum_{i=1}^{k+1} \exp \left(-x_{i}\right)\right)$, $\mathbf{x}_{k+1} \in \Re^{k+1}$. Obviously, $G_{1}=\Omega_{0}$. Since every lower-dimensional marginal density function $f_{i}\left(\mathbf{x}_{i}\right), i=1, \ldots, k$, is of the same form as (5.1), it can be easily shown that, for each $j=1, \ldots, k$,

$$
\begin{aligned}
l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right) & =\lim _{u \rightarrow \infty} f_{j+1}\left(u+x_{j+1} \mid u+\mathbf{x}_{j}\right) \\
& =(1-1 / j) \exp \left(j \tilde{x}_{j+1}-x_{j+1}-(j-1) \tilde{x}_{j}\right), \quad \mathbf{x}_{j+1} \in \mathfrak{R}^{j+1},
\end{aligned}
$$

which shows that Assumption A holds. Notice here that (2.9) holds for each $j=2, \ldots, k$, but that (2.9) fails for $j=1$. Assumption B is elementary. For condition (3.8), observe that

$$
f_{k+1}\left(x_{k+1} \mid \mathbf{x}_{k}\right)=\frac{\exp \left(-x_{k+1}\right) \int_{0}^{\tilde{x}_{k+1}} t^{\alpha-1} e^{k t} d t}{\int_{0}^{\tilde{x}_{k}} t^{\alpha-1} e^{(k-1) t} d t} \leq \exp \left(\tilde{x}_{k+1}-x_{k+1}\right), \quad \mathbf{x}_{k+1}>\mathbf{0} .
$$

Thus, for $\tilde{x}_{k} \leq u-\log M$,

$$
\mathbf{P}\left\{X_{k+1}>u \mid \mathbf{X}_{k}=\mathbf{x}_{k}\right\} \leq \int_{u}^{\infty} \exp \left(\tilde{x}_{k+1}-x_{k+1}\right) d x_{k+1}=\exp \left(\tilde{x}_{k}-u\right) \leq \frac{1}{M}
$$

from which (3.8) follows. Therefore, if we verify the basic condition (3.5), then (3.9) implies $\theta=\log \left(G_{k}(\mathbf{0}) / G_{k+1}(\mathbf{0})\right)=1$, since $l_{1}\left(x_{2} ; x_{1}\right)=0$ so that $H_{1}(-\infty)=1$ and thus that $Z_{n}=-\infty, n \geq 1$.

To verify (3.5), observe first that, for each $j=1, \ldots, k$ and for any $\mathbf{y}_{j} \in \mathfrak{R}^{j}$,

$$
\begin{aligned}
\lim _{y_{0} \rightarrow \infty} & f_{j+1}\left(y_{0}+y_{1}+\cdots+y_{j} \mid y_{0}, y_{0}+y_{1}, \ldots, y_{0}+y_{1}+\cdots+y_{j-1}\right) \\
& =h_{j}\left(y_{j} ; \mathbf{y}_{j-1}\right) \\
& = \begin{cases}(1-1 / j) \exp \left[(j-1)\left(y_{j}+\gamma\left(\mathbf{y}_{j-1}\right)\right)\right], & \text { if } y_{j}<-\gamma\left(\mathbf{y}_{j-1}\right), \\
(1-1 / j) \exp \left[-y_{j}-\gamma\left(\mathbf{y}_{j-1}\right)\right], & \text { if } y_{j} \geq-\gamma\left(\mathbf{y}_{j-1}\right),\end{cases}
\end{aligned}
$$

where $\gamma\left(\mathbf{y}_{j-1}\right)=\max \left\{y_{1}+\cdots+y_{j-1}, y_{2}+\cdots+y_{j-1}, \ldots, y_{j-1}, 0\right\}$. Here, notice that, for each $j=2, \ldots, k, \int_{-\infty}^{\infty} y_{j} h_{j}\left(y_{j} ; \mathbf{y}_{j-1}\right) d y_{j}=(j-2) /(j-1)-$ $\gamma\left(\mathbf{y}_{j-1}\right)$, which is obviously negative for large $y_{1}, \ldots, y_{j-1}$, and that $h_{1}\left(y_{1}\right)=$ 0 . Therefore, there exist $0<t<1, y^{*} \in \Re$ such that, for each $j=1, \ldots, k$, $\int_{-\infty}^{\infty} \exp \left(t y_{j}\right) h_{j}\left(y_{j} ; \mathbf{y}_{j-1}\right) d y_{j}<1$ whenever $y_{1}, \ldots, y_{j-1}>y^{*}$. Using this, it can be seen that there exist $0<\eta<1, x^{*}>0$ such that, for each $j=1, \ldots, k$,

$$
\begin{equation*}
\mathbf{E}\left\{\exp \left[t\left(X_{n+j}-X_{n+j-1}\right)\right] \mid\left(X_{n}, X_{n+1}, \ldots, X_{n+j-1}\right)=\mathbf{x}_{j}\right\} \leq \eta \tag{5.2}
\end{equation*}
$$

whenever $x_{1}, \ldots, x_{j}>x^{*}$. Let $\left\{u_{n}\right\}$ be a sequence satisfying (3.2) with $u_{n}=$ $u_{n}(\tau)$ for some $\tau>0$. Then inequalities (5.2) can be successively used to show that, for each $i \geq 2$,

$$
\begin{align*}
\mathbf{P}\left\{X_{2}\right. & \left.>x^{*}, \ldots, X_{i-1}>x^{*}, X_{i}>u_{n} \mid X_{1}>u_{n}\right\} \\
& =\mathbf{P}\left\{X_{2}>x^{*}, \ldots, X_{i-1}>x^{*}, \exp \left[t\left(X_{i}-u_{n}\right)\right]>1 \mid X_{1}>u_{n}\right\}  \tag{5.3}\\
& \leq \eta^{i-1} \exp \left(-t u_{n}\right) \frac{\int_{u_{n}}^{\infty} \exp \left(t x_{1}\right) f_{1}\left(x_{1}\right) d x_{1}}{1-F_{1}\left(u_{n}\right)} \rightarrow \frac{\eta^{i-1}}{1-t} \quad \text { as } n \rightarrow \infty .
\end{align*}
$$

On the other hand, since $\sup \left\{\mathbf{P}\left\{X_{i}>u_{n} \mid \mathbf{X}_{j}=\mathbf{x}_{j}\right\}: \tilde{x}_{j} \leq x^{*}\right\}=O\left(n^{-1}\right)$ for $i \geq k+1$ and $j=1, \ldots, k$, it follows that, for each $i \geq k+1$,

$$
\begin{align*}
& \sum_{s=2}^{i-1} \mathbf{P}\left\{X_{2}>x^{*}, \ldots, X_{s-1}>x^{*}, X_{s} \leq x^{*}, X_{i}>u_{n} \mid X_{1}>u_{n}\right\} \\
& \quad=O\left(n^{-1}\right) \sum_{s=2}^{i-1} \mathbf{P}\left\{X_{2}>x^{*}, \ldots, X_{s-1}>x^{*}, X_{s} \leq x^{*} \mid X_{1}>u_{n}\right\}  \tag{5.4}\\
& \quad=O\left(n^{-1}\right) .
\end{align*}
$$

From (5.3) and (5.4), it therefore follows that (3.5) holds for any $p_{n}=o(n)$.
Example 5.2 (Logistic model). Let $\left\{X_{n}\right\}$ be a $k$ th-order stationary Markov chain in which $F_{k+1}$ follows the law of the logistic model with two parameters $\xi \in \Re$ and $r \geq 1$, that is,

$$
\begin{equation*}
F_{k+1}\left(\mathbf{x}_{k+1}\right)=\exp \left[-\left\{\sum_{s=1}^{k+1}\left(1+\xi x_{s}\right)^{-r / \xi}\right\}^{1 / r}\right], \quad 1+\xi \mathbf{x}_{k+1}>\mathbf{0} . \tag{5.5}
\end{equation*}
$$

The bivariate case for this model was used by several statisticians [e.g., see Tawn (1988) and Smith (1992a)]. This model may be considered as a basic model for modeling multivariate extremes because of its simple structure, yet it gives independence of variables through complete dependence. The $F_{k+1}$ is itself a multivariate extreme value distribution with $F_{1}=\Omega_{\xi}$ and the lowerdimensional marginal d.f.'s $F_{i}\left(\mathbf{x}_{i}\right), i=1, \ldots, k$, are also of form (5.5). We remove the case $r=1$ which corresponds to the independence of $X_{n}, \ldots, X_{n+k}$. Although this model has two parameters, the extremal index $\theta$ of $\left\{X_{n}\right\}$ is invariant under the choice of $\xi$. Therefore, we consider only the case $\xi=0$ and, of course, $g(u)=1$. Then, for each $i=1, \ldots, k+1$, since $\log F_{i}\left(\mathbf{x}_{i}\right)=$ $-\left(\sum_{s=1}^{i} \exp \left(-r x_{s}\right)\right)^{1 / r}$, we apply Lemma 2.4 to have, for each $j=1, \ldots, k$,

$$
\begin{aligned}
l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right) & =\lim _{u \rightarrow \infty} f_{j+1}\left(u+x_{j+1} \mid u+\mathbf{x}_{j}\right) \\
& =\frac{j r-1}{\sum_{s=1}^{j} \exp \left[r\left(x_{j+1}-x_{s}\right)\right]}\left\{1+\frac{1}{\sum_{s=1}^{j} \exp \left[r\left(x_{j+1}-x_{s}\right)\right]}\right\}^{1 / r-j-1}
\end{aligned}
$$

Notice here that (2.9) holds for each $j=1, \ldots, k$. Therefore, from Lemma 2.2, the extremal index $\theta$ of $\left\{X_{n}\right\}$ is given by (3.7), provided that the basic condition (3.5) is justified. For $k=1$, (3.5) was verified by Smith (1992a). A similar argument as in Example 5.1 can be used here for general $k \geq 1$. Specifically, observe first that, for each $j=1, \ldots, k$,

$$
\begin{align*}
\lim _{y_{0} \rightarrow \infty} & F_{j+1}\left(y_{0}+y_{1}+\cdots+y_{j} \mid y_{0}, y_{0}+y_{1}, \ldots, y_{0}+y_{1}+\cdots+y_{j-1}\right) \\
& =H_{j}\left(y_{j} ; \mathbf{y}_{j-1}\right)  \tag{5.6}\\
& =\left\{1+\frac{\exp \left(-r y_{j}\right)}{1+\sum_{s=1}^{j-1} \exp \left[r\left(y_{s}+\cdots+y_{j-1}\right)\right]}\right\}^{1 / r-j}, \quad \mathbf{y}_{j} \in \mathfrak{R}^{j} .
\end{align*}
$$

Here, notice that $H_{1}$ has a negative mean and that, for each $j=2, \ldots, k$, there exists a $\mathbf{y}_{j-1}^{*}=\left(y_{1}^{*}, \ldots, y_{j-1}^{*}\right)$ of large values such that $H_{j}\left(\cdot ; \mathbf{y}_{j-1}^{*}\right)$ has a negative mean. But, since $H_{j}\left(y_{j} ; \mathbf{y}_{j-1}\right) \geq H_{j}\left(y_{j} ; \mathbf{y}_{j-1}^{*}\right), y_{j} \in \mathfrak{R}$, whenever $\mathbf{y}_{j-1} \geq \mathbf{y}_{j-1}^{*}, H_{j}\left(\cdot ; \mathbf{y}_{j-1}\right)$ has also a negative mean whenever $\mathbf{y}_{j-1} \geq \mathbf{y}_{j-1}^{*}$. Therefore, there exist $0<t<1, y^{*} \in \mathfrak{R}$ such that, for each $j=1, \ldots, k$, $\int_{-\infty}^{\infty} \exp \left(t y_{j}\right) H_{j}\left(d y_{j} ; \mathbf{y}_{j-1}\right)<1$ whenever $y_{1}, \ldots, y_{j-1}>y^{*}$. This again implies that there exist $0<\eta<1, x^{*} \in \mathfrak{R}$ such that, for each $j=1, \ldots, k$, (5.2) holds whenever $x_{1}, \ldots, x_{j}>x^{*}$. The remaining part of the proof of (3.5) is exactly the same as in Example 5.1.

Representation (3.7) can be effectively used to compute the extremal index $\theta$ of $\left\{X_{n}\right\}$ using simulation. The algorithm to generate $\left\{Z_{n}\right\}$ based on $H_{j}$, $j=1, \ldots, k$, with the inverse transform method is as follows.

## Algorithm 1.

1. Generate independent, $\mathscr{U}(0,1)$-distributed random numbers $U_{1}, U_{2}, \ldots$.
2. $Z_{0} \leftarrow 0$.
3. For $1 \leq j \leq k, Z_{j} \leftarrow-r^{-1}\left\{\log \left(U_{j}^{r /(1-r j)}-1\right)+\log \left(\sum_{s=1}^{j} \exp \left(-r Z_{s-1}\right)\right)\right\}$.
4. For $j \geq k+1, Z_{j} \leftarrow-r^{-1}\left\{\log \left(U_{j}^{r /(1-r k)}-1\right)+\log \left(\sum_{s=j-k+1}^{j} \exp \left(-r Z_{s-1}\right)\right)\right\}$. For each fixed $k=1,2,3,4,5,10$, I computed

$$
\begin{equation*}
\theta_{p}=\mathbf{P}\left\{Z_{1} \leq-T, \ldots, Z_{p} \leq-T\right\} \tag{5.7}
\end{equation*}
$$

based on $10^{5}$ simulations of the process $\left\{Z_{n}\right\}$ and $T$, varying $p=10,20,50$, $100,200,500$ for every $1 / r=0.1,0.2, \ldots, 0.9$. It is noted that the worstcase standard error of each computed value is about 0.0016 . According to the simulations, for lower $k, \theta_{p}$ becomes stable very quickly over all possible values of $r$. For higher $k$, the convergence of $\theta_{p}$ is somewhat slow, particularly for middle range of $1 / r$. However, the simulation results suggest that $\theta \approx \theta_{500}$ can be used as a good approximation in practice unless $k>10$. For $k>10$, it is recommended that higher values of $p$ be used. The final results for the extremal index $\theta$ based on $\theta_{500}$ are summarized in Table 1 and plotted in Figure 1 to give visualization of the overall trend. As expected intuitively, $\theta$ is decreasing as the order $k$ of the chain $\left\{X_{n}\right\}$ grows, which is simply because the clusters of high-level exceedances tend to be widened as $k$ increases.

Example 5.3 (Mixture model). Let $\left\{X_{n}\right\}$ be a $k$ th-order stationary Markov chain in which $F_{k+1}$ is a multivariate extreme value distribution defined by

$$
\begin{array}{r}
F_{k+1}\left(\mathbf{x}_{k+1}\right)=\exp \left[-\alpha\left\{\sum_{s=1}^{k+1}\left(1+\xi x_{s}\right)^{-r / \xi}\right\}^{1 / r}-(1-\alpha) \sum_{s=1}^{k+1}\left(1+\xi x_{s}\right)^{-1 / \xi}\right] \\
1+\xi \mathbf{x}_{k+1}>\mathbf{0}
\end{array}
$$

where $0<\alpha<1, r>1$ and $\xi \in \mathfrak{R}$. We call this a mixture model since $-\log F_{k+1}\left(\mathbf{x}_{k+1}\right)$ is given as a convex combination of those of the logistic model and the independence model. This is, in fact, a special case of the asymmetric logistic model developed by Tawn (1990) and considered here since it yields a

Table 1
Extremal index in logistic model

|  | $\boldsymbol{k}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1} / \boldsymbol{r}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{1 0}$ |  |
| 0.1 | 0.017 | 0.005 | 0.002 | 0.002 | 0.001 | 0.001 |  |
| 0.2 | 0.060 | 0.024 | 0.013 | 0.009 | 0.006 | 0.002 |  |
| 0.3 | 0.131 | 0.056 | 0.033 | 0.024 | 0.017 | 0.009 |  |
| 0.4 | 0.222 | 0.110 | 0.068 | 0.051 | 0.039 | 0.018 |  |
| 0.5 | 0.328 | 0.184 | 0.126 | 0.096 | 0.076 | 0.042 |  |
| 0.6 | 0.450 | 0.284 | 0.213 | 0.170 | 0.143 | 0.085 |  |
| 0.7 | 0.582 | 0.414 | 0.332 | 0.284 | 0.251 | 0.167 |  |
| 0.8 | 0.718 | 0.574 | 0.499 | 0.448 | 0.410 | 0.314 |  |
| 0.9 | 0.861 | 0.772 | 0.715 | 0.677 | 0.650 | 0.568 |  |

Logistic model : k-th order stationary Markov chain


Fig. 1. Plot of extremal index in logistic model.
nontrivial extremal index $\theta$ where (2.9) does not hold for all $j=1, \ldots, k$. As before, $\theta$ is invariant under the choice of $\xi$ so that we consider only the case $\xi=0$ and, of course, $g(u)=1$. First, using Lemma 2.4, it can be seen that $H_{1}\left(y_{1}\right)=1-\alpha+\alpha\left(1+\exp \left(-r y_{1}\right)\right)^{1 / r-1}, y_{1} \in\{-\infty\} \cup \mathfrak{R}$, and that, for each $j=2, \ldots, k, H_{j}\left(y_{j} ; \mathbf{y}_{j-1}\right)$ is given by (5.6). Here, since $H_{1}(-\infty)=1-\alpha>0$, we apply Theorem 3.1 to compute $\theta$. Verification of condition (3.8) is tedious and omitted here [see Yun (1994) for details]. For the basic condition (3.5), a similar method as in Example 5.2 can be used. Therefore, the extremal index $\theta$ of $\left\{X_{n}\right\}$ is given by (3.9) with $G_{k}(\mathbf{0}), G_{k+1}(\mathbf{0})$ replaced by $F_{k}(\mathbf{0}), F_{k+1}(\mathbf{0})$, respectively, that is, $\theta=\lim _{p \rightarrow \infty} \theta_{p}$, where

$$
\theta_{p}=\alpha\left\{(k+1)^{1 / r}-k^{1 / r}\right\}+1-\alpha-\mathbf{P}\left\{\max _{1 \leq i \leq k} Z_{i} \leq-T, \max _{k+1 \leq i \leq p} Z_{i}>-T\right\} .
$$

The algorithm to generate $\left\{Z_{n}\right\}$ based on $H_{j}, j=1, \ldots, k$, is as follows.

## Algorithm 2.

I. When $k=1$ :

1. Generate independent, $\mathscr{U}(0,1)$-distributed random numbers $U_{1}, U_{2}, \ldots$.
2. $Z_{0} \leftarrow 0$.
3. For $j \geq 1$ :
(i) If $\bar{U}_{2 j-1}>\alpha$ or $Z_{j-1}=-\infty$, then $Z_{j} \leftarrow-\infty$.
(ii) If $U_{2 j-1} \leq \alpha$ and $Z_{j-1}>-\infty$, then $Z_{j} \leftarrow Z_{j-1}-r^{-1} \log \left(U_{2 j}^{r /(1-r)}-1\right)$.
II. When $k \geq 2$ :
4. Generate independent, $\mathscr{U}(0,1)$-distributed random numbers $U_{0}, U_{1}$, $U_{2}, \ldots$
5. $Z_{0} \leftarrow 0$.
6. If $U_{0}>\alpha$, then $Z_{1}=Z_{2}=\cdots \leftarrow-\infty$.
7. If $U_{0} \leq \alpha$, then use steps 3 and 4 of Algorithm 1 .

Since this model still contains two parameters $0<\alpha<1$ and $r>1$, my simulation study was limited to the case where $\alpha=1 / r$. For each fixed $k=1,2,3,4,5,10$, I calculated $\theta_{p}$ based on $10^{5}$ simulations of the process $\left\{Z_{n}\right\}$ and $T$, varying $p=10,20,50,100,200,500$ for every $\alpha=1 / r=$ $0.1,0.2, \ldots, 0.9$. According to these simulations, the convergence rate of $\theta_{p}$ turns out to be very similar to that of $\theta_{p}$ in the logistic model. Therefore, $\theta \approx \theta_{500}$ can be used as a good approximation unless $k>10$. The final results for the extremal index $\theta$ based on $\theta_{500}$ are plotted in Figure 2. One thing interesting is that $\theta$ is smoothly decreasing from 1 as $\alpha=1 / r$ increases and then rapidly increasing toward 1 again after a certain point. This is not surprising because the model approaches the independence model as $\alpha=1 / r$ approaches either endpoint 0 or 1 .

Example 5.4 (Multivariate F-distribution). Let $\left\{X_{n}\right\}$ be a $k$ th-order stationary Markov chain in which $F_{k+1}$ is a multivariate F-distribution with
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parameter $\nu\left(\nu\right.$ : a positive integer), which is defined by its density $f_{k+1}$ as [see Johnson and Kotz (1972), page 240]:

$$
\begin{equation*}
f_{k+1}\left(\mathbf{x}_{k+1}\right)=\frac{\Gamma((1+k / 2) \nu)}{(\Gamma(\nu / 2))^{k+2}} \cdot \frac{\prod_{s=1}^{k+1} x_{s}^{\nu / 2-1}}{\left(1+\sum_{s=1}^{k+1} x_{s}\right)^{(1+k / 2) \nu}}, \quad \mathbf{x}_{k+1}>\mathbf{0} \tag{5.8}
\end{equation*}
$$

Here, the univariate marginal $F_{1}$ is the $\mathrm{F}(\nu, \nu)$-distribution so that $F_{1} \in$ $\mathscr{D}\left(\Omega_{2 / \nu}\right)$. This model is therefore considered here as an example for which $\xi=2 / \nu$ is positive. It is readily checked that $F_{k+1} \in \mathscr{D}\left(G_{k+1}\right)$ with auxiliary function $g(u)=2 \nu^{-1} u$, where $G_{k+1}\left(\mathbf{x}_{k+1}\right), 1+2 \nu^{-1} \mathbf{x}_{k+1}>\mathbf{0}$, is given by

$$
-\log G_{k+1}\left(\mathbf{x}_{k+1}\right)=\sum_{i=1}^{k+1}\left(1+2 \nu^{-1} x_{i}\right)^{-\nu / 2}+\sum_{\substack{D \subset\{1, \ldots, k+1\} \\|D| \geq 2}}(-1)^{|D|-1} J_{k+1}\left(D ; \mathbf{x}_{k+1}\right)
$$

the $J_{k+1}\left(D ; \mathbf{x}_{k+1}\right)$ being defined by

$$
\frac{(2 / \nu)^{r-1} \Gamma((r+1) \nu / 2)}{\Gamma(\nu)(\Gamma(\nu / 2))^{r-1}} \int_{x_{i_{1}}}^{\infty} \ldots \int_{x_{i_{r}}}^{\infty} \frac{\prod_{s=1}^{r}\left(1+2 \nu^{-1} y_{s}\right)^{\nu / 2-1}}{\left\{\sum_{s=1}^{r}\left(1+2 \nu^{-1} y_{s}\right)\right\}^{(r+1) \nu / 2}} d \mathbf{y}_{r}
$$

for $D=\left\{i_{1}<\cdots<i_{r}\right\} \subset\{1, \ldots, k+1\}$ with $r \geq 2$. Using the fact that every lower-dimensional marginal density function $f_{i}\left(\mathbf{x}_{i}\right), i=1, \ldots, k$, is of the same form as (5.8), it can be easily seen that, for each $j=1, \ldots, k$,

$$
\begin{aligned}
l_{j}\left(x_{j+1} ; \mathbf{x}_{j}\right)= & \lim _{u \rightarrow \infty} g(u) f_{j+1}\left(u+g(u) x_{j+1} \mid u+g(u) \mathbf{x}_{j}\right) \\
= & \frac{\Gamma((1+j / 2) \nu)}{\Gamma(\nu / 2) \Gamma((j+1) \nu / 2)} \cdot \frac{2 / \nu}{1+2 \nu^{-1} x_{j+1}}\left\{\frac{1+2 \nu^{-1} x_{j+1}}{\sum_{s=1}^{j+1}\left(1+2 \nu^{-1} x_{s}\right)}\right\}^{\nu / 2} \\
& \times\left\{\frac{\sum_{s=1}^{j}\left(1+2 \nu^{-1} x_{s}\right)}{\sum_{s=1}^{j+1}\left(1+2 \nu^{-1} x_{s}\right)}\right\} \quad x_{1}, \ldots, x_{j+1}^{(j+1) \nu / 2}>-\nu / 2 .
\end{aligned}
$$

Notice here that each $l_{j}\left(x ; \mathbf{x}_{j}\right)$ is the p.d.f. of the r.v. $X=\left\{\sum_{s=1}^{j}\left(x_{s}+\right.\right.$ $\nu / 2)\} /(1 / B-1)-\nu / 2$, where $B \sim \operatorname{Beta}(\nu / 2,(j+1) \nu / 2)$. Therefore, from Lemma 2.2, the extremal index $\theta$ of $\left\{X_{n}\right\}$ is given by (3.7). Here, the basic condition (3.5) is assumed to hold.

The algorithm to generate $\left\{Z_{n}\right\}$ is as follows.

## Algorithm 3.

1. $Z_{0} \leftarrow 0$.
2. For $1 \leq j \leq k$, generate $B_{j}$ from $\operatorname{Beta}(\nu / 2,(j+1) \nu / 2)$ and $Z_{j} \leftarrow$ $2^{-1} \nu\left\{\log \left(\sum_{s=1}^{j} \exp \left(2 \nu^{-1} Z_{s-1}\right)\right)-\log \left(1 / B_{j}-1\right)\right\}$.
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3. For $j \geq k+1$, generate $B_{j}$ from $\operatorname{Beta}(\nu / 2,(k+1) \nu / 2)$ and $Z_{j} \leftarrow$ $2^{-1} \nu\left\{\log \left(\sum_{s=j-k+1}^{j} \exp \left(2 \nu^{-1} Z_{s-1}\right)\right)-\log \left(1 / B_{j}-1\right)\right\}$.

For each fixed $k=1,2,3,4,5,10$, I computed $\theta_{p}$ defined by (5.7), based on $10^{5}$ simulations of the process $\left\{Z_{n}\right\}$ and $T$, varying $p=10,20,50,100,200$, 500 for every $\nu=1,2, \ldots, 10$. The convergence rate of $\theta_{p}$ turns out to be faster than that in the logistic model. The simulation results for the extremal index $\theta$ based on $\theta_{500}$ are plotted in Figure 3.
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