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#### Abstract

We prove functorial weak factorization of projective birational morphisms of regular quasiexcellent schemes in characteristic 0 broadly based on the existing line of proof for varieties. From this general functorial statement we deduce factorization results for algebraic stacks, formal schemes, complex analytic germs, Berkovich analytic and rigid analytic spaces, answering a present need in nonarchimedean geometry. Techniques developed for this purpose include a method for functorial factorization of toric maps, variation of GIT quotients relative to general noetherian qe schemes, and a GAGA theorem for Stein compacts.
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## 1. Introduction

1.1. The class of qe schemes (originally "quasiexcellent schemes") is the natural class of schemes on which problems around resolution of singularities are of interest. They can also be used as a bridge for studying the same type of problems in other geometric categories; see [Temkin 2008, Section 5]. In this paper we address the problem of functorial factorization of birational morphisms between regular qe schemes of characteristic 0 into blowings up and down of regular schemes along regular centers. We rely on general foundations developed in [Abramovich and Temkin 2017; 2018] and the approach for varieties of [Włodarczyk 2000; Abramovich et al. 2002]. As a consequence of both this generality of qe schemes

[^0]and of functoriality, we are able to deduce factorization of birational or bimeromorphic morphisms in other geometric categories of interest.

Theorem 1.3.3 below answers a question in [Simons 2015] in characteristic 0 unconditionally, and in positive and mixed characteristics conditionally on resolution. It provides a complete proof of a key result, Proposition 3 in [Gillet and Soulé 2000], using the argument of Section 3.4 of that paper for general base ring $\Lambda$ and not relying on results of J. Franke yet unpublished after 25 years. It justifies [Kontsevich and Soibelman 2006, Theorem 9].
1.2. Blowings up and weak factorizations. We start with a morphism of noetherian qe regular schemes $\phi: X_{1} \rightarrow X_{2}$ given as the blowing up of a coherent sheaf of ideals $I$ on the qe scheme $X_{2}$. In addition, we provide $\phi$ with a boundary $\left(D_{1}, D_{2}\right)$, where each $D_{i}$ is a normal crossings divisor in $X_{i}$ and $D_{1}=\phi^{-1} D_{2}$. Let $U=X_{2} \backslash\left(D_{2} \cup V(I)\right)$ be the maximal open subscheme of $X_{2}$ such that $I$ is the unit ideal on $U$ and the boundary is disjoint from $U$. The restriction of $\phi$ on $U$ is the trivial blowing up (i.e., the blowing up of the empty center); in particular, we canonically have an isomorphism $\phi^{-1} U \rightarrow U$. We often keep the ideal $I$ implicit in the notation, even though it determines $\phi$ (but see Section 2.1.8 for a construction in the reverse direction). The reader may wish to focus on the following two cases of interest: (i) $D_{2}=\varnothing$; (ii) $V(I) \subseteq D_{2}$.

A weak factorization of a blowing up $\phi: X_{1} \rightarrow X_{2}$ is a diagram of regular qe schemes

$$
X_{1}=V_{0}-\stackrel{\varphi_{1}}{\longrightarrow} V_{1}-\stackrel{\varphi_{2}}{\longrightarrow} \rightarrow \stackrel{\varphi_{l-1}}{\longrightarrow} V_{l-1}-\stackrel{\varphi_{l}}{\rightarrow} V_{l}=X_{2}
$$

along with regular schemes $Z_{i}$ for $i=1, \ldots, l$ and ideal sheaves $J_{i}$ for $i=1, \ldots, l-1$ satisfying the following conditions:
(1) $\phi=\varphi_{l} \circ \varphi_{l-1} \circ \cdots \circ \varphi_{2} \circ \varphi_{1}$.
(2) The maps $V_{i} \rightarrow X_{2}$ are morphisms; these maps as well as $\varphi_{i}$ induce isomorphisms on $U$.
(3) For every $i=1, \ldots, l$ either $\varphi_{i}: V_{i-1}--\rightarrow V_{i}$ or $\varphi_{i}^{-1}: V_{i--\rightarrow} V_{i-1}$ is a morphism given as the blowing up of $Z_{i}$, which is respectively a subscheme of $V_{i}$ or $V_{i-1}$ disjoint from $U$.
(4) The inverse image $D_{V_{i}} \subset V_{i}$ of $D_{2} \subset X_{2}$ is a normal crossings divisor and $Z_{i}$ has normal crossings with $D_{V_{i}}$.
(5) For every $i=1, \ldots, l-1$, the morphism $V_{i} \rightarrow X_{2}$ is given as the blowing up of the corresponding coherent ideal sheaf $J_{i}$ on $X_{2}$, which is the unit ideal on $U$.
To include $V_{0} \rightarrow X_{2}$, we define $J_{0}=I$. The ideals $J_{i}$ are a convenient way to encode functoriality, especially when we later pass to other geometric categories.

These conditions are the same as (1)-(5) in [Abramovich et al. 2002, Theorem 0.3.1], except that here the centers of blowing up and ideal sheaves are specified. Condition (2) is formulated for convenience; it is a consequence of (3) and (5). Note that here, as in [loc. cit., Theorem 0.3.1], the centers are not assumed irreducible, in contrast with [loc. cit., Theorem 0.1.1]. With these conditions, the most basic form of our main theorem is as follows:

Theorem 1.2.1 (weak factorization). Every birational blowing up $\phi: X_{1} \rightarrow X_{2}$ of a noetherian qe regular


The adjective "weak" serves to indicate that blowings up and down may alternate arbitrarily among the maps $\varphi_{i}$, as opposed to a strong factorization, where one has a sequence of blowings up followed by a sequence of blowings down. We note that at present strong factorization is not known even for toric threefolds.

Theorem 1.2.1 generalizes [Włodarczyk 2003, 0.0.1; Abramovich et al. 2002, Theorem 0.1.1], where the case of varieties is considered. But we wish to prove a more precise theorem.
1.3. Functorial weak factorization. The class of data ( $X_{2}, I, D_{2}$ ), namely morphisms $\phi: X_{1} \rightarrow X_{2}$ of noetherian qe regular schemes given as blowings up of ideals $I$, with divisor $D_{2}$ as in Section 1.2, can be made into the regular surjective category of blowings up, denoted by B1, by defining arrows as follows:
Definition 1.3.1. An arrow from the blowing up $\phi^{\prime}: X_{1}^{\prime}=\mathrm{Bl}_{I^{\prime}}\left(X_{2}^{\prime}\right) \rightarrow X_{2}^{\prime}$ to $\phi: X_{1}=\mathrm{Bl}_{I}\left(X_{2}\right) \rightarrow X_{2}$ is a regular and surjective morphism $g: X_{2}^{\prime} \rightarrow X_{2}$ such that $g^{*} I=I^{\prime}$ and $g^{-1} D_{2}=D_{2}^{\prime}$. In particular, $g$ induces a canonical isomorphism $X_{1}^{\prime} \rightarrow X_{1} \times_{X_{2}} X_{2}^{\prime}$ and $D_{1}^{\prime}$ is the preimage of $D_{1}$ under $X_{1}^{\prime} \rightarrow X_{1}$.

Similarly, weak factorizations can be made into the regular surjective category of weak factorizations, denoted by Fact, by defining arrows as follows:

Definition 1.3.2. A morphism in Fact from a weak factorization

$$
X_{1}^{\prime}=V_{0}^{\prime}--\rightarrow V_{1}^{\prime}--\rightarrow \cdots--\rightarrow V_{l-1}^{\prime}--\rightarrow V_{l}^{\prime}=X_{2}^{\prime}
$$

of $\phi^{\prime}: X_{1}^{\prime} \rightarrow X_{2}^{\prime}$, with centers $Z_{i}^{\prime}$ and ideals $J_{i}^{\prime}$, to a weak factorization

$$
X_{1}=V_{0}--\rightarrow V_{1}-\rightarrow \cdots \rightarrow V_{l-1} \rightarrow V_{l}=X_{2}
$$

of $\phi: X_{1} \rightarrow X_{2}$, with centers $Z_{i}$ and ideals $J_{i}$, consists of a regular surjective morphism $g: X_{2}^{\prime} \rightarrow X_{2}$ such that $g^{*} I=I^{\prime}, g^{*} J_{i}=J_{i}^{\prime}$, inducing $g_{i}: V_{i}^{\prime} \rightarrow V_{i}$ such that $Z_{i}^{\prime}=g_{i}^{-1} Z_{i}$ or $g_{i-1}^{-1} Z_{i}$ as appropriate. In particular $\varphi_{i} \circ g_{i-1}=g_{i} \circ \varphi_{i}$ and $g_{i}^{-1} D_{V_{i}}=D_{V_{i}^{\prime}}$.

Note that given a factorization of $\phi$, any morphism from a factorization of $\phi^{\prime}$ is uniquely determined by $g: X_{2}^{\prime} \rightarrow X_{2}$.

If we wish to restrict to schemes in a given characteristic $p$ we denote the categories $\mathrm{Bl}($ char $=p)$ and Fact $($ char $=p$ ) respectively. If we wish to restrict the dimension we write $\operatorname{Bl}(\operatorname{char}=p, \operatorname{dim} \leq d)$ and Fact $($ char $=p, \operatorname{dim} \leq d)$.

There is an evident forgetful functor Fact $\rightarrow \mathrm{B}$ t taking a weak factorization $X_{1}=V_{0--\rightarrow} V_{1} \rightarrow-\rightarrow--\rightarrow$ $V_{l-1}-\rightarrow V_{l}=X_{2}$ to its composition $\phi: X_{1} \rightarrow X_{2}$. The weak factorization theorem provides a section, when strong resolution of singularities holds:

Theorem 1.3.3. (1) Functorial weak factorization: There is a functor

$$
\mathrm{Bl}(\text { char }=0) \rightarrow \text { Fact }(\operatorname{char}=0)
$$

assigning to a blowing up $\phi: X_{1} \rightarrow X_{2}$ in characteristic 0 a weak factorization

$$
X_{1}=V_{0}--\rightarrow V_{1}--\rightarrow \cdots--\rightarrow V_{l-1}--\rightarrow V_{l}=X_{2}
$$

so that the composite $\mathrm{Bl}(\mathrm{char}=0) \rightarrow \operatorname{Fact}(\mathrm{char}=0) \rightarrow \mathrm{Bl}(\mathrm{char}=0)$ is the identity.
(2) Conditional factorization in positive and mixed characteristics: If functorial embedded resolution of singularities applies in characteristic $p$ for schemes of dimension $\leq d+1$, then there is a functor

$$
\operatorname{Bl}(\operatorname{char}=p, \operatorname{dim} \leq d) \rightarrow \operatorname{Fact}(\operatorname{char}=p, \operatorname{dim} \leq d)
$$

which is a section of $\operatorname{Fact}(\mathrm{char}=p, \operatorname{dim} \leq d) \rightarrow \mathrm{Bl}(\mathrm{char}=p, \operatorname{dim} \leq d)$. Iffunctorial embedded resolution of singularities applies over $\mathbb{Z}$ for schemes of dimension $\leq d+1$, then there is a functor

$$
\operatorname{Bl}(\operatorname{dim} \leq d) \rightarrow \operatorname{Fact}(\operatorname{dim} \leq d)
$$

which is a section of $\operatorname{Fact}(\operatorname{dim} \leq d) \rightarrow \operatorname{Bl}(\operatorname{dim} \leq d)$.
This generalizes a theorem for varieties in characteristic 0 [Abramovich et al. 2002, Theorem 0.3.1 and Remark (3) thereafter; Włodarczyk 2006, Theorem 1.1, 2009, Theorem 0.0.1], where the factorization is only shown to be functorial for isomorphisms. The precise statements we need for part (2) are spelled out below as Hypothetical Statements 2.2.13 and 2.3.6.

Remark 1.3.4 (preservation of $G$-normality). Borisov and Libgober [2005, Definition 3.1] introduced $G$ normal divisors and in Theorem 3.8 of the same paper they showed that this condition can be preserved in the algorithm of [Abramovich et al. 2002]. The same holds true here, using the same argument of [Borisov and Libgober 2005, Theorem 3.8], by performing the sequence of blowings up associated to the barycentric subdivision on the schemes $W_{i \pm}^{\text {res }}$ obtained in Section 5.4. Details are left to the interested reader.
1.4. Applications of functoriality. We need to justify the somewhat heavy functorial treatment. Of course functoriality may be useful if one wants to make sure the factorization is equivariant under group actions and separable field extensions; this has been of use already in the case of varieties. But it also serves as a tool to transport our factorization result to other geometric spaces.

Blowings up of regular objects is a concept which exists in categories other than schemes, for instance, in Artin stacks, qe formal schemes, complex semianalytic germs (see Appendix B), Berkovich $k$-analytic spaces, rigid $k$-analytic spaces. For brevity we denote the full subcategory of qe noetherian objects in any of these categories by $\mathfrak{S p}$. Functoriality, as well as the generality of qe schemes, is crucial in proving the following:

Theorem 1.4.1 (factorization in other categories). Any blowing up $X_{1} \rightarrow X_{2}$ of either noetherian qe regular algebraic stacks, or regular objects of $\mathfrak{S p}$, in characteristic 0 has a weak factorization $X_{1}=$ $V_{0} \rightarrow V_{1} \rightarrow \cdots \cdots V_{l-1} \rightarrow V_{l}=X_{2}$. The same holds in positive and mixed characteristics (when relevant) if functorial embedded resolution of singularities for qe schemes applies in positive and mixed characteristics.

See Theorem 6.1.3 for the case of stacks and Theorem 6.4.5 for other categories, where functoriality is also shown; in other words Theorem 1.3.3 applies in each of the categories $\mathfrak{S p}$. In addition, the argument deducing Theorem 6.1.3 from Theorem 1.3.3 is a formal one based on functoriality, so the same argument can be used to extend Theorem 6.4.5 to stacks in the categories of formal schemes, Berkovich spaces, etc., once an appropriate theory of stacks is constructed; see for instance [Simpson 1996; Noohi 2005; Ulirsch 2015; Yu 2018; Porta and Yu 2016].
1.5. The question of stronger functoriality. It is natural to replace the category Bl by the category $\mathrm{Bl}_{r}$ with the same objects but where arrows $g: X_{2}^{\prime} \rightarrow X_{2}$ as in Definition 1.3.1 are not required to be surjective, only regular. In a similar way one can replace the category Fact by a category Fact ${ }_{r}$. As explained in [Temkin 2008, §2.3.3] for resolution of singularities, removing the surjectivity assumption requires imposing an equivalence relation on factorizations in which two factorizations which differ by a step which is the blowing up of the unit ideal are considered equivalent. It is conceivable that the analogue of Theorem 1.3.3 may hold for Fact $r{ }_{r} \rightarrow \mathrm{Bl}_{r}$.
1.6. Factorization of birational and bimeromorphic maps. Our results for projective morphisms imply results for birational and bimeromorphic maps. We start with the case of schemes. By a proper birational map $f: X_{1}--X_{2}$ of reduced schemes we mean an isomorphism $f_{0}: U_{1} \rightarrow U_{2}$ of dense open subschemes such that the closure $Y \subset X_{1} \times X_{2}$ of the graph of $f_{0}$ is proper over each $X_{i}$. Assume that $X_{1}$ and $X_{2}$ are regular. The factorization problem for the birational map $f$ reduces to factorization of the proper morphisms $Y^{\text {res }} \rightarrow X_{i}$, where $Y^{\text {res }}$ is a resolution of $Y$. Assume, now, that $f: X_{1} \rightarrow X_{2}$ is a proper birational morphism. By a blow-up version of Chow's lemma (e.g., it follows from the flattening of RaynaudGruson) there exists a blowing up $Y=\mathrm{Bl}_{I}\left(X_{2}\right) \rightarrow X_{2}$ that factors through $X_{1}$. Then $Y=\mathrm{Bl}_{f^{-1} I}\left(X_{1}\right)$ and hence the resolution $Y^{\text {res }}$, which is a blowing up of $Y$, is also a blowing up of both $X_{i}$. Thus, factorization of $f$ reduces to the factorization for blowings up, which was dealt with in Theorem 1.3.3.

Now, assume that $\mathfrak{S p}$ is any geometric category. The definition of a proper bimeromorphic map $f: X_{1} \rightarrow X_{2}$ is similar to the definition of a proper birational map with two addenda: in the case of stacks we require that the morphisms $Y \rightarrow X_{i}$ are representable, and in the case of analytic spaces or formal schemes we require that $U$ is open in $Y$ (in particular, $Y \rightarrow X_{i}$ are bimeromorphic). Then the general factorization problem immediately reduces to the case when $f$ is a proper morphism. Furthermore, if objects of $\mathfrak{S p}$ are compact and if Chow's lemma holds in $\mathfrak{S p}$ then the problem reduces further to the case when $f$ is a blowing up. For complex analytic spaces, Chow's lemma was proved by Hironaka [1975, Corollary 2]. It extends immediately to the complex analytic germs we consider in this paper, and these are indeed compact. Most probably, it also holds in all other categories $\mathfrak{S p}$ we mentioned, but this does not seem to be worked out so far.

## 2. qe schemes and functoriality

2.1. Projective morphisms and functorial constructions. In our method, it will be important to describe certain morphisms we will obtain as the blowing up of a concrete ideal or an explicitly described
projective morphism, since further constructions will depend on these data. Moreover, this should be done functorially with respect to surjective regular morphisms. In the current section we develop a few basic functorial constructions of this type.

There are a few ways to describe a projective morphism: using Proj, using ample sheaves, or using projective fibrations, but each approach involves choices. Neither description is "more natural" than the others, and we will have to switch between them. Similarly to [EGA II 1961] we choose the language of projective fibrations to be the basic one and we will show how other descriptions are canonically reduced to projective fibrations.
2.1.1. Projective fibrations. Let $X$ be a scheme. For a coherent $\mathcal{O}_{X}$-module $E$ consider the projective fibration $\mathbb{P}(E)=\mathbb{P}_{X}(E):=\operatorname{Proj}_{X} \operatorname{Sym}^{\bullet}(E)$ associated with $E$. It has a canonical twisting sheaf $\mathcal{O}_{\mathbb{P}(E)}(1)$, and $E \rightarrow \pi_{*} \mathcal{O}(1)$ is an isomorphism. This construction is functorial for all morphisms: if $\phi: X^{\prime} \rightarrow X$ is any morphism and $E^{\prime}=\phi^{*} E$ then $\mathbb{P}_{X^{\prime}}\left(E^{\prime}\right)=X^{\prime} \times_{X} \mathbb{P}_{X}(E)$, and $\mathcal{O}_{\mathbb{P}\left(E^{\prime}\right)}(1)$ is the pullback of $\mathcal{O}_{\mathbb{P}(E)}(1)$. 2.1.2. Projective morphisms. By the usual definition [EGA II 1961, 5.5.2], a morphism $f: Y \rightarrow X$ is projective if it factors through a closed immersion $i: Y \hookrightarrow \mathbb{P}_{X}(E)$ for a coherent $\mathcal{O}_{X}$-module $E$. In this paper, we will use the convention that by saying " $f$ is projective" we fix $E$ and $i$. In particular, $Y$ acquires a canonical relatively very ample sheaf $\mathcal{O}_{Y}(1)=\left.\mathcal{O}_{\mathbb{P}(E)}(1)\right|_{Y}$. The base change or pullback $f^{\prime}: Y^{\prime}=Y \times_{X} X^{\prime} \rightarrow X^{\prime}$ of $f$ with respect to a morphism $\phi: X^{\prime} \rightarrow X$ is projective via the embedding $Y^{\prime} \hookrightarrow \mathbb{P}_{X^{\prime}}\left(E^{\prime}\right)$, where $E^{\prime}=\phi^{*} E$. We will use the notation $f^{\prime}=\phi^{*}(f)$. Also, we say that $f$ is projectively the identity over an open $U$ of $X$ if $\left.E\right|_{U}=\mathcal{O}_{U}$ and $\left.Y\right|_{U}=U$.
2.1.3. Relation to Proj. For a projective morphism $f: Y \rightarrow X$ we also obtain a canonical description of $Y$ as a Proj. Namely, if $I_{Y} \subseteq \mathcal{O}_{\mathbb{P}(E)}$ denotes the ideal defining $Y$ then $Y=\operatorname{Proj}_{X} A$, where $A^{\bullet}=\operatorname{Sym}{ }^{\bullet}(E) / I_{Y}$ is a quasicoherent $\mathcal{O}_{X}$-algebra with coherent graded components, generated over $A^{0}=\mathcal{O}_{X}$ by its degree- 1 component $A^{1}$. Again this structure is functorial for all morphisms: if $\phi: X^{\prime} \rightarrow X$ is any morphism and $A^{\prime}=\phi^{*} A$ then $\operatorname{Proj}_{X^{\prime}} A^{\prime}=X^{\prime} \times_{X} \operatorname{Proj}_{X} A$.

Conversely, if a graded $\mathcal{O}_{X}$-algebra $A^{\bullet}$ has coherent components and is generated over $A^{0}=\mathcal{O}_{X}$ by $A^{1}$ then $\operatorname{Sym}^{\bullet}\left(A^{1}\right) \rightarrow A^{\bullet}$ and we obtain a closed immersion $i: \operatorname{Proj}_{X} A \hookrightarrow \mathbb{P}_{X}\left(A^{1}\right)$. Thus, $Y=\operatorname{Proj}_{X} A$ is projective over $X$, and the associated graded quasicoherent algebra is $A$ itself. This construction is also functorial for all morphisms.

Remark 2.1.4. We note that the construction of a projective morphism from Proj is right inverse to the construction of Proj from a projective morphism, but they are not inverse: going from a projective morphism to Proj and back to a projective morphism usually changes the projective fibration.

Remark 2.1.5. In this paper we use superscripts to denote degrees of homogeneous components of a graded object, as in $A^{i} \subset A^{\bullet}$. When considering weights of a given $\mathbb{G}_{m}$-action we will use subscripts. We hope this will not cause confusion.
2.1.6. General Proj. Consider now a general quasicoherent graded $\mathcal{O}_{X}$-algebra with coherent graded components, which is only assumed to be generated over $A_{0}=\mathcal{O}_{X}$ in finitely many degrees. Writing
$A^{M \bullet}=\bigoplus_{j} A^{M j}$ for a positive integer $M$, we have a canonical isomorphism $Y=\operatorname{Proj}_{X} A^{\bullet} \simeq \operatorname{Proj}_{X} A^{M \bullet}$. For a suitable $M$ the algebra $A^{M \bullet}$ is generated in degree 1 by $A^{M}$. If we take the minimal $M_{0}$ such that $A^{M \cdot}$ is generated in degree 1 , then $L$ is not functorial for all morphisms. Rather it is functorial for all flat surjective morphisms $X^{\prime} \rightarrow X$ : if $A^{M \bullet}$ is generated in degree 1 then $\left(A^{\prime}\right)^{M \bullet}$ is generated in degree 1 , and the opposite is true whenever $X^{\prime} \rightarrow X$ is flat surjective; this follows since surjectivity of $\left(\left(A^{\prime}\right)^{1}\right)^{\otimes n} \rightarrow\left(A^{\prime}\right)^{n}$ implies surjectivity of $\left(A^{1}\right)^{\otimes n} \rightarrow A^{n}$ by flat decent. Combining this construction with the previous one we obtain an interpretation of $Y \rightarrow X$ as a projective morphism, and this construction is functorial for all flat surjective morphisms.

Remark 2.1.7. This construction applies to the following situation: assume $f: Y \rightarrow X$ is a proper morphism of noetherian schemes and $L$ is an $f$-ample sheaf. Then $A^{\bullet}=\mathcal{O}_{X} \oplus \bigoplus_{k=1}^{\infty} f_{*}\left(L^{k}\right)$ is generated in finitely many degrees and $Y=\operatorname{Proj}_{X} A$. Therefore, $L$ gives rise to an interpretation of $f$ as a projective morphism functorially for all surjective flat morphisms.
2.1.8. Blowings up. An important variant is that of blowings up. Consider a coherent ideal sheaf $I$ on $X$. The Rees algebra $R_{X}(I)=\bigoplus_{k=0}^{\infty} I^{k}$ is generated in degree 1 , and we define $\mathrm{Bl}_{I}(X)=\operatorname{Proj}_{X} R_{X}(I)$. In particular, $\mathrm{Bl}_{I}(X)$ is projective over $X$ with the closed immersion $\mathrm{Bl}_{I}(X) \hookrightarrow \mathbb{P}_{X}(I)$, and if $I$ is the unit ideal on an open $U$ of $X$ then $\mathrm{Bl}_{I}(X) \rightarrow X$ is projectively the identity on $U$. If $\phi: X^{\prime} \rightarrow X$ is a morphism, then $I^{k} \mathcal{O}_{X^{\prime}}=\left(I \mathcal{O}_{X^{\prime}}\right)^{k}=\left(I^{\prime}\right)^{k}$ and $\phi^{*}\left(I^{k}\right) \rightarrow I^{k} \mathcal{O}_{X^{\prime}}$ is surjective, giving a canonical morphism $\phi^{\prime}: \mathrm{Bl}_{I^{\prime}}\left(X^{\prime}\right) \rightarrow \mathrm{Bl}_{I}(X)$ over $\phi$. Clearly $\left(\phi^{\prime}\right)^{*} L=L^{\prime}$. So a blowing up is functorially projective. If moreover $X^{\prime} \rightarrow X$ is flat, then $\mathrm{Bl}_{I^{\prime}}\left(X^{\prime}\right)=X^{\prime} \times_{X} \mathrm{Bl}_{X} I$.

We will need an opposite construction, using a variant of [Hartshorne 1977, Theorem II.7.17] for regular schemes. Assume $X$ is regular and $f: Y \rightarrow X$ is a proper birational morphism with a relatively ample sheaf $L$ (e.g., if $Y \rightarrow X$ is projective we can take $L=\mathcal{O}_{Y}(1)$ ). Then after replacing $L$ by a positive power which is functorial for flat surjective morphisms, we have $Y=\operatorname{Proj}_{X} A^{\bullet}$, where $A^{\bullet}$ is generated over $A_{0}=\mathcal{O}_{X}$ by its degree- 1 component, and $A^{k}=f_{*} L^{k}$.

Locally on $X$, write $L^{k}$ as a fractional ideal on $Y$, giving it as a fractional ideal $F_{L, k}$ on $X$ since $Y \rightarrow X$ is birational. Since $A^{\bullet}$ is generated in degree 1 , we have $F_{L, k}=F_{L, 1}^{k}$; see [loc. cit., Theorem II.7.17, Step 5]. Since $X$ is factorial, there is a unique expression $F_{L, 1}=M I$, where $M$ is an invertible fractional ideal and $I$ is an ideal sheaf without invertible factors. Explicitly, $F_{L, 1}^{*}$ is invertible, so we can write $I=F_{L, 1}^{*} F_{L, 1}$ and $M=F_{L, 1}^{* *}$. It follows that $F_{L, k}=M^{k} I^{k}$. Note that while the construction is local on $X$ and depends on an embedding of $L$ in the fraction field, the ideal sheaf $I$ glues canonically. Locally on $X$ we have a canonical isomorphism $Y \simeq \mathrm{Bl}_{I}(X)$, which evidently glues canonically. We have obtained that a projective birational morphism $f: Y \rightarrow X$ with $X$ regular is a blowing up, functorially for flat surjective morphisms $X^{\prime} \rightarrow X$ of regular schemes. In addition, if $f$ is projectively the identity on $U \subseteq X$ then $I$ is the unit ideal on $U$.

For future reference we record the following well-known result that follows from the universal property of blowings up.
Lemma 2.1.9. If $X$ is an integral scheme and a blowing up $Y=\mathrm{Bl}_{I}(X) \rightarrow X$ factors through a proper birational morphism $Z \rightarrow X$ then $Y=\mathrm{Bl}_{I \mathcal{O}_{Z}}(Z)$.
2.1.10. Sequences of projective morphisms. Now assume $Z \xrightarrow{g} Y \xrightarrow{f} X$ is a sequence of projective morphisms of noetherian schemes, say $Z \hookrightarrow \mathbb{P}_{Y}(F)$ and $Y \hookrightarrow \mathbb{P}_{X}(E)$ for a coherent $\mathcal{O}_{Y}$-module $F$ and a coherent $\mathcal{O}_{X}$-module $E$. For a large enough $n$ the map $f^{*} f_{*}(F(n)) \xrightarrow{\alpha} F(n)$ is surjective; hence $\mathbb{P}_{Y}(F)=$ $\mathbb{P}_{Y}(F(n))$ embeds into $\mathbb{P}_{X}\left(E \otimes f_{*} F(n)\right)$ and we obtain a closed immersion $Z \hookrightarrow \mathbb{P}_{X}\left(E \otimes f_{*} F(n)\right)$. Choosing the minimal $n$ such that $\alpha$ is surjective we obtain a construction that realizes composition of projective morphisms as a projective morphism functorially for flat surjective morphisms $X^{\prime} \rightarrow X$.

If $X$ is regular we can combine this with the previous statements, so if $Y_{m} \rightarrow \cdots \rightarrow Y_{1} \rightarrow X$ is a sequence of birational projective morphisms which are projectively the identity over an open $U \subseteq X$, then $Y_{m} \rightarrow X$ is a blowing up of an ideal sheaf which is the unit ideal on $U$, and this is functorial for flat and surjective morphisms of regular schemes.

Remark 2.1.11. We will not use this, but blowings up can also be composed in terms of ideals. One can show that if $X$ is normal then the composition of $Y=\mathrm{Bl}_{I}(X) \xrightarrow{f} X$ and $\mathrm{Bl}_{J}(Y) \rightarrow Y$ is of the form $\mathrm{Bl}_{f_{*}\left(f^{-1}\left(I^{n}\right) J\right)}(X) \rightarrow X$ for a large enough $n$.

## 2.2. qe schemes and resolution of pairs.

2.2.1. qe schemes. The class of quasiexcellent schemes was introduced by Grothendieck as the natural class where problems related to resolution of singularities behave well. The name "quasiexcellent" is perhaps not very elegant (it was not introduced by Grothendieck), and we feel it harmless to refer to them as qe schemes.

First recall that regular morphisms are a generalization of smooth morphisms in situations of morphisms which are not necessarily of finite type. Following [EGA IV ${ }_{2}$ 1965, 6.8.1] a morphism of schemes $f: Y \rightarrow X$ is said to be regular if

- the morphism $f$ is flat and
- all geometric fibers of $f: Y \rightarrow X$ are regular.

A locally noetherian scheme $X$ is a qe scheme if the following two conditions hold:

- For any scheme $Y$ of finite type over $X$, the regular locus $Y_{\text {reg }}$ is open.
- For any point $x \in X$, the completion morphism $\operatorname{Spec} \widehat{\mathcal{O}}_{X, x} \rightarrow \operatorname{Spec} \mathcal{O}_{X, x}$ is regular.

It is a known, but nontrivial fact, that a scheme $Y$ of finite type over a qe scheme is also a qe scheme; see, for example, [Matsumura 1980, 34.A]. A ring $A$ is a qe ring if $\operatorname{Spec} A$ is a qe scheme.
2.2.2. Resolution of pairs. Consider a pair $(X, Z)$, where $X$ is a reduced qe scheme and $Z$ is a nowhere dense closed subset of $X$. By a resolution of $(X, Z)$ we mean a birational projective morphism $f: X^{\prime} \rightarrow X$ such that $X^{\prime}$ is regular, $Z^{\prime}=f^{-1}(Z)$ is a simple normal crossings divisor, and $f$ is projectively the identity outside of the union of $Z$ and the singular locus $X_{\text {sing }}$ of $X$. Since [EGA IV ${ }_{2}$ 1965, 7.9.6], it is universally hoped that every qe scheme admits a good resolution of singularities; the same should also hold for pairs; see Remark 2.2 .3 below. If $X$ is noetherian of characteristic 0 then $(X, Z)$ can be resolved by [Temkin 2012, Theorem 1.1].

Remark 2.2.3. (i) Usually, resolution of pairs is constructed in two steps:
(1) Resolve $X$ by a projective morphism $f: X^{\prime} \rightarrow X$. Usually, this is achieved by a sequence of blowings up $X_{l} \rightarrow \cdots \rightarrow X_{0}=X$. One can also achieve that the centers are regular, though this requires an additional effort.
(2) Resolve $Z^{\prime}=f^{-1}(Z)$ by a further projective morphism $f^{\prime}: X^{\prime \prime} \rightarrow X^{\prime}$. Usually, this is achieved by a sequence of blowings up $X^{\prime \prime}=X_{n}^{\prime} \rightarrow \cdots \rightarrow X_{0}^{\prime}=X^{\prime}$ whose centers are regular and have simple normal crossings with the accumulated exceptional divisor, so that all schemes $X_{i}^{\prime}$ remain regular and exceptional divisors $E_{i}^{\prime}$ are simple normal crossings. In addition, one achieves a principalization of $Z^{\prime}$ as a subscheme; i.e., $Z^{\prime} \times X^{\prime} X_{n}^{\prime}$ is a divisor supported on $E_{n}^{\prime}$.
(ii) The best known results for general noetherian qe schemes beyond characteristic 0 are resolution of qe threefolds, see [Cossart and Piltant 2014], and principalization of surfaces in regular qe schemes, see [Cossart et al. 2009]. In particular, a noetherian qe pair $(X, Z)$ can be resolved whenever $\operatorname{dim}(X) \leq 3$.
2.2.4. Compatibility with morphisms. By a morphism of pairs $\phi:(Y, T) \rightarrow(X, Z)$ we will always mean a morphism $\phi: Y \rightarrow X$ such that $T=\phi^{-1}(Z)$. We say that resolutions $f_{X}: X^{\prime} \rightarrow X$ and $f_{Y}: Y^{\prime} \rightarrow Y$ of $(X, Z)$ and $(Y, T)$ are compatible with $\phi$ if $f_{Y}=\phi^{*}\left(f_{X}\right)$.

Remark 2.2.5. As we mentioned, often resolution of pairs has a natural structure of a composition of blowings up. The definition of compatibility in this case is similar with the only difference that the blowing up sequence of $Y$ is obtained from the pullback of the blowing up sequence of $X$ by removing all blowings up with empty centers. The latter contraction procedure is only needed when $f$ is not surjective.
2.2.6. Functorial resolution. Let $\mathcal{C}$ be a class of pairs $(X, Z)$, where $X$ is a reduced noetherian qe scheme and $Z$ is a closed subscheme. Throughout this paper, by a functorial resolution on $\mathcal{C}$ we mean a rule that assigns to any pair $(X, Z) \in \mathcal{C}$ a resolution $\left(X^{\prime}, Z^{\prime}\right) \rightarrow(X, Z)$ in a way compatible with arbitrary surjective regular morphisms between pairs in $\mathcal{C}$. In addition, we always make the following assumption on the resolution of normal crossings pairs, i.e., pairs ( $X, Z$ ) with regular $X$ and normal crossings $Z$ (not necessarily simple):
Assumption 2.2.7. For any normal crossings pair $(X, Z)$ in $\mathcal{C}$ its resolution $X^{\prime} \rightarrow X$ can be functorially represented as a composition of blowings up whose centers are regular and have normal crossings with the union of the preimage of $Z$ and the accumulated exceptional divisor.
Remark 2.2.8. (i) This definition provides the minimal list of properties we will use. As we remarked earlier, usually one proves finer desingularization results obtaining, in particular, that $Z \times{ }_{X} X^{\prime}$ is a divisor and the resolution is functorial for nonsurjective morphisms as well.
(ii) It seems that any reasonable resolution should satisfy the assumption. In fact, most (if not any) algorithms appearing in the literature apply to normal crossings pairs $(X, Z)$ via the following standard algorithm: first one blows up the maximal multiplicity locus of $Z$, then one blows up the maximal multiplicity locus of the strict transform of $Z$, etc. It is easy to see that the standard algorithm satisfies the assumption.
2.2.9. Resolution of singularities of qe schemes: characteristic 0 . Functorial resolution of pairs is known in characteristic 0 :

Theorem 2.2.10. There exists a functorial resolution, satisfying Assumption 2.2.7, on the class $\mathcal{C}_{\text {char }}=0$ whose elements are pairs $(X, Z)$ with $X$ a reduced noetherian qe scheme over $\mathbb{Q}$.

Proof. By [Temkin 2018, Theorem 1.1.7] there exists a blowing up sequence

$$
\mathcal{F}_{\text {princ }}(X, Z): X^{\prime} \rightarrow \cdots \rightarrow X
$$

whose centers lie over $Z \cup X_{\text {sing }}$ and such that $X^{\prime}$ is regular and $Z^{\prime}=f^{-1}(Z)$ is a simple normal crossings divisor. Moreover, this sequence is functorial in regular morphisms. By Section 2.1.10, the morphism $X^{\prime} \rightarrow X$ is a projective morphism functorially in surjective regular (even flat) morphisms. Finally, a direct (but tedious) inspection shows that the algorithm $\mathcal{F}_{\text {princ }}$ of [loc. cit.] resolves normal crossings pairs via the standard algorithm.

Remark 2.2.11. Functoriality of this resolution implies that one also gets a functorial way to resolve an arbitrary qe pair over $\mathbb{Q}$ (locally noetherian but not necessarily noetherian) by a morphism $f: X^{\prime} \rightarrow X$. In general, there is no natural way to provide $f$ with an appropriate structure, neither as a single blowing up nor a sequence of blowings up. However, $f$ can be realized as an infinite composition whose restrictions onto noetherian open subschemes of $X$ are finite; e.g., the case of $Z=\varnothing$ is worked out in [Temkin 2008, Theorem 5.3.2].
2.2.12. Positive and mixed characteristics hypothesis. In Theorem 1.3.3 (3), the precise hypothetical statement we need about resolutions of pairs is the following analogue of Theorem 2.2.10:

Hypothetical Statement 2.2.13. (1) Functorial resolution: The classes $\mathcal{C}_{\text {char }}=p, \operatorname{dim} \leq d+1$ and $\mathcal{C}_{\operatorname{dim} \leq d+1}$ of pairs $(X, Z)$, where $X$ is a reduced noetherian qe $\mathbb{F}_{p}$-scheme or $\mathbb{Z}$-scheme, respectively, of dimension $\leq d+1$, each admit a functorial resolution $f_{(X, Z)}: X^{\prime} \rightarrow X$ satisfying Assumption 2.2.7.
(2) Equivariance: Moreover, the resolution is compatible with any $G$-action on $(X, Z)$, where $G=\mathbb{G}_{m}$ or $G=\left(\mathbb{G}_{a}\right)^{d}$, in the sense that $a^{*}\left(f_{(X, Z)}\right)=p_{X}^{*}\left(f_{(X, Z)}\right)$, where $a: G \times X \rightarrow X$ is the action morphism and $p_{X}: G \times X \rightarrow X$ is the projection.

In mixed characteristics we will also need:
(3) Functoriality of toroidal charts: assume that $X$ is a toroidal scheme (see [Abramovich and Temkin 2017, §2.3.4]) of dimension at most $d+1$ and $j: X \rightarrow Y=\operatorname{Spec} \mathbb{Z}[M]$ is a toroidal chart (see [loc. cit., $\S 2.3 .17]), T$ is a toric subscheme of $Y$ and $Z=X \times_{Y}$ T. Then $j^{*}\left(f_{(Y, T)}\right)=f_{(X, Z)}$.

We note that the equivariance statement (2) in dimension $d+1$ follows from statement (1) in dimension $d+2$, but here we wish to only make assumptions up to dimension $d+1$. It is conceivable that a version of (2) sufficient for our needs follows from (1) by taking slices, but we will not pursue this question.

Let us say that a pair $(X, Z)$ is locally monoidal if locally $X$ admits a logarithmic structure making it into a logarithmically regular logarithmic scheme so that the ideal of $Z$ is monoidal. It is expected that
there should exist a canonical resolution of such pairs of combinatorial nature, which is, in particular, independent of the characteristics. Our statement (3) asserts such independence in mixed characteristics; in pure characteristics it is a consequence of equivariance. It is analogous to Hypothetical Statement 2.3.6(3) below. Similarly to Hypothetical Statement 2.3.6, proving statements (1)-(3) for locally monoidal pairs is expected to be easier than the general case. For example, it is proved in [Illusie and Temkin 2014, Theorem 3.4.9] for logarithmically regular logarithmic schemes (with a single logarithmic structure), but the known functoriality [loc. cit., Theorem 3.4.15] is not enough to extend it to locally monoidal schemes. In addition, very recently Buonerba [2015] resolved certain locally monoidal varieties.
2.3. Principalization of ideal sheaves. In addition to resolution of pairs, we will need a version of functorial principalization of coherent ideal sheaves on a qe regular scheme $X$ with a simple normal crossings divisor $D$, which will often be called the boundary. In fact, we will only need a particular case of locally monoidal ideals as introduced below.
2.3.1. Permissible sequences. A blowing up sequence $X_{n} \rightarrow \cdots \rightarrow X_{0}=X$ will be called permissible if its centers $V_{i} \subset X_{i}$ are regular and have simple normal crossings with $D_{i} \subset X_{i}$, which is defined to be the union of the preimage of $D$ and the accumulated exceptional divisor. Note that in such case each $X_{i}$ is regular and each $D_{i}$ is a boundary.
2.3.2. Principalization. We consider the category of triples $(X, D, I)$, where $(X, D)$ is a noetherian regular qe scheme with a boundary, $I$ is a coherent ideal sheaf, and arrows are regular morphisms $f: X^{\prime} \rightarrow X$ such that $I \mathcal{O}_{X^{\prime}}=I^{\prime}$ and $f^{-1} D=D^{\prime}$. A principalization of $I$ is a permissible sequence of blowings up $\phi_{(X, D, I)}: X_{n} \rightarrow \cdots \rightarrow X_{0}=X$ such that:
(1) Each center $V_{i}$ lies in the union of $D_{i}$ with the locus where $I$ is not the unit ideal.
(2) $I_{n}=I \mathcal{O}_{X_{n}}$ is a divisorial ideal supported on $D_{n}$. In particular, $V\left(I_{n}\right)$ is a divisor with a simple normal crossings reduction.

Principalizations form a category again, and functorial principalization provides a functor from triples $(X, I, D)$ to principalizations $\phi_{X}: X^{\prime} \rightarrow X$. As we do not require the morphism $f$ to be surjective, we have to use the equivalence relation mentioned in Section 1.5 . However, we will only apply the result in the context of surjective morphisms, so this equivalence will not figure in any of our applications.
2.3.3. Known results. Functorial principalization of ideal sheaves for varieties over a field of characteristic 0 is known; e.g., see [Bierstone and Milman 1997, Sections 11,13] or [Kollár 2007, Theorem 3.26]. The second author is in the process of writing a general functorial principalization of ideal sheaves on noetherian regular qe schemes over $\mathbb{Q}$ with the methods of [Temkin 2018]; we will manage not to use this result. For general qe schemes, the best known result is principalization on threefolds; see [Cossart and Piltant 2014].

Remark 2.3.4. (i) Classically, one only blows up centers over the locus where $I$ is not trivial. On the other hand, usually one works with ordered boundaries $D=\bigcup_{i=0}^{n} D_{i}$, where $D_{i}$ are smooth components.

Ordering the boundary restricts functoriality and, in fact, it is not critical. For example, the boundaries in [Cossart et al. 2009] are not ordered.
(ii) Since we allow blowings up that modify the whole $D$, we can freely use the classical results to resolve $(X, D, I)$ : first apply the standard principalization $f: X_{n} \rightarrow \cdots \rightarrow X$ to $(X, D)$; then $D_{n}$ is a simple normal crossings divisor ordered by the history of blowings up, and we can apply a classical algorithm to $\left(X_{n}, D_{n}, I \mathcal{O}_{X_{n}}\right)$.
2.3.5. Locally monoidal ideals. A triple $(X, D, I)$ with $X$ regular, $D$ a boundary and $I$ an ideal sheaf on $X$ is said to be locally monoidal if there is an open covering $\left\lfloor U_{\alpha} \rightarrow X\right.$, logarithmically regular structures $\left(U_{\alpha}, M_{\alpha}\right)$ in the sense of [Kato 1994; Abramovich and Temkin 2017, §2.3.1] such that $D$ is part of the toroidal divisor, and monoid ideals $I_{\alpha} \subset M_{\alpha}$ such that $I_{U_{\alpha}}$ is generated by the image of $I_{\alpha}$ under $M_{\alpha} \rightarrow \mathcal{O}_{U_{\alpha}}$.
Hypothetical Statement 2.3.6. (1) Each locally monoidal $\mathbb{F}_{p}$-triple or $\mathbb{Z}$-triple $(X, D, I)$ of dimension $\leq d$ admits a principalization

$$
\phi_{(X, D, I)}: \widetilde{X} \rightarrow \cdots \rightarrow X
$$

in a manner functorial for regular morphisms $X^{\prime} \rightarrow X$.
(2) Moreover, if $a: G \times X \rightarrow X$ is an action of $G=\left(\mathbb{G}_{a}\right)^{d}$ such that I and $D$ are equivariant, that is, $a^{-1} I=p_{X}^{-1} I$ and $a^{-1} D=p_{X}^{-1} D$, where $p_{X}: G \times X \rightarrow X$ is the projection, then $\tilde{X} \rightarrow X$ is $G$-equivariant as well.

Again in mixed characteristics we also need:
(3) Functoriality of toroidal charts: assume that $(X, D, I)$ is locally monoidal of dimension $\leq d$ and $j:(X, D) \rightarrow\left(Y=\operatorname{Spec} \mathbb{Z}[M], D_{Y}\right)$ is a toroidal chart such that $I=j^{-1} I_{0}$ for a toric ideal $I_{0}$ on $Y$. Then the sequence $\phi_{(X, D, I)}$ is the pullback of $\phi_{\left(Y, D_{Y}, I_{0}\right)}$.
Remark 2.3.7. (i) In fact, the hypothesis asserts that toric ideals on schemes $\operatorname{Spec} \mathbb{Z}[M]$ can be principalized so canonically that given a locally monoidal triple $(X, D, I)$ any toroidal chart induces the same principalization of $I$.
(ii) The results of [Illusie and Temkin 2014, Section 3.1.14] suggest that this statement may be within reach: in that paper the local nonfunctorial problem is solved, and the problem reduces to making the process functorial even if one changes the logarithmic structure $M_{\alpha}$ on $U_{\alpha}$.
(iii) Here and below, given a morphism $f: Y \rightarrow X$ and ideal $I \subset \mathcal{O}_{X}$ we use the common notation $f^{-1} I$ for the ideal sheaf more precisely denoted by $\left(f^{*} I\right) \mathcal{O}_{Y}$, hoping this notation will not confuse the reader. We find the notation $\left(a^{*} I\right) \mathcal{O}_{G \times X}$ too heavy, and writing more simply $I \mathcal{O}_{G \times X}$ would not work in (2) above.
2.3.8. The characteristic-0 case. To make our results unconditional in characteristic 0 we should prove that parts (1) and (2) of Hypothetical Statement 2.3.6 hold for schemes over $\mathbb{Q}$. In fact, we will even deal with a larger class of triples using the case of varieties and methods of [Illusie and Temkin 2014, Theorem 2.4.1, p. 95].

A triple $(X, D, I)$ is said to be $\mathbb{Q}$-absolute if there exists an open covering $\left\lfloor U_{\alpha} \rightarrow X\right.$, regular $\mathbb{Q}$-varieties $Z_{\alpha}$, regular morphisms $f_{\alpha}: U_{\alpha} \rightarrow Z_{\alpha}$, ideal sheaves $I_{\alpha}$ on $Z_{\alpha}$ and divisors $D_{\alpha} \subset Z_{\alpha}$ such that $f_{\alpha}^{-1} I_{\alpha}=\left.I\right|_{U_{\alpha}}$ and $f_{\alpha}^{-1} D_{\alpha}=\left.D\right|_{U_{\alpha}}$. The collection of $\mathbb{Q}$-absolute triples forms a full subcategory of the category of triples. Functorial principalization of $\mathbb{Q}$-absolute triples $(X, D, I)$ is a functor from this subcategory to principalizations of the corresponding ideals.

The statement we need is the following:
Proposition 2.3.9. There exists a functorial principalization $\phi_{X}: \widetilde{X} \rightarrow X$ of $\mathbb{Q}$-absolute triples $(X, D, I)$.
Proof. We may replace $\left\lfloor U_{\alpha}\right.$ by a finite covering, since $X$ is noetherian. We write $U_{\alpha \beta}=U_{\alpha} \times_{X} U_{\beta}$. Now, we will use the ideas from the proof of [Illusie and Temkin 2014, Theorem 2.4.3].

First we construct a principalization. It suffices to construct a principalization of $~ \bigcup\left(U_{\alpha},\left.D\right|_{U_{\alpha}},\left.I\right|_{U_{\alpha}}\right)$ whose two pullbacks to the fiber product $W:=\coprod U_{\alpha \beta}$ coincide. The triple $\left(Z, D_{Z}, I_{Z}\right):=\coprod\left(Z_{\alpha}, D_{\alpha}, I_{\alpha}\right)$ has a principalization compatible with $D_{\alpha}$ coming from the principalization functor for $\mathbb{Q}$-varieties. This pulls back to a principalization of $\left\lfloor\left(U_{\alpha},\left.D\right|_{U_{\alpha}},\left.I\right|_{U_{\alpha}}\right)\right.$ and we need to show that the two pullbacks to $W$ coincide. We have two regular morphisms $f, g: W \rightarrow Z$. By Popescu's theorem [1986], see also [Spivakovsky 1999], $f$ is the limit of smooth morphisms $f_{\gamma}: W_{\gamma} \rightarrow Z$. By [EGA IV ${ }_{3}$ 1966, Proposition 8.13.1], $g$ factors through a morphism $g_{\gamma}: W_{\gamma} \rightarrow Z$ for a large enough $\gamma$ and then [Illusie and Temkin 2014, Proposition 2.4.3] implies that replacing $W_{\gamma}$ by a neighborhood of the image of $W$ we can achieve that $g_{\gamma}$ is also smooth. Since the two pullbacks of $I_{Z}$ and $D_{Z}$ to $W$ coincide, there is some $\gamma$ such that the two pullbacks of $I_{Z}$ and $D_{Z}$ to $W_{\gamma}$ coincide. It follows by functoriality of principalization for varieties that the two principalizations on $W_{\gamma}$ coincide, and therefore they coincide on $W$, as required.

We now demonstrate that this principalization is functorial. Consider a regular surjective morphism $f:\left(X_{1}, D_{1}, I_{1}\right) \rightarrow\left(X_{2}, D_{2}, I_{2}\right)$ with coverings $\coprod U_{1 \alpha}$ and $\coprod U_{2 \beta}$ and $\mathbb{Q}$ varieties $Z_{1 \alpha}$ and $Z_{2 \alpha}$. Then composing $U_{2 \beta} \rightarrow Z_{2 \beta}$ with $f$ we get another covering $\left\lfloor f^{-1} U_{2 \beta}\right.$ with regular maps to $Z_{2 \beta}$, so it is enough to show that the resulting principalizations on $X_{1}$ coincide. We now write $W=\coprod U_{1 \alpha} \times{ }_{X_{1}} f^{-1} U_{2 \beta}$, which maps to $Z_{1}=\coprod Z_{1 \alpha}$ and $Z_{2}=\bigsqcup Z_{2 \beta}$. By the same argument as earlier we have that $W \rightarrow Z_{1} \times Z_{2}$ is the limit of a family $W_{\gamma} \rightarrow Z_{1} \times Z_{2}$, where the two maps $W_{\gamma} \rightarrow Z_{i}$ are smooth. As above we conclude that the ideals and divisors coincide on some $W_{\gamma}$ and the two principalizations coincide on $W$ and therefore on $X_{1}$.

## 3. Functorial toroidal factorization

3.1. Statement. We follow the treatment of toroidal schemes in [Abramovich and Temkin 2017, Section 2.3], in particular they carry logarithmic structures in the Zariski topology. A toroidal ideal $I$ on a toroidal scheme $X$ with logarithmic structure $M$ is the ideal generated by the image of a monomial ideal in $M$ through $M \rightarrow \mathcal{O}_{X}$. We define a category TorBl $_{\mathrm{rs}}$ of toroidal blowings up, similar to Bl :
(1) An object is a birational transformation $X_{1} \rightarrow X_{2}$ where $X_{1}, X_{2}$ are toroidal and regular, and $X_{1} \rightarrow X_{2}$ is given as the normalized blowing up of a toroidal ideal $I \subset \mathcal{O}_{X_{2}}$.
(2) An arrow from $X_{1}^{\prime} \rightarrow X_{2}^{\prime}$ to $X_{1} \rightarrow X_{2}$ consists of a regular surjective morphism $g: X_{2}^{\prime} \rightarrow X_{2}$ such that $U_{X_{2}}=g^{-1} U_{X_{2}}$ and $I^{\prime}=I \mathcal{O}_{X_{2}^{\prime}}$.

We similarly define a toroidal weak factorization $X_{1}=V_{0--\rightarrow V_{1--\rightarrow}} \cdots--\rightarrow V_{l-1} \rightarrow V_{l}=X_{2}$ of a toroidal blowing up $X_{1} \rightarrow X_{2}$, where the schemes $V_{i}$, ideals $J_{i}$ and centers $Z_{i}$ are toroidal. These form the regular surjective category TorFact $_{\mathrm{rs}}$ of toroidal weak factorizations in a manner similar to the above.

Proposition 3.1.1. Let $X_{1} \rightarrow X_{2}$ be a toroidal morphism of toroidal schemes obtained by normalized blowing up a toroidal ideal. Then there is a toroidal weak factorization $X_{1}=V_{0} \rightarrow V_{1} \rightarrow-\cdots \rightarrow-V_{l-1} \rightarrow V_{l}=$ $X_{2}$ in a functorial manner: there is a section $\mathrm{TorB1}_{\mathrm{rs}} \rightarrow$ TorFact $_{\mathrm{rs}}$ of the forgetful functor $\mathrm{TorFact}_{\mathrm{rs}} \rightarrow \mathrm{Bl}$.

Remark 3.1.2. Jarosław Włodarczyk informed us that one can prove a stronger result: a factorization procedure which is functorial for all regular strict morphisms $g: X_{2}^{\prime} \rightarrow X_{2}$, not required to be surjective. His proposed argument involves subtle modifications at the heart of the algorithm in [Włodarczyk 2009, Sections 4 and 5]. The proof we provide at the end of this section shows that any procedure for toric factorization gives rise to a functorial procedure.
3.2. Cone complexes. Before proving Proposition 3.1 .1 we need to discuss a generalization of the polyhedral cone complexes with integral structure of [Kempf et al. 1973] which was introduced in [Abramovich et al. 2015, 2.5] to accommodate any toroidal embedding in the sense of [Kempf et al. 1973], allowing for self-intersections and monodromy. In this paper we only assign polyhedral cone complexes to Zariski toroidal schemes, without self-intersections or monodromy, but the generalized polyhedral cone complexes are used as a combinatorial tool to achieve functoriality.

Fix a toroidal scheme $X$. Recall that the polyhedral complex of [Kempf et al. 1973] or the equivalent Kato fan of [Kato 1994] assigns a polyhedral cone $\sigma_{Z}$ with integral structure to each toroidal stratum $Z \subset X$; each inclusion $Z^{\prime} \hookrightarrow \bar{Z} \subset X$ gives rise to a linear map $v: \sigma_{Z} \rightarrow \sigma_{Z^{\prime}}$, which identifies $\sigma_{Z}$ as a face of $\sigma_{Z^{\prime}}$ in such a way that the integral structure on $\sigma_{Z}$ is the restriction of the integral structure of $\sigma_{Z^{\prime}}$ : this is called a face map. The diagram $\left(\left\{\sigma_{Z}\right\},\{\nu\}\right)$ is a poset, defining a polyhedral cone complex $\Sigma(X)$ as in [Abramovich et al. 2015, Section 2.2]. Anticipating Section 3.3 we denote it by $\Sigma(X)=\underline{\longrightarrow}\left(\left\{\sigma_{Z}\right\},\{\nu\}\right)$, where the colimit is taken in the category of generalized cone complexes of [loc. cit., Section 2.6]. This polyhedral cone complex is similar to the fan of a toric variety, but is not embedded in a space $N_{\mathbb{R}}$ and the intersection of two cones may be the union of faces rather than just one face.

A map of polyhedral cone complexes $\xrightarrow{\lim }\left(\left\{\sigma_{i}^{\prime}\right\},\left\{v_{k}^{\prime}\right\}\right) \rightarrow \underline{\longrightarrow}\left(\left\{\sigma_{j}\right\},\left\{v_{l}\right\}\right)$ is defined to be a collection of cone maps $\sigma_{i}^{\prime} \rightarrow \sigma_{j(i)}$ compatible with the face maps $v_{k}^{\prime}$ and $v_{k}$. A toroidal map $X^{\prime} \rightarrow X$ gives rise to a map of cone complexes; here are a few well-known relationships:
(1) A proper birational toroidal morphism gives rise to a subdivision, and there is an equivalence of categories between proper toroidal birational morphisms and subdivisions. Blowings up of ideals correspond to subdivisions determined by piecewise linear continuous integral functions which are convex on each cone; following [Kempf et al. 1973] we call these projective subdivisions (in the combinatorial literature they are coherent subdivisions).
(2) A regular morphism $g: X_{2}^{\prime} \rightarrow X_{2}$ such that $U_{X_{2}^{\prime}}=g^{-1} U_{X_{2}}$ gives rise to a map of complexes $\Sigma(g): \Sigma\left(X^{\prime}\right) \rightarrow \Sigma(X)$ where all the maps $\sigma_{i}^{\prime} \rightarrow \sigma_{j(i)}$ are face maps - this is called a face map of complexes.
(3) If the map $g: X_{2}^{\prime} \rightarrow X_{2}$ is also surjective then $\Sigma(g)$ is surjective.
(4) The scheme $X$ is regular if and only if all the cones $\sigma_{i} \subset \Sigma(X)$ are nonsingular in the usual toric sense.
(5) If $X$ is regular then the closure of a stratum is always regular (this would fail if we allowed selfintersections); we call such subschemes toroidal centers.
(6) The blowing up $X^{\prime} \rightarrow X$ of an irreducible toroidal center $\bar{Z}$ on a regular $X$ corresponds to the star subdivision $\Sigma^{\prime} \rightarrow \Sigma(X)$ at the barycenter of $\sigma_{Z}$. The blowing up $X^{\prime} \rightarrow X$ of any regular toroidal subscheme $W$ corresponds to the simultaneous star subdivision $\Sigma^{\prime} \rightarrow \Sigma(X)$ at the barycenters of all the cones corresponding to the connected components of $W$.

Thus Proposition 3.1.1 would follow if the projective subdivision $\Sigma\left(X_{1}\right) \rightarrow \Sigma\left(X_{2}\right)$ can be factored as a composition of such simultaneous star subdivisions and their inverses, in such a way that the intermediate steps are projective subdivisions of $\Sigma\left(X_{2}\right)$, in a functorial manner with respect to surjective face maps. This will be our Lemma 3.5.1 below.

Morelli's $\pi$-desingularization lemma of fan cobordisms [Włodarczyk 2003, Lemma 10.4.3] gives a nonfunctorial result in the case of fans; this was generalized in [Abramovich et al. 1999] to polyhedral cone complexes. In [Abramovich et al. 2002] it is made functorial under automorphisms, which is not sufficient for our purposes here.

Consider the category whose objects are projective subdivisions $\Sigma_{1} \rightarrow \Sigma_{2}$ of nonsingular cone complexes given by a fixed piecewise linear continuous integral function $f: \Sigma_{2} \rightarrow \mathbb{R}$ convex on each cone and arrows $\left(\Sigma_{2}^{\prime}, f^{\prime}\right) \rightarrow\left(\Sigma_{2}, f\right)$ induced by surjective face maps $h: \Sigma_{2}^{\prime} \rightarrow \Sigma_{2}$ with $f^{\prime}=f \circ h$. Functoriality would be easily achieved if the connected component of any object $\Sigma_{1} \rightarrow \Sigma_{2}$ in this category had a final object, as we show below in Lemma 3.5.1. Indeed, this would mean that applying Morelli's lemma to the final object would induce a factorization for the whole component, giving the result. Unfortunately final objects usually do not exist in the category of cone complexes. Our next goal is to enlarge this category so that final objects do exist; see Lemma 3.3.1 below.
3.3. Generalized cone complexes and existence of final objects. A generalized cone complex is given by any finite diagram $\left(\left\{\sigma_{j}\right\},\left\{\nu_{l}\right\}\right)$ of cones and face maps. We allow for more than one face map $\sigma_{j} \rightarrow \sigma_{l}$, including nontrivial self-face maps $\sigma_{j} \rightarrow \sigma_{j}$. We think of a generalized cone complex $\Sigma$ as a structure imposed on the topological space $\underline{\underline{\Sigma}}=\underline{\longrightarrow}\left(\left\{\sigma_{j}\right\},\left\{v_{l}\right\}\right)$. Thus an arrow of generalized cone complexes $\left(\left\{\sigma_{i}^{\prime}\right\},\left\{v_{k}^{\prime}\right\}\right) \rightarrow\left(\left\{\sigma_{j}\right\},\left\{\nu_{l}\right\}\right)$ is given by compatible cone maps as above; an arrow is a face map if it is given by compatible face maps; and an arrow is declared to be an isomorphism if it is a face map inducing a bijection of sets $\xrightarrow{\lim }\left(\left\{\sigma_{i}^{\prime}\right\},\left\{v_{k}^{\prime}\right\}\right) \rightarrow \xrightarrow{\lim }\left(\left\{\sigma_{j}\right\},\left\{v_{l}\right\}\right)$. See [Abramovich et al. 2015, §2.6].

Cone complexes are a full subcategory of generalized cone complexes. They are distinguished by the property that, for any cones $\tau, \sigma$ of $\Sigma$, a face map $v: \tau \rightarrow \sigma$ in $\Sigma$ is unique if it exists. Thus Proposition 3.1.1 would again follow if any projective subdivision $\Sigma_{1} \rightarrow \Sigma_{2}$ of generalized nonsingular cone complexes can be factored as a composition of simultaneous star subdivisions and their inverses, in a functorial manner with respect to surjective cone maps. The advantage of working with generalized cone complexes is the following:

Lemma 3.3.1. The connected component of the projective subdivision $\Sigma_{1} \rightarrow \Sigma_{2}$ of generalized cone complexes in the category induced by surjective face maps $\Sigma_{2}^{\prime} \rightarrow \Sigma_{2}$ has a final object.

Proof. The projective subdivision $\Sigma_{1} \rightarrow \Sigma_{2}$ is induced by an implicit piecewise linear convex integral function $f: \Sigma_{2} \rightarrow \mathbb{R}$. Write $\Sigma_{2}=\left(\left\{\sigma_{j}\right\},\left\{v_{l}\right\}\right)$. Then $\nu_{l}: \sigma_{i} \rightarrow \sigma_{j}$ has the property that $f_{\sigma_{i}}=f_{\sigma_{j}} \circ v_{l}$. Let $\left\{\mu_{k}\right\}$ be the collection of all face maps $\mu_{k}: \sigma_{m} \rightarrow \sigma_{n}$ with the property that $f_{\sigma_{m}}=f_{\sigma_{n}} \circ \mu_{k}$. Then $\Delta:=\left(\left\{\sigma_{j}\right\},\left\{\mu_{k}\right\}\right)$ is a generalized cone complex, the maps $f_{\sigma_{j}}$ glue to give a piecewise linear integral function $\tilde{f}: \Delta \rightarrow \mathbb{R}$, and since $\left\{\nu_{l}\right\} \subset\left\{\mu_{k}\right\}$ we have a map of diagrams $g: \Sigma_{2} \rightarrow \Delta$ such that $f=\tilde{f} \circ g$.

It is convenient to have another presentation of $\Delta$. Choose one representative $\bar{\sigma}$ from each isomorphism class of cones in $\Delta$. Given two such representatives $\bar{\tau}$ and $\bar{\sigma}$, consider all maps $\bar{v}_{l}: \bar{\tau} \rightarrow \bar{\sigma}$ in $\Delta$. Clearly $\bar{\Delta}=\left(\{\bar{\sigma}\},\left\{\bar{v}_{l}\right\}\right)$ maps as a subdiagram to $\Delta$, and the map is an isomorphism since it is clearly a bijection on set-theoretic limits.

We claim that $(\Delta, \tilde{f})$ is a final object in the component of $\left(\Sigma_{2}, f\right)$ in the category of generalized cone complexes with piecewise linear integral function. For this it suffices to show that if $\left(\Sigma_{2}^{\prime}, f^{\prime}\right)$ is an object and $h: \Sigma_{2} \rightarrow \Sigma_{2}^{\prime}$ is a surjective face map such that $f^{\prime} \circ h=f$ then $g=g^{\prime \prime} \circ h$, where $g^{\prime \prime}: \Sigma_{2}^{\prime} \rightarrow \Delta$ is a morphism so that $f^{\prime}=\tilde{f} \circ g^{\prime \prime}$.

First, if we apply the construction of $\Delta$ to $\Sigma_{2}^{\prime}$ we get a map $g^{\prime}: \Sigma_{2}^{\prime} \rightarrow \Delta^{\prime}$ which sits in a commutative diagram:


On the other hand $\bar{\Delta} \simeq \Delta$ and $\bar{\Delta}^{\prime} \simeq \Delta^{\prime}$, and the map $\bar{\Delta} \rightarrow \bar{\Delta}^{\prime}$ induced by $\tilde{h}$ is an isomorphism of diagrams: since $h$ is a surjective face map, any cone in $\Sigma_{2}^{\prime}$ is isomorphic to a cone of $\Sigma_{1}$ via an isomorphism compatible with $f$ and vice versa. So $\tilde{h}$ gives a bijection between the isomorphism classes of cones, and the maps $\bar{v}$ between cones are determined by the compatibility of the function $\tilde{f}=\tilde{f}^{\prime}$ on them. So $\Delta \rightarrow \Delta^{\prime}$ is an isomorphism, giving the requisite map of generalized complexes $g^{\prime \prime}=\tilde{h}^{-1} \circ g^{\prime}$.
3.4. Barycentric subdivisions and factorization for generalized cone complexes. We proceed to extend the factorization of subdivisions of cone complexes to generalized cone complexes. We do it by a reduction step using barycentric subdivisions:

Lemma 3.4.1. (1) [Abramovich et al. 2015, 2.5] The barycentric subdivision $B(\Delta)$ of a generalized cone complex $\Delta$ is a projective subdivision obtained by a sequence of simultaneous star subdivisions. If $\Delta$ is nonsingular then the star subdivisions are smooth. The generalized cone complex $B(\Delta)$ is in fact a cone complex.
(2) [Abramovich et al. 1999, Lemma 8.7] The barycentric subdivision $B(\Delta)$ of a nonsingular cone complex $\Delta$ is a projective subdivision obtained by a sequence of simultaneous smooth star subdivisions. The nonsingular cone complex $B(\Delta)$ is in fact isomorphic to a fan.

Proof. (1) Write $\Delta=\left(\left\{\sigma_{j}\right\},\left\{\mu_{k}\right\}\right)$. We need to show that if $\tau_{B}, \sigma_{B}$ are cones in $B(\Delta)$, then a face map $\tau_{B} \rightarrow \sigma_{B}$ in $B(\Delta)$ is unique if it exists. Suppose the minimal cone containing the image of $\tau_{B}$ is $\tau$ and the corresponding cone for $\sigma_{B}$ is $\sigma$. Then it suffices to show that the restriction to $\tau_{B}$ of a face map $\psi: \tau \rightarrow \sigma$ in $\Delta$ carrying $\tau_{B}$ into $\sigma_{B}$ is unique if it exists. We can write $\sigma_{B}=\left\langle b\left(\sigma_{i_{1}}\right), \ldots b\left(\sigma_{i_{k}}\right)\right\rangle$ uniquely as the cone generated by the barycenters $b\left(\sigma_{i_{r}}\right)$ of faces $\sigma_{i_{r}}$ of $\sigma$ of dimensions $i_{1}<\cdots<i_{k}$, and similarly $\tau_{B}=\left\langle b\left(\tau_{j_{1}}\right), \ldots b\left(\tau_{j_{l}}\right)\right\rangle$. So $\psi$ must carry $b\left(\tau_{j_{s}}\right)$ to the barycenter of a cone of $\sigma$ of dimension $j_{s}$; in other words $\psi\left(b\left(\tau_{j_{s}}\right)\right)=b\left(\sigma_{j_{s}}\right)$. Since $\left\{b\left(\tau_{j_{1}}\right), \ldots, b\left(\tau_{j_{l}}\right)\right\}$ spans $\tau_{B}$ this means that the restriction of $\psi$ is unique if it exists.
(2) Consider the vector space $V=\bigoplus_{\sigma \in \Delta} \mathbb{R}_{\sigma}$ with one basis element for each cone of $\sigma$. Assume $\Delta$ is a cone complex. In [Abramovich et al. 1999, Lemma 8.7] it is shown that $B(\Delta)$ has a real embedding in $V$, and the image is the real support of a fan. The embedding is obtained by sending $b(\sigma)$ to the unit vector $e_{\sigma} \in \mathbb{R}_{\sigma} \subset V$. Here we assume that $\Delta$ is nonsingular, and we need to check that the embedding gives an isomorphism of cone complexes, namely that the integral structures coincide. Note that the lattice in any cone $\left\langle b\left(\sigma_{i_{1}}\right), \ldots, b\left(\sigma_{i_{k}}\right)\right\rangle$ in $B(\Delta)$ is generated by the elements $b\left(\sigma_{i_{1}}\right), \ldots, b\left(\sigma_{i_{k}}\right)$. The image of this lattice in $V$ is precisely generated by $e\left(\sigma_{i_{1}}\right), \ldots, e\left(\sigma_{i_{k}}\right)$, and coincides with the intersection of the cone $\left\langle e\left(\sigma_{i_{1}}\right), \ldots, e\left(\sigma_{i_{k}}\right)\right\rangle$ with $\bigoplus_{\sigma \in \Delta} \mathbb{Z}_{\sigma}$. So the image of $B(\Delta)$ is indeed a fan, as required.

Lemma 3.4.2. Let $\Delta$ be a nonsingular generalized cone complex and $f: \Delta \rightarrow \mathbb{R}$ a piecewise linear function, convex and integral on each cone, such that the corresponding subdivision $\Delta_{1} \rightarrow \Delta$ is nonsingular. Then $\Delta_{1} \rightarrow \Delta$ admits a factorization into nonsingular star subdivisions and their inverses, with all intermediate steps projective over $\Delta$.

Proof. By Lemma 3.4.1 we may replace $\Delta_{1}$ by its second barycentric subdivision, so we may assume $\Delta_{1}$ is isomorphic to a fan. The common subdivision of $B\left(B\left(\Delta_{1}\right)\right)$ and $B(B(\Delta))$ is a projective subdivision of $B\left(B\left(\Delta_{1}\right)\right)$, so there is a sequence of star subdivisions $\Delta_{1}^{\prime} \rightarrow B\left(B\left(\Delta_{1}\right)\right)$ such that $\Delta_{1}^{\prime} \rightarrow \Delta$ factors through a projective subdivision $\Delta_{1}^{\prime} \rightarrow \Delta^{\prime}:=B(B(\Delta))$. Since $\Delta^{\prime}$ is isomorphic to a fan and $\Delta_{1}^{\prime}$ is a projective subdivision, Morelli’s $\pi$-desingularization lemma applies, see [Morelli 1996] or [Włodarczyk 2003, Lemma 10.4.3], giving a factorization by star subdivisions and their inverses, all projective over $\Delta^{\prime}$.

Combining these transformation, we obtain the desired factorization, with all steps projective over $\Delta$ :


### 3.5. Functoriality for generalized cone complexes.

Lemma 3.5.1. The factorization in Lemma 3.4.2 can be made functorial for surjective face maps: we can associate to $(\Delta, f)$ a factorization so that, given a surjective face map $\phi: \Sigma \rightarrow \Delta$, the factorization of $(\Sigma, f \circ \phi)$ is the pullback of the factorization of $(\Delta, f)$ along $\phi$.

Proof. For each connected component of the category of pairs $(\Delta, f)$ with face maps between them choose a final object $(\tilde{\Delta}, \tilde{f})$. By Lemma 3.4.2 there is a factorization $\tilde{\Delta}_{1} \cdots \cdots \cdots{ }^{\prime} \rightarrow-$ of $(\tilde{\Delta}, \tilde{f})$. Given an arbitrary $(\Delta, f)$ it has a morphism $\psi_{\Delta}: \Delta \rightarrow \tilde{\Delta}$ to the final object $(\tilde{\Delta}, \tilde{f})$, so that $f=f \circ \psi_{\Delta}$. The pullback $\Delta_{1--\rightarrow \cdots--\Delta}$ of $\tilde{\Delta}_{1} \rightarrow-\cdots--\rightarrow \tilde{\Delta}$ along $\psi_{\Delta}$ is a factorization of $(\Delta, f)$, and its pullback
 is functorial.

### 3.6. Functoriality for toroidal factorization.

Proof of Proposition 3.1.1. The toroidal morphism $X_{1} \rightarrow X_{2}$ corresponds to a subdivision $\Sigma\left(X_{1}\right) \rightarrow \Sigma\left(X_{2}\right)$ induced by a piecewise linear function $f: \Sigma\left(X_{2}\right) \rightarrow \mathbb{R}$ convex and integral on each cone. This is functorial: a surjective regular morphism $X_{2}^{\prime} \rightarrow X_{2}$ gives rise to a surjective face map $\phi: \Sigma\left(X_{2}\right)^{\prime} \rightarrow \Sigma\left(X_{2}\right)$ such that $X_{1}^{\prime} \rightarrow X_{2}^{\prime}$ corresponds to $f \circ \phi$.

By Lemma 3.5.1 we have a factorization $\Sigma\left(X_{1}\right) \rightarrow-\rightarrow \cdots--\infty\left(X_{2}\right)$, functorial for surjective face maps, into nonsingular star subdivisions and their inverses, with all intermediate steps functorially projective over $\Sigma\left(X_{2}\right)$. This gives rise to a toroidal factorization $X_{1--\rightarrow \cdots--X_{2} \text { into blowings up and down, which }}$ is functorial for surjective regular morphisms, where the terms are functorially projective over $X_{2}$.

## 4. Birational cobordisms

A key tool in the factorization algorithm is the notion of birational cobordism, introduced in [Włodarczyk 2000], where it is motivated by analogy with Morse theory. In this paper we adopt the approach of [Abramovich et al. 2002], which relies on geometric invariant theory and variation of linearizations; see [Brion and Procesi 1990; Thaddeus 1996; Dolgachev and Hu 1998].
4.1. Geometric Invariant Theory of $\mathbb{P}(\boldsymbol{E})$. Given a nonzero coherent sheaf $E$ on $X_{2}$, the data of a $\mathbb{G}_{m}$ action $\rho: \mathbb{G}_{m} \rightarrow$ Aut $E$ on $E$ is equivalent to the data of a $\mathbb{Z}$-grading $E=\bigoplus_{a \in \mathbb{Z}} E_{a}$, which is necessarily
a finite sum: $E=\bigoplus_{\substack{a=a_{\min }}}^{a_{\max }} E_{a}$. The homogeneous factor $E_{a}$ is characterized by

$$
\rho(t) v=t^{a} v \quad \text { for all } v \in E_{a}
$$

Here and later we use the informal notation $v \in E_{a}$ to indicate that $v$ is a local section of $E_{a}$. Given such data, there is a resulting action of $\mathbb{G}_{m}$ on $\operatorname{Sym}^{\bullet}(E)$ and a linearized action on $\mathbb{P}(E)=\mathbb{P}_{X_{2}}(E)$.

We require the following:
Assumption 4.1.1. The sheaves $E_{a_{\min }}$ and $E_{a_{\max }}$ are everywhere nonzero, so the morphisms $\mathbb{P}\left(E_{a_{\min }}\right) \rightarrow X_{2}$ and $\mathbb{P}\left(E_{a_{\max }}\right) \rightarrow X_{2}$ are surjective.

Given an integer $a$ viewed as a character of $\mathbb{G}_{m}$, we define a new action of $\mathbb{G}_{m}$ on $E$ by

$$
\rho_{a}(t) v=t^{-a} \rho(t)(v) .
$$

This induces an action on $\operatorname{Sym}^{\bullet}(E)$ and on $\left(\mathbb{P}(E), \mathcal{O}_{\mathbb{P}(E)}(1)\right)$ which we also denote by $\rho_{a}$. Writing $\left(\operatorname{Sym}^{\bullet}(E)\right)^{\rho_{a}}$ for the ring of invariants under this action, we define

$$
\mathbb{P}(E) / / a \mathbb{G}_{m}:=\operatorname{Proj}_{X_{2}}\left(\operatorname{Sym}^{\bullet}(E)\right)^{\rho_{a}} .
$$

As customary, we unwind this as follows: we define the unstable locus of $\rho_{a}$ to be the closed subscheme

$$
\begin{equation*}
\mathbb{P}(E)_{a}^{\mathrm{un}}:=\mathbb{P}\left(\bigoplus_{b<a} E_{b}\right) \bigsqcup \mathbb{P}\left(\bigoplus_{b>a} E_{b}\right) \tag{1}
\end{equation*}
$$

and the semistable locus to be the complementary open

$$
\mathbb{P}(E)_{a}^{\mathrm{sst}}:=\mathbb{P}(E) \backslash \mathbb{P}(E)_{a}^{\mathrm{un}}
$$

We have the following well-known facts:
Lemma 4.1.2. (1) The semistable locus $\mathbb{P}(E)_{a}^{\text {sst }}$ is nonempty precisely when $a_{\min } \leq a \leq a_{\max }$.
(2) Consider the rational map $q_{a}: \mathbb{P}(E) \rightarrow \mathbb{P}(E) / / a \mathbb{G}_{m}$ induced by the inclusion $\left(\operatorname{Sym}^{\bullet}(E)\right)^{\rho_{a}} \subset$ $\left(\operatorname{Sym}^{\bullet}(E)\right)$. Then $q_{a}$ restricts to an affine $\mathbb{G}_{m}$-invariant morphism $\mathbb{P}(E)_{a}^{\text {sst }} \rightarrow \mathbb{P}(E) / /{ }_{a} \mathbb{G}_{m}$ which is a submersive universal categorical quotient; thus $\mathbb{P}(E) / / a \mathbb{G}_{m}=\mathbb{P}(E)_{a}^{\text {sst }} / / \mathbb{G}_{m}$.
(3) For $a_{\min } \leq a_{1}<a_{2} \leq a_{\max }$ we have $\mathbb{P}(E)_{a_{1}}^{\mathrm{sst}} \subset \mathbb{P}(E)_{a_{2}}^{\mathrm{sst}}$ precisely when $\bigoplus_{a=a_{1}}^{a_{2}-1} E_{a}=0$, and similarly $\mathbb{P}(E)_{a_{1}}^{\mathrm{sst}} \supset \mathbb{P}(E)_{a_{2}}^{\mathrm{sst}}$ precisely when $\bigoplus_{a=a_{1}+1}^{a_{2}} E_{a}=0$. In particular $\mathbb{P}(E)_{a_{1}}^{\mathrm{sst}}=\mathbb{P}(E)_{a_{2}}^{\mathrm{sst}}$ precisely when $\bigoplus_{a=a_{1}}^{a_{2}} E_{a}=0$.
(4) If $a_{\min } \leq a_{1}<a_{2} \leq a_{\max }$ and $\bigoplus_{a=a_{1}}^{a_{2}-1} E_{a}=0$, then the inclusion $\mathbb{P}(E)_{a_{1}}^{\mathrm{sst}} \subset \mathbb{P}(E)_{a_{2}}^{\text {sst }}$ induces a projective morphism

$$
\mathbb{P}(E)_{a_{1}}^{\mathrm{sst}} / / \mathbb{G}_{m} \rightarrow \mathbb{P}(E)_{a_{2}}^{\mathrm{sst}} / / \mathbb{G}_{m}
$$

Similarly if $\bigoplus_{a=a_{1}+1}^{a_{2}} E_{a}=0$ we have a projective morphism

$$
\mathbb{P}(E)_{a_{1}}^{\mathrm{sst}} / / \mathbb{G}_{m} \leftarrow \mathbb{P}(E)_{a_{2}}^{\mathrm{sst}} / / \mathbb{G}_{m}
$$

Proof. (1) We have $a \leq a_{\max }$ if and only if $\mathbb{P}\left(\bigoplus_{b<a} E_{b}\right) \neq \mathbb{P}(E)$, and $a_{\min } \leq a$ if and only if $\mathbb{P}\left(\bigoplus_{b>a} E_{b}\right) \neq$ $\mathbb{P}(E)$.
(2a) Affine cover of the quotient: The scheme $\mathbb{P}(E) / / a \mathbb{G}_{m}=\operatorname{Proj}_{X_{2}}\left(\operatorname{Sym}^{\bullet}(E)\right)^{\rho_{a}}$ is covered by principal open sets

$$
\begin{equation*}
D_{f}^{0}:=\left(\mathbb{P}(E) / / a \mathbb{G}_{m}\right) \backslash Z_{\mathbb{P}(E) / / a \mathbb{G}_{m}}(f) \tag{2}
\end{equation*}
$$

associated to nonzero homogeneous invariant elements of the form $f=\prod_{j=1}^{s} f_{j}$, where $f_{j} \in E_{a+\delta_{j}}$ with $\sum \delta_{j}=0$.
(2b) Common zero locus of $\{f\}$ : We note that the common zero locus of elements of $E_{c}$ is $\mathbb{P}\left(E / E_{c}\right)=$ $\mathbb{P}\left(\bigoplus_{b \neq c} E_{b}\right)$. Now observe that any element $f=\prod_{j=1}^{s} f_{j}$ as above has a factor $f_{j}$ with $\delta_{j} \geq 0$ and a factor $f_{j}$ with $\delta_{j} \leq 0$. This means that $f$ vanishes on $\mathbb{P}\left(\bigoplus_{b<a} E_{b}\right)$ and on $\mathbb{P}\left(\bigoplus_{b>a} E_{b}\right)$, so $f$ vanishes on $\mathbb{P}(E)_{a}^{\mathrm{un}} a$.

Conversely if $x \notin \mathbb{P}(E)_{a}^{\text {un }} a$ then we have some coordinates $f_{1} \in E_{a+\delta_{1}}, \delta_{1} \leq 0$ and $f_{2} \in E_{a+\delta_{2}}, \delta_{2} \geq 0$, which do not vanish: $f_{1}(x) \neq 0 \neq f_{2}(x)$. Taking any positive $r, s$ so that $r \delta_{1}+s \delta_{2}=0$ we can form $f=f_{1}^{r} f_{2}^{s}$, and $f(x) \neq 0$. This implies that the common zero locus of the elements $f=\prod_{j=1}^{s} f_{j}$ above in $\mathbb{P}(E)$ is precisely $\mathbb{P}(E)_{a}^{\mathrm{un}} a$.
(2c) Compatible affine cover of $\mathbb{P}(E)_{a}^{\text {sst. }}$ : It follows that $\mathbb{P}(E)_{a}^{\text {sst }}$ is covered by principal open sets

$$
\begin{equation*}
D_{f}=\mathbb{P}(E) \backslash Z_{\mathbb{P}(E)}(f) \tag{3}
\end{equation*}
$$

the inverse image of the affine open $D_{f}^{0}$ of equation (2) is the affine open $D_{f}$ of equation (3), and $\mathbb{P}(E)_{a}^{\text {sst }} \rightarrow \mathbb{P}(E) / / a \mathbb{G}_{m}$ is an affine morphism.
(2d) Coordinates and invariants: The coordinate ring of $D_{f}^{0}$ is the degree- 0 component of $\left(\operatorname{Sym}^{\bullet}(E)\right)^{\rho_{a}}\left[\frac{1}{f}\right]$, which is the $\rho_{a}$-invariant summand of the degree-0 component of $\left(\operatorname{Sym}^{\bullet}(E)\right)\left[\frac{1}{f}\right]$. The latter is the coordinate ring of $D_{f}$. In particular, $D_{f}^{0}=D_{f} / / \mathbb{G}_{m}$ is a submersive universal categorical quotient; see [Abramovich and Temkin 2018, Lemma 4.2.6 and Corollary 4.2.11]. It follows from the definition, see [Mumford et al. 1994, Remark 5, p. 8], that $\mathbb{P}(E)_{a}^{\text {sst }} \rightarrow \mathbb{P}(E) / / a \mathbb{G}_{m}$ is a submersive universal categorical quotient.
(3) The situation is symmetric, so we only address the first statement. If $\bigoplus_{a=a_{1}}^{a_{2}-1} E_{a}=0$ then $\mathbb{P}\left(\bigoplus_{b<a_{2}} E_{b}\right)=$ $\mathbb{P}\left(\bigoplus_{b<a_{1}} E_{b}\right) \subset \mathbb{P}(E)_{a}^{\mathrm{un}} a_{1}$ and certainly $\mathbb{P}\left(\bigoplus_{b>a_{2}} E_{b}\right) \subset \mathbb{P}\left(\bigoplus_{b>a_{1}} E_{b}\right) \subset \mathbb{P}(E)_{a}^{\mathrm{un}} a_{1}$, so $\mathbb{P}(E)_{a}^{\mathrm{un}} a_{1} \subset$ $\mathbb{P}(E)_{a}^{\mathrm{un}} a_{2}$ as needed.

Conversely, if $v \in \mathbb{P}\left(\bigoplus_{a=a_{1}}^{a_{2}-1} E_{a}\right)$ over $x \in X_{2}$ and we take $w \in \mathbb{P}\left(E_{a_{\text {min }}}\right)$ also over $x$, then either $v \in \mathbb{P}\left(E_{a_{1}}\right) \subset \mathbb{P}(E)_{a_{1}}^{\text {sst }}$ or else $(v+w) \in \mathbb{P}(E)_{a_{1}}^{\text {sst }}$. In either case, if $\bigoplus_{a=a_{1}}^{a_{2}-1} E_{a} \neq 0$ we have $\mathbb{P}(E)_{a_{1}}^{\text {sst }} \not \subset \mathbb{P}(E)_{a_{2}}^{\text {sst }}$, as needed.
(4) The situation is symmetric, so we only address the first case, where $a_{\min } \leq a_{1}<a_{2} \leq a_{\max }$ and $\bigoplus_{a=a_{1}}^{a_{2}-1} E_{a}=0$, so that $\mathbb{P}(E)_{a_{1}}^{\text {sst }} \subset \mathbb{P}(E)_{a_{2}}^{\text {sst }}$ by (3). Since $\mathbb{P}(E)_{a_{i}}^{\text {sst }} \rightarrow \mathbb{P}(E) / / a_{i} \mathbb{G}_{m}$ are categorical quotients, we have a canonical morphism $\varphi_{a_{1} / a_{2}}$ making the following diagram commutative:


But $\mathbb{P}(E) / / a_{i} \mathbb{G}_{m}$ are projective over $X_{2}$; hence $\varphi_{a_{1} / a_{2}}$ is projective.
This lemma gives the familiar "wall and chamber decomposition" of the interval [ $a_{\min }, a_{\max }$ ] in the character lattice $\mathbb{Z}$ into segments where the quotients $\mathbb{P}(E)_{a_{1}}^{\text {sst }} / / / \mathbb{G}_{m}$ are constant.

All the constructions above are compatible with arbitrary morphisms $X_{2}^{\prime} \rightarrow X_{2}$, except that the values of $a_{\min }$ and $a_{\max }$ and the ample sheaf for $\phi_{a_{1} / a_{2}}$ are only compatible with surjective morphisms $X_{2}^{\prime} \rightarrow X_{2}$.

Remark 4.1.3. One can show that the quotient morphism $\mathbb{P}(E)_{a}^{\text {sst }} \rightarrow \mathbb{P}(E)_{a}^{\text {sst }} / / \mathbb{G}_{m}$ is in fact universally submersive. If in addition $E_{a}=0$, it can be shown that the quotient morphism is a universal geometric quotient $\mathbb{P}(E)_{a}^{\text {sst }} \rightarrow \mathbb{P}(E)_{a}^{\text {sst }} / \mathbb{G}_{m}$. These facts follow from [Mumford et al. 1994, Theorem 1.1 and Amplification 1.3], which are stated for schemes over a field in characteristic 0 but apply here since $\mathbb{G}_{m}$ is a linearly reductive group-scheme over $\mathbb{Z}$. Since we do not need these facts, we will not provide a detailed proof, though we will use the notation $\mathbb{P}(E)_{a}^{\text {sst }} / \mathbb{G}_{m}$ when $E_{a}=0$.
4.2. Geometric invariant theory of $\boldsymbol{B} \subset \mathbb{P}(\boldsymbol{E})$. Continuing the discussion, let $B \subset \mathbb{P}(E)$ be a closed reduced $\mathbb{G}_{m}$-stable subscheme. It is the zero locus of a homogeneous and $\mathbb{G}_{m}$-homogeneous ideal $I_{B} \subset \operatorname{Sym}^{\bullet} E$. We define $B_{a}^{\mathrm{un}} a:=B \cap \mathbb{P}(E)_{a}^{\mathrm{un}} a$ and $B_{a}^{\text {sst }}:=B \cap \mathbb{P}(E)_{a}^{\text {sst }}$. The image of $q_{a}: B_{a}^{\text {sst }} \rightarrow$ $\mathbb{P}(E) / / a \mathbb{G}_{m}$ is denoted by $B / / a \mathbb{G}_{m}$. We have canonically $B / / a \mathbb{G}_{m}=\operatorname{Proj}_{X_{2}}\left(\left(\operatorname{Sym}^{\bullet} E / I_{B}\right)^{\rho_{a}}\right)$. We write $a_{\min }(B)=\min \left\{a \mid B \cap \mathbb{P}\left(E_{a}\right) \neq \varnothing\right\}$ and similarly $a_{\max }(B)=\max \left\{a \mid B \cap \mathbb{P}\left(E_{a}\right) \neq \varnothing\right\}$. We deduce the analogous, still well-known, facts, which follow immediately from Lemma 4.1.2:

Lemma 4.2.1. (1) The semistable locus $B_{a}^{\mathrm{sst}}$ is nonempty precisely when $a_{\min }(B) \leq a \leq a_{\max }(B)$.
(2) The map $q_{a}: B_{a}^{\mathrm{sst}} \rightarrow \mathbb{P}(E) / /{ }_{a} \mathbb{G}_{m}$ is an affine $\mathbb{G}_{m}$-invariant morphism, inducing a categorical quotient $B_{a}^{\text {sst }} \rightarrow B_{a}^{\text {sst }} / / \mathbb{G}_{m}=B / / a \mathbb{G}_{m}$.
(3) For $a_{1}<a_{2}$ we have $B_{a_{1}}^{\text {sst }} \subset B_{a_{2}}^{\text {sst }}$ precisely when $B \cap \mathbb{P}\left(\bigoplus_{a=a_{1}}^{a_{2}-1} E_{a}\right)=\varnothing$, and similarly $B_{a_{1}}^{\text {sst }} \supset B_{a_{2}}^{\text {sst }}$ precisely when $B \cap \mathbb{P}\left(\bigoplus_{a=a_{1}+1}^{a_{2}} E_{a}\right)=\varnothing$. In particular $B_{a_{1}}^{\text {sst }}=B_{a_{2}}^{\text {sst }}$ precisely when $B \cap \mathbb{P}\left(\bigoplus_{a=a_{1}}^{a_{2}} E_{a}\right)=\varnothing$.
(4) If $a_{1}<a_{2}$ and $B \cap \mathbb{P}\left(\bigoplus_{a=a_{1}}^{a_{2}-1} E_{a}\right)=\varnothing$, then the inclusion $B_{a_{1}}^{\text {sst }} \subset B_{a_{2}}^{\text {sst }}$ induces a projective morphism $B_{a_{1}}^{\text {sst }} / / \mathbb{G}_{m} \rightarrow B_{a_{2}}^{\text {sst }} / / \mathbb{G}_{m}$. Similarly if $B \cap \mathbb{P}\left(\bigoplus_{a=a_{1}+1}^{a_{2}} E_{a}\right)=\varnothing$ we have a projective morphism $B_{a_{1}}^{\text {sst }} / / \mathbb{G}_{m} \leftarrow B_{a_{2}}^{\text {sst }} / / \mathbb{G}_{m}$.

This time we obtain a "wall and chamber decomposition" of the interval $\left[a_{\min }(B), a_{\max }(B)\right]$. We denote the "walls", namely the values of $a$ for which $B \cap \mathbb{P}\left(E_{a}\right) \neq \varnothing$, by $a_{\text {min }}(B)=a_{0}<a_{1}<\cdots<a_{m}=a_{\max }(B)$.

By replacing the embedding $B \subset \mathbb{P}(E)$ by the Veronese re-embedding $B \subset \mathbb{P}\left(\operatorname{Sym}^{2} E\right)$ we may, and will, assume:

$$
a_{i}+1<a_{i+1}
$$

We set $B_{a_{i}+}^{\text {sst }}=B_{a_{i}+1}^{\text {sst }}$ and $B_{a_{i}-}^{\text {sst }}=B_{a_{i}-1}^{\text {sst }}$, and note that $B_{a_{i}+}^{\text {sst }}=B_{a_{i+1}-}^{\text {sst }}$. Assumption 4.2.2 implies that now we always have projective morphisms $\varphi_{a_{i} \pm}$ :

Finally, we will assume the following:
Assumption 4.2.3. Each irreducible component of $B$ meets both $\mathbb{P}\left(E_{a_{\min }(B)}\right)$ and $\mathbb{P}\left(E_{a_{\max }(B)}\right)$.
Under this assumption the quotients $B_{a}^{\text {sst }} / / \mathbb{G}_{m}$ are all birational to each other, as long as $a_{\min }(B)<$ $a<a_{\max }(B)$. For the extreme values we have isomorphisms

$$
\begin{aligned}
& B \cap \mathbb{P}\left(E_{a_{\min }(B)}\right) \rightarrow B_{a_{\min (B)}^{\mathrm{st}}}^{\mathrm{st}} / / \mathbb{G}_{m}, \\
& B \cap \mathbb{P}\left(E_{a_{\max }(B)}\right) \rightarrow B_{a_{\max }(B)}^{\mathrm{st}} / / \mathbb{G}_{m}
\end{aligned}
$$

Remark 4.2.4. As in Remark 4.1.3, it can be shown that $B_{a}^{\text {sst }} \rightarrow B_{a}^{\text {sst }} / / \mathbb{G}_{m}$ is universally submersive, and if $B \cap \mathbb{P}\left(E_{a}\right)=\varnothing$ we have a universal geometric quotient $B_{a}^{\text {sst }} \rightarrow B_{a}^{\text {sst }} / \mathbb{G}_{m}$.
4.3. Definition of a birational cobordism. The notion of a birational cobordism for a blowing up we use in this paper extends the notion of compactified relatively projective embedded birational cobordism of [Abramovich et al. 2002, 2.4] by allowing a nonempty boundary. Ignoring the issue of the boundary, it is far more restrictive than the notion introduced in [Włodarczyk 2000].

Let $\phi: X_{1} \rightarrow X_{2}$ be an object of the category Bl (Definition 1.3.1). A birational cobordism for $\phi$ is a scheme $B$ which is the blowing up of a $\mathbb{G}_{m}$-invariant ideal on $\mathbb{P}_{X_{2}}^{1}$, and embedded, in a manner satisfying Assumptions 4.2.2 and 4.2.3, as a $\mathbb{G}_{m}$-stable subscheme in $\mathbb{P}(E)$ for a $\mathbb{G}_{m}$-sheaf $E$ on $X_{2}$, such that
(1) $X_{1}^{\prime}=B_{a_{0}+}^{\mathrm{sst}} / \mathbb{G}_{m}=B_{a_{0}}^{\mathrm{sst}} / / \mathbb{G}_{m}$ is obtained from $X_{1}$ by principalizing $D_{1}$,
(2) $X_{2}^{\prime}=B_{a_{m}-}^{\mathrm{sst}} / \mathbb{G}_{m}=B_{a_{m}}^{\text {stt }} / / \mathbb{G}_{m}$ is obtained from $X_{2}$ by principalizing $D_{2}$, and
(3) the following diagram of rational maps commutes:

where $\alpha$ is the birational map induced by the open dense inclusions

$$
B_{a_{0}}^{\text {sst }} \subset B \supset B_{a_{m}}^{\text {sst }}
$$

The birational cobordism is said to respect the open set $U \subset X_{2}$ if $U$ is contained in the image of $\left(B_{a_{0}+}^{\text {sst }} \cap B_{a_{m}-}^{\text {sst }}\right) / \mathbb{G}_{m}$. This happens whenever the ideal on $\mathbb{P}_{X_{2}}^{1}$ whose blowing up is $B$ restricts to the unit
ideal on $\mathbb{P}_{U}^{1}$. We say that a birational cobordism $B$ of $\phi$ is regular if $B$ is regular and the preimage $D_{B}$ of $D_{2}$ is a simple normal crossings divisor.
4.4. Construction of regular birational cobordism. We claim that one can associate a regular birational cobordism to any blowing up in Bl functorially, and we formalize this claim as follows. There is an evident category $\mathrm{Cob}_{\mathrm{rs}}$ of regular birational cobordisms of blowings up $\phi: X_{1} \rightarrow X_{2}$ in Bl, with an evident forgetful functor $\mathrm{Cob}_{\mathrm{rs}} \rightarrow \mathrm{B}$. A morphism of regular birational cobordisms $B^{\prime} \rightarrow B$ is uniquely determined by a regular surjective morphism $g: X_{2}^{\prime} \rightarrow X_{2}$.

Proposition 4.4.1. The functor $\mathrm{Cob}_{\mathrm{rs}} \rightarrow \mathrm{Bl}$ has a section $\mathrm{Bl} \rightarrow \mathrm{Cob}_{\mathrm{rs}}$.
We provide a sketch of proof here, and more detail in Appendix A.
Sketch of proof. Following the construction of [Abramovich et al. 2002, Theorem 2.3.1], consider the blowing up of the ideal $I \otimes \mathcal{O}_{\mathbb{P}_{X_{2}}^{1}}+I_{\{0\}}$. This is a birational cobordism $B_{I}$ for $\phi$, but it may be singular. Let $D_{B_{I}} \subset B_{I}$ be the preimage of $D_{2}$. Applying resolution of pairs to ( $B_{I}, D_{B_{I}}$ ) we obtain a regular birational cobordism ( $B, D_{B}$ ) for $\phi$. Here we use Theorem 2.2.10 if the characteristic is 0 , and parts (1) and (2) with $G=\mathbb{G}_{m}$ of the Hypothetical Statement 2.2.13 otherwise.

## 5. Factoring the map

Throughout this section "functorial" means "functorial in $X_{1} \rightarrow X_{2}$ with respect to surjective regular morphisms". By total transform of a divisor $D \subset X$ under a (normalized) blowing up $\mathrm{Bl}_{J}(X) \rightarrow X$ we mean the union of the preimage of $D$ and the total transform of $J$.
5.1. Initial factorization. Proposition 4.4 .1 provides a functorial birational cobordism ( $B, D_{B}$ ) of $\phi$. Departing slightly from the notation of [Abramovich et al. 2002, Theorem 2.6.2], we write $W_{i \pm}=B_{a_{i} \pm}^{\text {st }} / \mathbb{G}_{m}$, and $W_{i}=B_{a_{i}}^{\text {sst }} / / \mathbb{G}_{m}$. Since $W_{i+} \simeq W_{(i+1)-}$ we have a functorial factorization

with all terms functorially projective over $X_{2}$. Since the cobordism is compatible with $U$, the morphisms $W_{i \pm} \rightarrow X_{2}$ and $W_{i} \rightarrow X_{2}$ and hence also the morphisms $\varphi_{i \pm}$ are isomorphisms on $U$. Note that since $W_{m-1}--\rightarrow W_{m}$ is a morphism it follows that $\varphi_{(m-1)+}$ is an isomorphism, but this fact does not feature in our arguments. In general the terms $W_{i}$ and $W_{i} \pm$ in this factorization are singular, but we will use them to construct a nonsingular factorization.

### 5.2. Blowing up torific ideals.

5.2.1. Torific ideals. Let $D_{i} \subset W_{i}, D_{i \pm} \subset W_{i \pm}, D_{a_{i}} \subset B_{a_{i}}^{\text {sst }}$ and $D_{a_{i} \pm} \subset B_{a_{i} \pm}^{\text {stt }}$ denote the preimages of $D_{2}$. We will show how main results of [Abramovich and Temkin 2017] imply that since ( $W_{i}, D_{i}$ ) is given as a quotient of $\left(B_{a_{i}}^{\text {sst }}, D_{a_{i}}\right)$, it can be made toroidal by a canonical torific blowing up. Since $B$ is regular and
$D_{B}$ is a simple normal crossings divisor, $\left(B_{a_{i}}^{\text {sst }}, D_{a_{i}}\right)$ is a toroidal scheme with a relatively affine $\mathbb{G}_{m}$-action. In [loc. cit., §5.4.1] one functorially associates to ( $B_{a_{i}}^{\text {sst }}, D_{a_{i}}$ ) a $\mathbb{G}_{m}$-equivariant normalized torific ideals $J_{i}^{B}$ and $J_{i}$ on $B_{a_{i}}^{\text {sst }}$ and $W_{i}$, respectively. By abuse of language, the ideal sheaves $J_{i \pm}=J_{i} \mathcal{O}_{W_{i \pm}}$ will also be called normalized torific ideals.

Theorem 5.2.2. For every $1 \leq i \leq m-1$ the ideal sheaves $J_{i}$ and $J_{i \pm}$ are functorial and restrict to the unit ideal on $U$. Furthermore, let $W_{i}^{\text {tor }}=\mathrm{Bl}_{J_{i}} W_{i}$ and $W_{i \pm}^{\text {tor }}=\mathrm{Bl}_{J_{i \pm}} W_{i \pm}$, and denote by $D_{i}^{\text {tor }} \subset W_{i}^{\text {tor }}$ and $D_{i \pm}^{\text {tor }} \subset W_{i \pm}^{\text {tor }}$ the total transforms of $D_{i}$ and $D_{i \pm}$, respectively. Then
(1) $\left(W_{i}^{\mathrm{tor}}, D_{i}^{\mathrm{tor}}\right)$ and $\left(W_{i \pm}^{\mathrm{tor}}, D_{i \pm}^{\mathrm{tor}}\right)$ are toroidal, and
(2) the morphisms $\varphi_{i \pm}$ induce toroidal morphisms

$$
\varphi_{i \pm}^{\mathrm{tor}}:\left(W_{i \pm}^{\mathrm{tor}}, D_{i \pm}^{\mathrm{tor}}\right) \rightarrow\left(W_{i}^{\mathrm{tor}}, D_{i}^{\mathrm{tor}}\right)
$$

that restrict to isomorphisms on $U$.
Proof. The ideals $J_{i}$ are functorial by [Abramovich and Temkin 2017, Theorem 1.1.2(iii)]; hence $J_{i \pm}$ are functorial too. Since the action of $\mathbb{G}_{m}$ on $B_{a_{i}}^{\text {sst }}$ is already toroidal on $\mathbb{P}_{U}^{1}$, we know by [loc. cit., Theorem 1.1.2(iv)] that the $J_{i}$ restrict to the unit ideal of $U$.

By [loc. cit., Lemma 4.2.12] $\mathbb{G}_{m}$ acts in a relatively affine way on $B_{a_{i}}^{\text {tor }}:=\mathrm{Bl}_{J_{i}^{B}}\left(B_{a_{i}}^{\text {sst }}\right)$. Let $D_{a_{i}}^{\text {tor }} \subset B_{a_{i}}^{\text {tor }}$ be the total transform of $D_{a_{i}}$; then by [loc. cit., Theorem 1.1.2], ( $\left.B_{a_{i}}^{\text {tor }}, D_{a_{i}}^{\text {tor }}\right)$ is a toroidal scheme with toroidal action of $\mathbb{G}_{m}$, and $W_{i}^{\text {tor }}=B_{a_{i}}^{\text {tor }} / / \mathbb{G}_{m}$. Note that $D_{i}^{\text {tor }}$ is the image of $D_{a_{i}}^{\text {tor }}$; hence $\left(W_{i}^{\text {tor }}, D_{i}^{\text {tor }}\right.$ ) is toroidal by [loc. cit., Theorem 1.1.3(i)].

By [loc. cit., Lemma 5.5.5], $\left.W_{i \pm}^{\text {tor }}=\left(B_{a_{i}}^{\text {tor }}\right)_{ \pm} / / \mathbb{G}_{m} . \operatorname{Set}\left(D_{a_{i}}^{\text {tor }}\right)_{ \pm}=\left.D_{a_{i}}^{\text {tor }}\right|_{\left(B_{a_{i}} \text { tor }\right.}\right)_{ \pm}$; then $\mathbb{G}_{m}$ acts toroidally on $\left(\left(B_{a_{i}}^{\mathrm{tor}}\right)_{ \pm},\left(D_{a_{i}}^{\mathrm{tor}}\right)_{ \pm}\right)$and hence the quotient $\left(W_{i \pm}^{\mathrm{tor}}, D_{i \pm}^{\mathrm{tor}}\right)$ is toroidal by [loc. cit., Theorem 1.1.3(i)]. Note also that $\varphi_{i \pm}$ induce toroidal morphisms $\varphi_{i \pm}^{\text {tor }}$ by [loc. cit., Proposition 5.5.2].

We note that in general $W_{i+}^{\text {tor }} \neq W_{(i+1)-}^{\text {tor }}$. The steps $W_{i-} \rightarrow W_{i} \leftarrow W_{i+}$ in the factorization (5) now look as follows:


Remark 5.2.3. In [Abramovich et al. 2002, Lemma 3.2.8] it is stated with a sketch of proof that the ideals $J_{i}$ can be chosen so that $\varphi_{i \pm}^{\text {tor }}$ are isomorphisms. We will not use this statement. We note however that this follows from [Thaddeus 1996, Theorem 3.5]: if the $l$-torific ideal $I_{l}$ generates all $I_{M l}, M \geq 1$, and also $I_{-l}$ generates all $I_{-M l}, M \geq 1$, then once $l,-l \in S_{i}$, where $S_{i}$ is the ample set of characters on $B_{a_{i}}^{\text {sst }}$ used to determine $J_{i}^{B}$ in [Abramovich and Temkin 2017], we have $\varphi_{i \pm}^{\text {tor }}$ are isomorphisms. One can choose such $l$ in a manner functorial for regular surjective morphisms.

### 5.3. Resolution and local charts.

5.3.1. Canonical resolution. Extending the notation of [Abramovich et al. 2002, Section 4.2] to qe schemes with a boundary, we write $W_{i \pm}^{\text {res }} \rightarrow W_{i \pm}$ for the resolution of the pair ( $W_{i \pm}, D_{i \pm}$ ) and denote the preimage of $D_{2}$ in $W_{i \pm}^{\text {res }}$ by $D_{i \pm}^{\mathrm{res}}$. This morphism is functorially projective and is projectively the identity on $U$. In characteristic 0 we use Theorem 2.2.10, and otherwise we invoke Hypothetical Statement 2.2.13(1). Thus, $W_{i \pm}^{\text {res }}$ is regular and $D_{i \pm}^{\text {res }}$ is a simple normal crossings divisor.

Note that the resolution process is independent of the toroidal structures and hence coincides for $\left(W_{(i-1)+}, D_{(i-1)+}\right)=\left(W_{i-}, D_{i-}\right)$. Thus, $\left(W_{(i-1)+}^{\mathrm{res}}, D_{(i-1)+}^{\mathrm{res}}\right)=\left(W_{i-}^{\text {res }}, D_{i-}^{\mathrm{res}}\right)$ and this provides a bridge between $W_{(i-1)+}^{\text {tor }}$ and $W_{i-}^{\text {tor }}$ :

$$
W_{(i-1)+}^{\mathrm{tor}}--\rightarrow W_{(i-1)+}^{\mathrm{res}}=W_{i-}^{\mathrm{res}} \leftarrow--W_{i-}^{\mathrm{tor}}
$$

Remark 5.3.2. Since $W_{1-}=X_{1}^{\prime}$ is regular, $X_{1}^{\prime \prime}:=W_{1-}^{\text {res }}$ is obtained from $X_{1}^{\prime}$ by principalization of $D_{1}^{\prime}$ and similarly $X_{2}^{\prime \prime}:=W_{m-}^{\text {res }}$ is obtained from $X_{2}^{\prime}$ by principalization of $D_{2}^{\prime}$. Both $D_{1}^{\prime}$ and $D_{2}^{\prime}$ are simple normal crossings divisors, so we could alternatively take $W_{1-}^{\mathrm{res}}=X_{1}^{\prime}$ and $W_{m-}^{\mathrm{res}}=X_{m}^{\prime}$. Our choice above helps to make notation uniform, though it results in a slightly longer factorization.

Remark 5.3.3. The singularities requiring resolution in this step are far from general: it is shown in the proof of Lemma 5.3 .7 below that Zariski locally one can obtain a toroidal scheme from ( $W_{i \pm}, D_{i \pm}$ ) simply by enlarging the divisor $D_{i \pm}$. At least over an algebraically closed field they admit resolution of singularities, see [Włodarczyk 2003, Theorem 8.3.2], and it seems reasonable to expect the same in general, and in a functorial manner.
5.3.4. Localization. In Section 5.4 we will connect $W_{i \pm}^{\text {res }}$ and $W_{i \pm}^{\text {tor }}$ by principalizing the ideal $J_{i \pm}^{\text {res }}:=$ $J_{i \pm} \mathcal{O}_{W_{i \pm}^{\text {res }}}$, but to use our principalization conjectures in positive and mixed characteristics we should first check that $J_{i \pm}^{\text {res }}$ is locally monoidal, so we start with defining local toroidal charts of all our constructions. We will work locally at a point $x \in W_{i \pm}$, so consider the localization $W_{x}:=\operatorname{Spec} \mathcal{O}_{W_{i \pm}, x}$. We set $W_{x}^{\text {res }}=W_{i \pm}^{\text {res }} \times{ }_{W_{i \pm}} W_{x}$ and similarly for $W_{x}^{\text {tor }}$ and other $W_{i \pm}$-schemes we will introduce later. For brevity, we also set $B_{x}=B_{a_{i} \pm}^{\text {sst }} \times_{W_{i \pm}} W_{x}, D_{B_{x}}=D_{a_{i} \pm} \times{ }_{B_{a_{i} \pm} \text { sst }} W_{x}$, and $D_{x}=D_{i \pm} \times_{W_{i \pm}} W_{x}$. We use the terminology of [Abramovich and Temkin 2018] regarding strictly local actions and strongly equivariant morphisms, and of [Abramovich and Temkin 2017] regarding simple actions and toroidal actions.
5.3.5. Local toroidal charts. The action of $\mathbb{G}_{m}$ on $B_{x}$ is simple since $\mathbb{G}_{m}$ is connected and local since $B_{x} / / \mathbb{G}_{m}=W_{x}$. Let $O$ be the closed orbit of $B_{x}$ and $G_{O}=\operatorname{Spec}\left(\mathbb{Z}\left[L_{O}\right]\right)$ its stabilizer. Note that $O$ is a torsor under the $k(x)$-group-scheme $\boldsymbol{D}_{K_{O}}:=\operatorname{Spec} k(x)\left[K_{O}\right]$ with $K_{O}=\operatorname{Ker}\left(\mathbb{Z} \rightarrow L_{O}\right)$. We have two possibilities: (1) $O$ is a point (i.e., the action is strictly local), $G_{O}=\mathbb{G}_{m}$, and $L_{O}=\mathbb{Z}$, or (2) the orbit is a torus, $G_{O}=\mu_{n}$, and $L_{O}=\mathbb{Z} / n \mathbb{Z}$. For a toric monoid $P$ we will use the notation $\boldsymbol{A}_{P}=\operatorname{Spec} \mathbb{Z}[P]$ and $\bar{E}_{P}=\boldsymbol{A}_{P} \backslash \boldsymbol{A}_{P \mathrm{gp}}$. By [Abramovich and Temkin 2017, Theorem 3.6.11] there exists a strongly equivariant strict morphism $h:\left(B_{x}, D_{B_{x}}\right) \rightarrow\left(\boldsymbol{A}_{P}, E_{P}\right)$, with a suitable $\mathbb{Z}$-graded toric monoid of the
form $P=\bar{M}_{O} \oplus K_{O} \oplus \mathbb{N}^{\sigma} O$ and $E_{P}=\boldsymbol{A}_{P} \backslash \boldsymbol{A}_{\bar{M}_{O}^{\mathrm{gp}} \oplus K_{O} \oplus \mathbb{N}^{\sigma} O}$. Note that the action on $\left(\boldsymbol{A}_{P}, E_{P}\right)$ is not toroidal, but it becomes toroidal if we enlarge the toroidal structure to $\bar{E}_{P}$.
5.3.6. The quotient charts. Let $M=P_{0}$ be the trivially graded part of $P$. Then $Y:=\boldsymbol{A}_{M}=\boldsymbol{A}_{P} / / \mathbb{G}_{m}$ and we consider the divisor $E=E_{P} / / \mathbb{G}_{m}$ on $Y$, which is a subdivisor of the toroidal divisor $\bar{E}_{M}=\bar{E}_{P} / / \mathbb{G}_{m}$. The $\mathbb{G}_{m}$-action on $\left(\boldsymbol{A}_{P}, E_{P}\right)$ gives rise to the normalized torific ideal $J_{Y}$ on $Y$, and let $Y^{\text {tor }} \rightarrow Y$ be the blowing up along $J_{Y}$. By [Abramovich and Temkin 2017, Theorem 1.1.2(iii)], the torifications of $Y$ and $W_{x}$ are compatible with respect to the quotient morphism $h / / G: W_{x} \rightarrow Y$; namely, $J_{W_{x}}=\left.J_{i \pm}\right|_{W_{x}}$ coincides with $J_{Y} \mathcal{O}_{W_{x}}$ and $W_{x}^{\text {tor }}=W_{x} \times_{Y} Y^{\text {tor }}$.

In addition, consider the resolution $Y^{\text {res }} \rightarrow Y$ of the pair $(Y, E)$ as defined in Theorem 2.2.10 and Hypothetical Statement 2.2.13(1). Since the resolution is $\boldsymbol{A}_{M \mathrm{gp}}$-equivariant, $Y^{\text {res }}$ is a toric scheme too. Recall that the resolution is compatible with toroidal charts: this follows from the functoriality if $X$ is defined over a field, and we use Hypothetical Statement 2.2.13(3) in mixed characteristics. Therefore, $W_{x}^{\mathrm{res}}=W_{x} \times_{Y} Y^{\mathrm{res}}$ and the ideal $J_{i \pm}^{\mathrm{res}}=J_{i \pm} \mathcal{O}_{W_{x}^{\mathrm{res}}}=J_{Y} \mathcal{O}_{W_{x}^{\text {res }}}$ comes from the ideal $J_{Y}^{\text {res }}=J_{Y} \mathcal{O}_{Y^{\mathrm{res}}}$ on $Y^{\mathrm{res}}$.

Lemma 5.3.7. The ideal $J_{i \pm}^{\text {res }}$ is locally monoidal.
Proof. We will work locally at $x \in W_{i \pm}$. Let $\bar{D}_{B_{x}} \subset B_{x}$ and $\bar{D}_{x} \subset W_{x}$ be the preimages of $\bar{E}_{P}$ and $\bar{E}_{M}$, respectively. Since $h$ is strongly equivariant, the induced morphism $\bar{h}:\left(B_{x}, \bar{D}_{B_{x}}\right) \rightarrow\left(\boldsymbol{A}_{P}, \bar{E}_{P}\right)$ is a strongly equivariant toroidal chart. The action on the target of $\bar{h}$ is toroidal; hence the action on the source is toroidal by [Abramovich and Temkin 2017, Lemma 3.1.9(iv)] and $\bar{h} / / G:\left(W_{x}, \bar{D}_{x}\right) \rightarrow\left(Y, \bar{E}_{M}\right)$ is a toroidal chart by [loc. cit., Theorem 1.1.3(iii)].

The resolution $Y^{\text {res }} \rightarrow Y$ is $\boldsymbol{A}_{M}$ sp-equivariant; hence it is obtained by blowing up a toroidal ideal, and if $\bar{E}^{\text {res }}$ denotes the total transform of $\bar{E}_{M}$ then the morphism $\left(Y^{\text {res }}, \bar{E}^{\text {res }}\right) \rightarrow\left(Y, \bar{E}_{M}\right)$ is toroidal. In addition, the pullback of $\bar{h} / / G$ gives rise to a toroidal chart $g:\left(W_{x}^{\text {res }}, \bar{D}_{x}^{\text {res }}\right) \rightarrow\left(Y^{\text {res }}, \bar{E}^{\text {res }}\right)$ with $D_{x}^{\text {res }} \subseteq \bar{D}_{x}^{\text {res }}$. Since the action on $\left(Y, \bar{E}_{M}\right)$ is toroidal, the ideal $J_{Y}$ is toroidal with respect to $\bar{E}_{M}$ by [loc. cit., Lemma 4.4.5(i)]. Thus, $J_{Y}^{\text {res }}$ is toroidal with respect to $\bar{E}^{\text {res }}$ and hence its pullback $J_{i \pm}^{\text {res }}$ is toroidal with respect to $\bar{D}_{x}^{\text {res }}$. The lemma follows.

### 5.4. Tying the maps together.

5.4.1. Principalization of torific ideals. Thanks to Lemma 5.3 .7 we can define $W_{i \pm}^{\text {can }}$ to be the canonical principalization of $J_{i \pm}^{\text {res }}$ in the sense of Section 2.3. It is obtained by a functorial sequence of blowings up of nonsingular centers disjoint from $U$ starting from $W_{i \pm}^{\text {res }}$; see Proposition 2.3.9. In positive and mixed characteristics we require Hypothetical Statement 2.3.6.

By the universal property of blowing up, the maps $W_{i \pm}^{\text {can }}-\rightarrow W_{i \pm}^{\text {tor }}$ are morphisms. The map $W_{i \pm}^{\text {can }} \rightarrow W_{i}$ is a composition of maps given functorially by blowing up ideals restricting to the unit ideal on $U$. By Section 2.1.10 the morphism $W_{i \pm}^{\text {can }} \rightarrow W_{i}$ itself is given by blowing up a functorial ideal $\widetilde{J}_{i \pm}^{\text {can }}$ restricting to the unit ideal on $U$. So, by Lemma 2.1.9 the morphism $W_{i \pm}^{\text {can }} \rightarrow W_{i \pm}^{\text {tor }}$ is given by blowing up the functorial ideal $J_{i \pm}^{\text {can }}=\widetilde{J}_{i \pm}^{\text {can }} \mathcal{O}_{W_{i \pm}^{\text {tor }}}$. By $D_{i \pm}^{\text {can }}$ we denote the total transform of $D_{i \pm}^{\text {tor }}$. Diagram (6) now looks
as follows:


Lemma 5.4.2. The ideal $J_{i \pm}^{\mathrm{can}}$ is toroidal. Thus, $\left(W_{i \pm}^{\mathrm{can}}, D_{i \pm}^{\mathrm{can}}\right) \rightarrow\left(W_{i \pm}^{\mathrm{tor}}, D_{i \pm}^{\mathrm{tor}}\right)$ is a functorial toroidal blowing up.

Proof. Step 1: reduction to toric case. We will work locally at $x \in W_{i \pm}$. We already used in Section 5.3.6 that torification and resolution are compatible with toroidal charts to show, in the notation introduced there, that $W_{x}^{\text {tor }}=W_{x} \times_{Y} Y^{\text {tor }}, W_{x}^{\text {res }}=W_{x} \times_{Y} Y^{\text {res }}$ and $J_{x}^{\text {res }}=J_{Y}^{\text {res }} \mathcal{O}_{W_{x}^{\text {res. }}}$. Let $Y^{\text {can }} \rightarrow Y^{\text {res }}$ be the principalization of $J_{Y}^{\text {res }}$. Then by the same functoriality argument $W_{x}^{\text {can }}=W_{x} \times_{Y} Y^{\text {can }}$.

By the universal property of blowings up, $Y^{\text {can }} \rightarrow Y$ factors through $Y^{\text {tor }}$. We have $Y^{\text {can }}=\mathrm{Bl}_{\tilde{J}_{Y}^{\text {an }}}(Y)$ for a functorial ideal $\widetilde{J}^{\text {can }}$ on $Y$; hence by Lemma 2.1.9, $Y^{\text {can }}=\mathrm{Bl}_{J_{Y}^{\text {can }}}\left(Y^{\text {tor }}\right)$, where $J_{Y}^{\text {can }}=\widetilde{J}_{Y}^{\text {can }} \mathcal{O}_{Y^{\text {tor }}}$. Again, the construction of the ideals $J_{ \pm}^{\text {can }}$ is compatible with charts. So $J_{i \pm}^{\text {can }} \mathcal{O}_{W_{x}^{\text {can }}}$ is the pullback of $J_{Y}^{\text {can }}$. Thus, it suffices to prove that the ideal $J_{Y}^{\text {can }}$ is toroidal.
Step 2: proof in the toric case. It is shown in [Abramovich et al. 2002, Proposition 4.2.1] that $\left(Y^{\text {can }}, E^{\text {can }}\right) \rightarrow\left(Y^{\text {tor }}, E^{\text {tor }}\right)$ is toroidal: here we produce this morphism by blowing up the normalized toroidal ideals of [Abramovich and Temkin 2018] instead of the torific ideal of [Abramovich et al. 2002], but these morphisms have the same equivariance properties. In [Abramovich et al. 2002] the ideal blown up is not shown to be toroidal. This can be shown as follows. As in [loc. cit., Proposition 4.2.2] one constructs an action of $\mathbb{G}_{a}^{k}$ on $(Y, E)$. One shows that the morphism $Y^{\text {tor }} \rightarrow Y$ of charts is equivariant under this action, as well as the normalized torific ideal $J_{Y}$; the scheme $Y^{\text {tor }}$ is written as a product of $\mathbb{G}_{a}^{k}$ with a toric scheme providing its toroidal structure. It suffices to show that the ideal defining the blowing up $Y^{\text {can }} \rightarrow Y^{\text {tor }}$ is a $\mathbb{G}_{a}^{k}$-equivariant monomial ideal, since then its generating monomials are not divisible by the coordinates of the $\mathbb{G}_{a}^{k}$ factor.

Since the blowing up $Y^{\text {res }} \rightarrow Y$ is the canonical resolution of singularities of $(Y, E)$, the ideal defining this blowing up on a toric chart is monomial and $\mathbb{G}_{a}^{k}$-equivariant. Also the torific ideal on $Y^{\text {res }}$ is monomial and $\mathbb{G}_{a}^{k}$-equivariant; therefore the same is true for the ideal defining its functorial principalization $Y^{\text {can }} \rightarrow Y^{\text {res }}$, as required. Note that in the case of nonzero characteristic we have used $\mathbb{G}_{a}^{k}$-equivariance from Hypothetical Statements 2.2.13 and 2.3.6.

The above lemma implies that the composition $W_{i \pm}^{\text {can }} \rightarrow W_{i}^{\text {tor }}$ is a toroidal morphism given by blowing up a functorial toroidal ideal we denote by $\bar{J}_{i \pm}^{\text {can }}$. Let $W_{i}^{\prime} \rightarrow W_{i}^{\text {tor }}$ be the normalized blowing up of the product
ideal $\bar{J}_{i-}^{\text {can }} \bar{J}_{i+}^{\text {can }}$, giving rise to toroidal morphisms $W_{i}^{\prime} \rightarrow W_{i \pm}^{\text {can }}$. By [Illusie and Temkin 2014, Theorem 3.4.9] there is a functorial toroidal resolution of singularities $W_{i}^{\text {tor res }} \rightarrow W_{i}^{\prime}$. This gives the following:
Lemma 5.4.3. There is a toroidal nonsingular modification $W_{i}^{\text {tor res }} \rightarrow W_{i}^{\text {tor }}$ obtained by blowing up a functorial ideal such that the maps $W_{i}^{\text {tor res }} \underset{\rightarrow}{ } W_{i \pm}^{\text {can }}$ are both toroidal morphisms.

Note that these latter maps are again blowings up of the pullbacks of the ideal defining $W_{i}^{\text {tor res }} \rightarrow W_{i}^{\text {tor }}$, which is functorial as well. Since the morphism is toroidal, it induces the identity on $U$, and the toroidal ideal blown up is the unit ideal on $U$.

We now have pieces of the diagram above looking as follows:


All maps are functorially the blowings up of ideals. The top diamond is at the same time toroidal, with maps given by blowings up of functorial toroidal ideals, so the toroidal structure is functorial in $X_{1} \rightarrow X_{2}$. By Proposition 3.1.1, the two top maps $W_{i}^{\text {tor res }} \rightarrow W_{i \pm}^{\text {can }}$ have a functorial toroidal weak factorization; since it is toroidal it induces isomorphisms on $U$. This gives a factorization of the top diamond of the diagram above as follows:


Note that $W_{1-}^{\text {res }}=X_{1}^{\prime \prime}$ and $W_{m-}^{\text {res }}=X_{2}^{\prime \prime}$ by Remark 5.3.2. By construction, $X_{i}^{\prime \prime} \rightarrow X_{i}^{\prime}$ and $X_{i}^{\prime} \rightarrow X_{i}$ are resolutions of normal crossings pairs $\left(X_{i}^{\prime}, D_{i}^{\prime}\right)$ and ( $X_{i}, D_{i}$ ), respectively; hence $X_{i}^{\prime \prime} \rightarrow X_{i}$ factor as sequences of blowings up of regular centers compatible with $U_{i}$ and $D_{i}$ thanks to Assumption 2.2.7. Putting these together we functorially obtain a diagram:


Note that $W_{i}$ are given by blowing up of functorial ideals on $X_{2}$, and that $W_{i \pm}^{\text {res }}$ are obtained by blowing up functorial ideals on $W_{i}$, all restricting to the identity on $U$. Similarly, the terms appearing in the diagonal arrows are given by blowing up of functorial ideals on $W_{i \pm}^{\text {res }}$. By the result of Section 2.1.10 all terms appearing are obtained by blowing up of functorial ideals on $X_{2}$ restricting to the unit ideal on $U$. In the case $X_{i} \backslash U$ are normal crossings divisors, we have guarantees that the same holds for $W_{i \pm}^{\text {res }}$. It follows that the same holds for all terms in the sequence forming $W_{i \pm}^{\text {can }} \rightarrow W_{i \pm}^{\text {res }}$ by the properties of canonical principalization, and for the terms in a factorization of $W_{i}^{\text {tor res }} \rightarrow W_{i \pm}^{\text {can }}$ since these are all nonsingular toroidal schemes. Renaming all these terms $V_{i}, i=1, \ldots, l$, Theorem 1.3.3 follows.
5.5. Summary of resolution steps. Results around resolution of singularities were used in several steps in the proof of Theorem 1.3.3. We recall here these steps and what they require. While our main theorem requires the procedures to be functorial, we emphasize the equivariance and functoriality properties necessary for the factorization theorem to hold even without requiring the factorization to be functorial.

The first resolution process appears in the construction of the birational cobordism in Proposition 4.4.1. This appears explicitly in Step 3a in Appendix A, where we resolve the pair ( $B_{I}, D_{B_{I}}$ ), which has dimension $\operatorname{dim} X_{2}+1$. It is crucial that the process be $\mathbb{G}_{m}$-equivariant.

In Section 5.3 .1 we apply resolution of singularities to $W_{i \pm}$, which has dimension $\operatorname{dim} X_{2}$. The singularities of $W_{i \pm}$ are all locally monomial. Similarly, in Section 5.4 we apply principalization of the ideals $J_{i \pm}^{\text {res }}$, which are locally monoidal ideals. On the other hand these two steps require the resolution and principalization to be equivariant in a strong sense: Lemma 5.4.2 requires the process to be compatible with toric charts, and the process on the toric schemes must be both torus equivariant and $\mathbb{G}_{a}^{k}$-equivariant. Finally, Lemma 5.4.3 requires toroidal resolution of singularities, which is as functorial as one could wish.

## 6. Extending the factorization to other categories

In this section we use the factorization for schemes to construct an analogous factorization for blowings up of formal schemes, complex and nonarchimedean analytic spaces, and stacks. We follow the general outline of the argument in [Temkin 2008, Sections 5.1-5.2], though we decided to elaborate more details related to the relative GAGA issues. In fact, for this construction to work one only needs to have a reasonable comparison theory between algebraic blowing ups and their analytifications, but some of these results do not seem to be covered by the literature, especially in the complex analytic case.
6.1. Stacks. Once functorial factorization for schemes is established, it extends to stacks straightforwardly.
6.1.1. Basic notions. Our terminology concerning stacks follows that of [Temkin 2008, §5.1]. In particular, by a stack we mean an Artin stack $\mathfrak{X}$ and $\mathfrak{X}$ is qe (respectively, regular) if it admits a smooth covering $W \rightarrow \mathfrak{X}$ with $W$ a qe (respectively, a regular) scheme. The definition of blowing up along a closed subscheme is compatible with flat morphisms and hence extends to stacks. We define the regular surjective category of blowings up of stacks $\mathrm{Bl}_{\mathrm{rs}}^{\mathfrak{G t}}$ and the regular surjective category of weak factorizations of blowings up of stacks Fact ${ }_{\mathrm{rs}}^{\mathfrak{S t}}$ as in Definitions 1.3.1 and 1.3.2.
6.1.2. Factorization for stacks. We are now in position to extend the factorization to stacks.

Theorem 6.1.3. There is a functor $\mathrm{Bl}_{\mathrm{rs}}^{\mathfrak{G t}}(\mathrm{char}=0) \rightarrow \mathrm{Fact}_{\mathrm{rs}}^{\mathfrak{G t}}(\mathrm{char}=0)$ from the regular surjective category of blowings up $f: \mathfrak{X}^{\prime} \rightarrow \mathfrak{X}$ in characteristic 0 to the regular surjective category of factorizations

$$
\mathfrak{X}^{\prime}=\mathfrak{X}_{0 \rightarrow-\rightarrow \mathfrak{X}_{1} \rightarrow \cdots \cdots \rightarrow \mathfrak{X}_{l-1} \rightarrow \mathfrak{X}_{l}=\mathfrak{X}}
$$

in characteristic 0 such that the composite

$$
\mathrm{Bl}_{\mathrm{rs}}^{\mathfrak{S t}}(\text { char }=0) \rightarrow \text { Fact }_{\mathrm{rs}}^{\mathfrak{S t}}(\mathrm{char}=0) \rightarrow \mathrm{Bl}_{\mathrm{rs}}^{\mathfrak{S t}}(\mathrm{char}=0)
$$

is the identity. The same holds in positive and mixed characteristics if Hypothetical Statements 2.2.13 and 2.3.6 hold true.

Proof. Choose a smooth covering of $\mathfrak{X}$ by a qe scheme $W$. Then $W$ and $R=W \times \mathfrak{X} W$ are regular qe schemes and the projections $p_{1,2}: R \rightrightarrows W$ are surjective and smooth. The pullbacks $W^{\prime} \rightarrow W$ and $R^{\prime} \rightarrow R$ of $\mathfrak{X}^{\prime} \rightarrow \mathfrak{X}$ are objects of Bl ; hence Theorem 1.3.3 provides their regular factorizations $\left(W_{\mathbf{\bullet}}\right)$ and $\left(R_{\mathbf{\bullet}}\right)$. By the functoriality, these factorizations are compatible with both $p_{1}$ and $p_{2}$. Since both pullbacks of the factorization ( $W_{\bullet}$ ) to $R$ coincide, flat descent implies that ( $W_{0}$ ) comes from a factorization ( $\mathfrak{X}_{0}$ ) of $\mathfrak{X}^{\prime} \rightarrow \mathfrak{X}$.

To see that the factorization ( $\mathfrak{X}$ 。) is independent of a smooth covering $W \rightarrow \mathfrak{X}$, we note that any smooth covering $W^{\prime} \rightarrow \mathfrak{X}$ that factors through $W$ induces the same factorization of $\mathfrak{X}^{\prime} \rightarrow \mathfrak{X}$, as follows from the functoriality of factorization with respect to the morphism $W^{\prime} \rightarrow W$.

Finally, assume that $\left(\mathfrak{Y}^{\prime} \rightarrow \mathfrak{Y}\right) \rightarrow\left(\mathfrak{X}^{\prime} \rightarrow \mathfrak{X}\right)$ is a morphism in $\mathrm{Bl}_{\mathrm{rs}}^{\mathfrak{G t}}$. Then there exist smooth coverings by qe schemes $W \rightarrow \mathfrak{X}$ and $T \rightarrow \mathfrak{Y}$ such that the morphism $\mathfrak{Y} \rightarrow \mathfrak{X}$ lifts to a regular surjective morphism $T \rightarrow W$. It then follows easily from the functoriality of factorization with respect to $T \rightarrow W$ that the factorization for stacks we constructed is compatible with $\mathfrak{Y} \rightarrow \mathfrak{X}$. Thus, the factorization for stacks is functorial.

### 6.2. Geometric spaces.

6.2.1. Categories. We will work with the geometric spaces of the following four classes, that will simply be called spaces:
(1) qe formal schemes as defined in [Temkin 2008, Section 2.4.3].
(2) Semianalytic germs of complex analytic spaces; see Appendix B.
(3) $k$-analytic spaces of Berkovich for a complete nonarchimedean field $k$; see [Berkovich 1993, Section 1].
( $3^{\prime}$ ) Rigid $k$-analytic spaces, where $k$ is as above and nontrivially valued.
To make notation uniform, the category of all such spaces will be denoted by $\mathfrak{S p}$ in each of the four cases.

Remark 6.2.2. (i) The case ( $3^{\prime}$ ) is added for the sake of completeness. It is essentially included in (3) because the category of qcqs (i.e., quasicompact and quasiseparated) rigid spaces is equivalent to the category of compact strictly analytic Berkovich spaces, and all our arguments will be "local enough".
(ii) Probably, there exist other contexts where our methods apply, e.g., semialgebraic geometry. We do not explore this direction here, but we will deal with the above four cases in a uniform way that should make it simpler for the interested reader to extend our results to other possible settings.
6.2.3. Affinoid spaces. We say that a space $X$ is affinoid if it is of the following type:
(1) $X=\operatorname{Spf}(A)$ is affine.
(2) $(\mathcal{X}, X)$ is an affinoid germ of a complex analytic space; see Section B.6.
(3) $X=\mathcal{M}(A)$ is an affinoid $k$-analytic space.
(3') $X=\operatorname{Sp}(A)$ is an affinoid rigid space over $k$.
6.2.4. Admissible affinoid coverings. To simplify the discussion we consider only affinoid coverings $X=\bigcup_{i \in I} X_{i}$ of a qcqs space by its affinoid domains. Such a covering is called admissible if it possesses a finite refinement. Here is the main property of admissible coverings, which may fail for nonadmissible ones (e.g., the covering of a germ $(\mathcal{X}, X)$ by one-pointed subgerms $(\mathcal{X}, x)$ with $x \in X)$.

Lemma 6.2.5. Assume that $X=\bigcup_{i \in I} X_{i}$ is an admissible covering of an affinoid space. Then for any coherent $\mathcal{O}_{X}$-module $\mathcal{F}$ the Čech complex

$$
0 \rightarrow \mathcal{F}(X) \rightarrow \prod_{i} \mathcal{F}\left(X_{i}\right) \rightarrow \prod_{i, j} \mathcal{F}\left(X_{i} \cap X_{j}\right) \rightarrow \cdots
$$

is acyclic.
Proof. For formal schemes this is classical, and for nonarchimedean geometry this is Tate's acyclicity theorem and its extension to Berkovich spaces. It remains to deal with complex germs. It suffices to deal with the case of finite coverings, and then we can replace the direct products with direct sums. Choosing a small enough representative $\mathcal{X}$ of $X$ we can assume that $\mathcal{X}$ is Hausdorff. Choose families of Stein domains $V_{0} \supset V_{1} \cdots$ and $V_{0 i} \supset V_{1 i} \cdots$ for each $i \in I$ such that $X=\bigcap_{n=0}^{\infty} V_{n}$ and $X_{i}=\bigcap_{n=0}^{\infty} V_{n i}$. For each $n \in \mathbb{N}$ the union $\bigcup_{i \in I} V_{n i}$ is a neighborhood of $X$ and hence it contains some $V_{m}$. Let $m=m(n)$ be the minimal number for which the latter happens. The intersections $U_{n i}=V_{m} \cap V_{n i}$ are Stein domains since $\mathcal{X}$ is Hausdorff; hence $V_{m}$ is covered by Stein domains $U_{n i}$ and we obtain the acyclic Čech complex

$$
0 \rightarrow \mathcal{F}\left(V_{m}\right) \rightarrow \bigoplus_{i} \mathcal{F}\left(U_{n i}\right) \rightarrow \bigoplus_{i, j} \mathcal{F}\left(U_{n i} \cap U_{n j}\right) \rightarrow \cdots
$$

Since $\lim _{n \rightarrow \infty} m(n)=\infty$ and $X_{i}=\bigcap_{n} U_{n i}$, passing to the limit on $n$ we obtain the sequence from the formulation of the lemma. It remains to use that the filtered colimit is an exact functor.
6.2.6. Regular spaces. Each category of spaces possesses a natural notion of regular spaces; see [Temkin 2008, Section 5.2.2]. In fact, a space $X$ is regular if it possesses an admissible affinoid covering $X=\bigcup_{i} X_{i}$ such that the rings $A_{i}=\mathcal{O}_{X}\left(X_{i}\right)$ are regular. In particular, it follows from Lemma B.6.1 that a germ of analytic space $(\mathcal{X}, X)$ is regular if and only if $\mathcal{X}$ is smooth in a neighborhood of $X$.

By $\mathfrak{S p}_{\text {reg }}$ we denote the full subcategory of $\mathfrak{S p}$ consisting of quasicompact regular objects, and we do not impose any separatedness assumption.
6.2.7. Smooth and regular morphisms. Also, the category $\mathfrak{S p}$ has a natural notion of smooth morphisms. In cases (1), (2) and ( $3^{\prime}$ ) this is the classical notion (with the obvious adjustment in (2)) and in (3) this is the notion of quasismooth morphisms as defined in [Ducros 2018, Section 5].

In cases (2), (3) and (3') any morphism is of finite type, so we identify the notions of smooth and regular morphisms. Regular morphisms of qe formal schemes were defined in [Temkin 2008, 2.4.12]: a morphism $f: Y \rightarrow X$ is called regular if it admits an open covering of the form $f_{i}: \operatorname{Spf}\left(B_{i}\right) \rightarrow \operatorname{Spf}\left(A_{i}\right)$ such that the homomorphisms $A_{i} \rightarrow B_{i}$ are regular.

Lemma 6.2.8. If $Y \rightarrow X$ is a regular morphism of affinoid spaces in $\mathfrak{S p}$ then the homomorphism $\mathcal{O}_{X}(X) \rightarrow \mathcal{O}_{Y}(Y)$ is regular.

Proof. Case (1) is covered by [Temkin 2008, Lemma 2.4.6]. Case (3), and hence also case ( $3^{\prime}$ ), follows from [Ducros 2009, Theorem 3.3; 2018, Theorem 5.5.3] and the fact that for any affinoid space $Z=\mathcal{M}(C)$ the map $Z \rightarrow \operatorname{Spec}(C)$ is surjective by [Berkovich 1993, Proposition 2.1.1]. Case (2) is dealt with similarly using that if $Z$ is an affinoid germ, $z \in Z$ and $f: Z \rightarrow T=\operatorname{Spec}\left(\mathcal{O}_{Z}(Z)\right)$ is the natural map then $f(Z)$ is the set of all closed points and the homomorphism $\mathcal{O}_{T, f(z)} \rightarrow \mathcal{O}_{Z, z}$ is regular by Lemma B.6.1.
6.3. Relative GAGA. Assume that $X$ is an affinoid space, $A=\mathcal{O}_{X}(X)$ and $\mathcal{X}=\operatorname{Spec} A$. Relative GAGA relates the theory of $\mathcal{X}$-schemes and $X$-spaces.
6.3.1. Analytification functor. There exists an analytification/formal completion functor from $\mathcal{X}$-schemes of finite type to $X$-spaces. For uniformity, we will usually call this functor analytification and set $\mathcal{Y} \mapsto Y=\mathcal{Y}^{\text {an }}$. It is constructed as follows:
(i) The analytification of $\mathbb{A}_{\mathcal{X}}^{n}$ is $\mathbb{A}_{X}^{n}$.
(ii) If $\mathcal{Y}$ is $\mathcal{X}$-affine, say $\mathcal{Y}=\operatorname{Spec} B$ with $B=A\left[t_{1}, \ldots, t_{n}\right] /\left(f_{1}, \ldots, f_{m}\right)$, then $\mathcal{Y}^{\text {an }}$ is the vanishing locus of $f_{1}, \ldots, f_{m}$ in $\mathbb{A}_{X}^{n}$. It is easily seen to be independent of the $A$-presentation of $B$.
(iii) The construction in (ii) is compatible with localizations, so in general one covers $\mathcal{Y}$ by $\mathcal{X}$-affine schemes $\mathcal{Y}_{i}$ and glues $\mathcal{Y}^{\text {an }}$ from $\mathcal{Y}_{i}^{\text {an }}$.
6.3.2. The analytification map. There exist natural analytification maps $\pi_{\mathcal{Y}}: \mathcal{Y}^{\text {an }} \rightarrow \mathcal{Y}$ which can be constructed through the steps (i)-(iii), or directly (ii) and (iii). Let us describe them in the affine case $\mathcal{Y}=\operatorname{Spec} B$ :
(1) The map is $\operatorname{Spf} B \hookrightarrow \operatorname{Spec} B$. It is injective and the image is the set of open prime ideals of $B$.
(2)/(3') The map $\mathcal{Y}^{\text {an }} \rightarrow \mathcal{Y}$ is injective and its image is the set of maximal ideals of $B$.
(3) The map $\mathcal{Y}^{\text {an }} \rightarrow \mathcal{Y}$ is surjective; see [Berkovich 1993, Proposition 2.6.2].
6.3.3. Sheaves. The analytification functor also extends to coherent sheaves: for any $\mathcal{X}$-scheme $\mathcal{Y}$ of finite type there exists an analytification functor $\operatorname{Coh}(\mathcal{Y}) \rightarrow \operatorname{Coh}\left(\mathcal{Y}^{\text {an }}\right)$ given by $\mathcal{F}^{\text {an }}=\pi_{\mathcal{Y}}^{*} \mathcal{F}$.
6.3.4. Properties. For each $\mathcal{X}$-proper scheme $\mathcal{Y}$ the analytification functor $\operatorname{Coh}(\mathcal{Y}) \xrightarrow{\sim} \operatorname{Coh}(Y)$ is an equivalence of categories. In particular, the analytification functor induces an equivalence between the categories of projective $\mathcal{X}$-schemes and $X$-spaces. The references are:
(1) Grothendieck's existence theorem [EGA III $_{1}$ 1961, 5.1.4].
(2) Theorem C.1.1 below.
(3) The analytification was introduced in [Berkovich 1993, Section 2.6], and comparison of coherent sheaves can be found in [Poineau 2010, Theorem A.1].
(3') Köpf's theorem [1974, Sections 5 and 6]; see also [Conrad 2006, Example 3.2.6].
6.3.5. Analytification and regularity. Various properties are respected by analytification, but for our needs we only need to study the situation with regularity.

Proposition 6.3.6. Assume that $X$ is an affinoid space with $A=\mathcal{O}_{X}(X), \mathcal{X}=\operatorname{Spec}(A)$, and $\mathcal{Y}$ is an $\mathcal{X}$-scheme of finite type with $Y=\mathcal{Y}^{\text {an }}$, then:
(i) If $\mathcal{Y}$ is regular then $Y$ is regular.
(ii) Conversely, assume that $Y$ is regular. Then
(a) in cases (2), (3) and (3'), $\mathcal{Y}$ is regular,
(b) in case (1) assume also that $\mathcal{Y}$ is $\mathcal{X}$-proper, and then $\mathcal{Y}$ is regular.

Proof. Note that case ( $3^{\prime}$ ) follows from (3) since a qcqs rigid space can be enhanced to an analytic space, and the regularity is preserved. We will study cases (1), (2) and (3) separately, but let us first make a general remark. The claims (i) and (iia) are local on $\mathcal{Y}$, so we can assume that $\mathcal{Y}=\operatorname{Spec} B$ for a finitely generated $A$-algebra $B$ in these cases.

Case (1): In this case, $A$ is an $I$-adic ring and $X=\operatorname{Spf} A$. Since $A$ is qe, $B$ is qe and so the $I$-adic completion homomorphism $B \rightarrow \widehat{B}$ is regular. This implies (i) since if $B$ is regular then $\widehat{B}$ is regular, and so $\operatorname{Spf} \widehat{B}$ is regular.

Let us prove (ii). Since $A$ is $I$-adic, $I$ is contained in the Jacobson radical of $A$, see [Atiyah and Macdonald 1969, Proposition 10.15(iv)], and so any point of $\mathcal{X}$ has a specialization in $\mathcal{X}_{s}:=V(I)$. By the properness of $f: \mathcal{Y} \rightarrow \mathcal{X}$, any point of $\mathcal{Y}$ has a specialization in $\mathcal{Y}_{s}:=f^{-1}\left(\mathcal{X}_{s}\right)$; hence it suffices to prove the following claim: if $\mathcal{Y}$ is of finite type over $\mathcal{X}$ and $Y$ is regular, then $\mathcal{Y}$ is regular at any point $y \in \mathcal{Y}_{s}$.

The latter claim is local around $y$; hence we can assume, again, that $\mathcal{Y}=\operatorname{Spec} B$. Let $m \subset B$ be the ideal corresponding to $y$; then the $m$-adic completion $B \rightarrow \widehat{B}_{m}$ factors through the $I$-adic completion
$B \rightarrow \widehat{B}$, and so $\widehat{B}_{m}$ is the completion of $\widehat{B}$ along $m \widehat{B}$. Since $X$ is qe, $\widehat{B}$ is qe and so $\widehat{B} \rightarrow \widehat{B}_{m}$ is regular. By our assumption $\widehat{B}$ is regular; hence $\widehat{B}_{m}$ is regular too. The homomorphism $B_{m} \rightarrow \widehat{B}_{m}$ is faithfully flat; hence $B_{m}$ is regular and we win.
Case (3): In this case, $A$ is $k$-affinoid and $X=\mathcal{M}(A)$. Consider a point $y \in Y$ and set $\boldsymbol{y}=\pi_{\mathcal{Y}}(y) \in \mathcal{Y}$. By [Ducros 2018, Lemma 2.4.6(1)], $\mathcal{Y}$ is regular at $\boldsymbol{y}$ if and only if $Y$ is regular at $y$. Since $\pi_{\mathcal{Y}}$ is surjective this implies that $\mathcal{Y}$ is regular if and only if $Y$ is regular.
Case (2): If $y \in Y$ and $\boldsymbol{y}=\pi_{\mathcal{Y}}(y)$ then it follows easily from Lemma B.6.1 that the homomorphism $f_{y}: \mathcal{O}_{\mathcal{Y}, \boldsymbol{y}} \rightarrow \mathcal{O}_{Y, y}$ induces an isomorphism of the completions. A local ring is regular if and only if its completion is regular; hence $\mathcal{O}_{\mathcal{Y}, \boldsymbol{y}}$ is regular if and only if $\mathcal{O}_{Y, y}$ is regular. Since the image of $\pi_{\mathcal{Y}}$ contains all closed points, we obtain that $Y$ is regular if and only if $\mathcal{Y}$ is regular.

### 6.4. The factorization theorem.

6.4.1. Blowings up. Each of the categories $\mathfrak{S p}$ has a natural notion of blowings up $f: X^{\prime} \rightarrow X$ along ideals; e.g., see [Temkin 2008, Sections 2.4.4 and 5.1.2]. In fact, $B l_{I}(X)$ can be described as follows: if $Y \subset X$ is an affinoid domain, $\mathcal{Y}=\operatorname{Spec}\left(\mathcal{O}_{X}(Y)\right)$ and $\mathcal{I} \subset \mathcal{O}_{\mathcal{Y}}$ is induced by $I$, then the restriction of $f$ onto $Y$ is the analytification of the blowing up $B l_{\mathcal{I}}(\mathcal{Y}) \rightarrow \mathcal{Y}$. We will only consider blowings up with nowhere-dense centers.
6.4.2. Weak factorization. By a weak factorization of $X_{1} \rightarrow X_{2}$ we mean a diagram

$$
X_{1}=V_{0}-\stackrel{\phi_{1}}{-} V_{1}-\stackrel{\phi_{2}}{-} \rightarrow \stackrel{\phi_{l-1}}{\longrightarrow} V_{l-1}-\stackrel{\phi_{l}}{\rightarrow} V_{l}=X_{2}
$$

along with subspaces $Z_{i}$ and ideal sheaves $J_{i}$ satisfying conditions (1)-(5) of Section 1.2, where in (2) and (4) the word "scheme" is replaced with "space". For brevity of notation, such a datum will be denoted by ( $V_{\bullet}, \phi_{\bullet}, Z_{\bullet}$ ).

We define the regular surjective category of blowings up $\mathrm{Bl}_{\mathrm{rs}}^{\mathfrak{S p}}$ in $\mathfrak{S p}$ and the regular surjective category of weak factorizations Fact $_{\mathrm{rs}}^{\mathfrak{S p}}$ on $\mathfrak{S p}$ as in Definitions 1.3.1 and 1.3.2. By definition, these categories are fibered over the category of regular spaces with regular morphisms, and the fibers over a regular space $X$ will be denoted by $\mathrm{Bl}(X)$ and $\operatorname{Fact}(X)$. Thus, $\mathrm{Bl}(X)$ is the set of blowings up $X^{\prime} \rightarrow X$ with regular $X$ and $\operatorname{Fact}(X)$ is the set of all regular factorizations of blowings up of $X$.

Lemma 6.4.3. Let $X$ be an affinoid space, $A=\mathcal{O}_{X}(X)$ and $\mathcal{X}=\operatorname{Spec} A$. Then the analytification functor $\mathcal{Y} \mapsto \mathcal{Y}^{\text {an }}$ induces bijections $\mathrm{Bl}(X) \xrightarrow{\sim} \mathrm{Bl}(\mathcal{X})$ and $\operatorname{Fact}(X) \xrightarrow{\sim} \operatorname{Fact}(\mathcal{X})$.

Proof. By the relative GAGA, see Section 6.3.4, analytification induces a bijection between the blowings up $X^{\prime} \rightarrow X$ and $\mathcal{X}^{\prime} \rightarrow \mathcal{X}$. By Proposition 6.3.6, $X^{\prime}$ is regular if and only if $\mathcal{X}^{\prime}$ is regular; hence $\mathrm{Bl}(X) \xrightarrow{\sim} \mathrm{Bl}(\mathcal{X})$. The second bijection is proved similarly, but this time one also relates regularity of the centers in the factorizations.
6.4.4. The main theorem. We are now in position to prove the following analogue of Theorem 1.3.3.

Theorem 6.4.5. There is a functor $\mathrm{Bl}_{\mathrm{rs}}^{\mathfrak{S p}}(\operatorname{char}=0) \rightarrow \operatorname{Fact}_{\mathrm{rs}}^{\mathfrak{S p}}(\mathrm{char}=0)$ from the regular surjective category of blowings up $f: X^{\prime} \rightarrow X$ in characteristic 0 to the regular surjective category of factorizations

$$
X^{\prime}=V_{0}--\rightarrow V_{1}--\rightarrow \cdots \rightarrow V_{l-1} \rightarrow-\rightarrow V_{l}=X
$$

in characteristic 0 such that the composite

$$
\mathrm{Bl}_{\mathrm{rs}}^{\mathfrak{G p}}(\text { char }=0) \rightarrow \mathrm{Fact}_{\mathrm{rs}}^{\mathfrak{S p}}(\text { char }=0) \rightarrow \mathrm{Bl}_{\mathrm{rs}}^{\mathfrak{S p}}(\text { char }=0)
$$

is the identity. The same holds in positive and mixed characteristics if Hypothetical Statements 2.2.13 and 2.3.6 hold true.

Proof. First, let us construct a factorization of $f: X^{\prime} \rightarrow X$. Fix an admissible affinoid covering $X=\bigcup_{i=1}^{n} X_{i}$ and set $X_{i}^{\prime}=X_{i} \times{ }_{X} X^{\prime}$. The rings $A_{i}=\mathcal{O}_{X}\left(X_{i}\right)$ are qe, see [Temkin 2008, Section 5.2.3], so the scheme $\mathcal{X}=\coprod_{i=1}^{n} \mathcal{X}_{i}$ with $\mathcal{X}_{i}=\operatorname{Spec}\left(A_{i}\right)$ is noetherian and qe. Let $I$ be the ideal defining $f$ and let $I_{i} \subset A_{i}$ be its restrictions. Consider the blowings up $F_{i}: \mathcal{X}_{i}^{\prime} \rightarrow \mathcal{X}_{i}$ defined by $I_{i}$. The analytification of $F_{i}$ is the restriction $f_{i}$ of $f$ over $X_{i}$ by the relative GAGA; hence $\mathcal{X}_{i}^{\prime}$ is regular by Proposition 6.3.6(ii).

Set $\mathcal{X}^{\prime}=\coprod_{i=1}^{n} \mathcal{X}_{i}^{\prime}$ and consider the factorization $\left(\mathcal{V}_{\bullet}, \Phi_{\bullet}, \mathcal{Z}_{\bullet}\right)$ of the blowing up $F: \mathcal{X}^{\prime} \rightarrow \mathcal{X}$. For each $i$, it induces a factorization $\left(\mathcal{V}_{i, \bullet}, \Phi_{i, \bullet}, \mathcal{Z}_{i, \bullet}\right)$ of $F_{i}: \mathcal{X}_{i}^{\prime} \rightarrow \mathcal{X}_{i}$ and the analytification of the latter is a factorization of $f_{i}: X_{i}^{\prime} \rightarrow X_{i}$ that will be denoted by $\left(V_{i, \boldsymbol{\bullet}}, \phi_{i, \boldsymbol{\bullet}}, Z_{i, \mathbf{\bullet}}\right)$.

We claim that the latter factorizations glue to a factorization of $f$. It suffices to prove that for any $i, j$ and an affinoid domain $Y \subset X_{i} \cap X_{j}$, the restrictions of $\left(V_{i, \boldsymbol{\bullet}}, \phi_{i, \boldsymbol{\bullet}}, Z_{i, \boldsymbol{\bullet}}\right)$ and $\left(V_{j, \boldsymbol{\bullet}}, \phi_{j, \boldsymbol{\bullet}}, Z_{j, \boldsymbol{\bullet}}\right)$ onto $Y$ coincide. Set $B=\mathcal{O}_{X}(Y)$ and $\mathcal{Y}=\operatorname{Spec}(B)$, and let $G: \mathcal{Y}^{\prime} \rightarrow \mathcal{Y}$ be the blowing up along the ideal induced by $I$. In particular, the analytification $g: Y^{\prime} \rightarrow Y$ of $G$ is the restriction of $f$. The regular homomorphisms $A_{i} \rightarrow B$ and $A_{j} \rightarrow B$ induce regular morphisms $h_{i}, h_{j}: \mathcal{Y} \rightarrow \mathcal{X}$ such that $G$ is the pullback of $F$ with respect to either of these morphisms. The factorizations of $G$ induced from $\left(\mathcal{V}_{\bullet}, \Phi_{\bullet}, \mathcal{Z}_{\bullet}\right)$ via $h_{i}$ and $h_{j}$ coincide by Lemma 6.4.6 below. It remains to note that the factorizations of $g$ induced from the factorizations of $f_{i}$ and $f_{j}$ are the analytifications of these factorizations of $G$.

We have constructed a factorization of $f$. The same argument as was used to glue local factorizations to a global one shows that the construction is independent of the affinoid covering. Finally, compatibility of factorization with a regular morphism $h: Y \rightarrow X$ is deduced in the same way from Lemma 6.2.8 and compatibility with regular morphisms of factorization for schemes.

The following result is an analogue of [Temkin 2008, Lemma 2.3.1].
Lemma 6.4.6. Assume that $\mathcal{F}: \mathrm{Bl} \rightarrow$ Fact is a factorization functor, $f: X^{\prime} \rightarrow X$ and $g: Y^{\prime} \rightarrow Y$ are two blowings up with regular source and target and $h_{i}: Y \rightarrow X$ with $i=1,2$ are two regular morphisms such that $h_{i}^{*}(f)=g$. Then the pullbacks of $\mathcal{F}(f)$ to a factorization of $g$ via $h_{1}$ and $h_{2}$ coincide.

Proof. Extend $h_{i}$ to morphisms $\phi_{i}: Y \amalg X \rightarrow X$ so that the map on $X$ is the identity. Each $\phi_{i}$ is a surjective regular morphism; hence the pullback of $\mathcal{F}(f)$ to $Y \coprod X$ via $\phi_{i}$ coincides with the factorization of the blowing up $Y^{\prime} \coprod X^{\prime} \rightarrow Y \coprod X$. Restricting the latter onto $Y$ coincides with $h_{i}^{*}(\mathcal{F}(f))$.

Remark 6.4.7. (i) An analogue of Lemma 6.4.6 holds true in any category $\mathfrak{S p}$ and the above proof applies verbatim.
(ii) Although $h_{i}^{*}(\mathcal{F}(f))$ coincide, they can differ from $\mathcal{F}(g)$ when $h_{i}$ are not surjective. See also [Temkin 2008, Remark 2.3.2(ii)].

## Appendix A: Construction of a birational cobordism via deformation to the normal cone

Proof of Proposition 4.4.1. We follow the construction of [Abramovich et al. 2002, Theorem 2.3.1] word for word, except we make it even more explicit and check functoriality.

Step 1: cobordism $B_{\mathcal{O}}$ for trivial blowing up. We start with

$$
B_{\mathcal{O}}=\mathbb{P}_{X_{2}}^{1}=\mathbb{P}\left(\mathcal{O}_{X_{2}} \cdot T_{0} \oplus \mathcal{O}_{X_{2}} \cdot T_{1}\right)=: \mathbb{P}_{X_{2}}\left(E_{\mathcal{O}}\right)
$$

with its projection $\pi_{0}: B_{\mathcal{O}} \rightarrow X_{2}$. Providing the generators $T_{0}$ and $T_{1}$ with $\mathbb{G}_{m}$-weights 0 and 1 , the scheme $B_{\mathcal{O}}$ is a birational cobordism for the identity morphism with the trivial ideal (1), with the standard action of $\mathbb{G}_{m}$ linearized, except that it does not satisfy Assumption 4.2.2. But that may be achieved after the fact by taking the symmetric square. The construction is clearly functorial.
Step 2a: construction of a singular cobordism $B_{I}$. Assume $X_{1}$ is given as the blowing up of the ideal $I$ on $X_{2}$. We blow up the $\mathbb{G}_{m}$-equivariant ideal $I^{B}:=I \otimes \mathcal{O}_{B_{\mathcal{O}}}+I_{\{0\}}$ on $B_{\mathcal{O}}$, where $I_{\{0\}}$ is the defining ideal of $\{0\} \times X_{2}$. The ideal is clearly the unit ideal on $\mathbb{P}_{U}^{1}$. This blowing up gives rise to a $\mathbb{G}_{m}$-scheme $B_{I}$ and projective morphism $\pi_{I}: B_{I} \rightarrow B_{\mathcal{O}}$; this is evidently functorial in $\phi$. The arguments of Section 2.1.10 show that $\pi^{B_{I} / X_{2}}:=\pi_{0} \circ \pi_{I}: B_{I} \rightarrow X_{2}$ is projective, again in a functorial manner. In particular $B_{I} \subset \mathbb{P}\left(E_{I}\right)$ for some functorial $\mathbb{G}_{m}$-sheaf $E_{I}$.

Step 2b: coordinates of $B_{I}$. Let us make the construction of the previous step explicit: write $F_{I}=$ $\pi_{0 *} I^{B}(1)=I \cdot U_{0} \oplus \mathcal{O}_{X_{2}} \cdot U_{1}$ with $U_{0}, U_{1}$ having corresponding $\mathbb{G}_{m}$-weights 0 and 1 . Let

$$
E_{I}=F_{I} \otimes E_{\mathcal{O}}=I \cdot U_{0} T_{0} \oplus\left(\mathcal{O}_{X_{2}} \cdot U_{1} T_{0} \oplus I \cdot U_{0} T_{1}\right) \oplus \mathcal{O}_{X_{2}} \cdot U_{1} T_{1}
$$

with corresponding $\mathbb{G}_{m}$-weights 0,1 and 2 . Again it does not satisfy Assumption 4.2.2, but again that may be achieved after the fact by taking the symmetric square.

We have a surjection $\pi_{0}^{*} F_{I} \rightarrow I^{B}(1)$ where the first coordinate sends $f \cdot U_{0} \mapsto f T_{0}$ and the second sends $U_{1} \mapsto T_{1}$. We thus have $\mathbb{G}_{m}$-equivariant closed embeddings

$$
\begin{aligned}
B_{I}=\mathrm{Bl}_{I^{B}}\left(B_{\mathcal{O}}\right)=\mathrm{Bl}_{I^{B}(1)}\left(B_{\mathcal{O}}\right) & \subset \mathbb{P}_{B_{\mathcal{O}}}\left(\pi_{0}^{*} F_{I}\right)=\mathbb{P}_{X_{2}}\left(F_{I}\right) \times_{X_{2}} B_{\mathcal{O}}=\mathbb{P}_{X_{2}}\left(F_{I}\right) \times_{X_{2}} \mathbb{P}_{X_{2}}\left(E_{\mathcal{O}}\right) \\
& \subset \mathbb{P}_{X_{2}}\left(F_{I} \otimes E_{\mathcal{O}}\right)=\mathbb{P}_{X_{2}}\left(E_{I}\right),
\end{aligned}
$$

where $\mathrm{Bl}_{I^{B}(1)}\left(B_{\mathcal{O}}\right)$ denotes the blowing up of the fractional ideal $I^{B}(1)$ and the last inclusion is the Segre embedding.

We describe $B_{I}=\operatorname{Proj}_{X_{2}} A$ as follows. The algebra

$$
A:=\bigoplus_{d}\left(I^{d} \cdot T_{0}^{2 d} \oplus I^{d-1} \cdot T_{0}^{2 d-1} T_{1} \oplus \cdots \oplus \mathcal{O}_{X_{2}} \cdot T_{0} T_{1}^{2 d-1} \oplus \mathcal{O}_{X_{2}} \cdot T_{1}^{2 d}\right)
$$

with terms $I^{d-k} \cdot T_{0}^{j} T_{1}^{k}$ when $j>k$ and $\mathcal{O}_{X_{2}} \cdot T_{0}^{j} T_{1}^{k}$ when $j \leq k$, is a graded $\mathbb{G}_{m}$-weighted quotient $\operatorname{Sym}^{\cdot} E_{I} \rightarrow A$, where we set $U_{j}=T_{j}$ and map $I^{\otimes d} \rightarrow I^{d}$.

We note that $B_{I}$ admits an equivariant projection morphism $B_{I} \rightarrow B_{\mathcal{O}}=\mathbb{P}_{X_{2}}\left(E_{\mathcal{O}}\right)$ which is an isomorphism away from the divisor $\left(T_{1}^{2}\right)$, and an equivariant projection morphism $B_{I} \rightarrow \mathbb{P}_{X_{2}}\left(F_{I}\right)$, whose image is the closed subscheme we denote by

$$
\mathbb{P}_{X_{2}}\left(F_{I}\right)^{\prime}:=\operatorname{Proj}_{X_{2}} \bigoplus_{n \geq 0}\left(\bigoplus_{j=0}^{n} I^{j}\right)
$$

The morphism $B_{I} \rightarrow \mathbb{P}_{X_{2}}\left(F_{I}\right)^{\prime}$ is an isomorphism away from the zero section $\operatorname{Proj}_{X_{2}} \bigoplus_{n \geq 0} \mathcal{O}_{X_{2}} \subset \mathbb{P}_{X_{2}}\left(F_{I}\right)^{\prime}$, whose complement is the total space $\operatorname{Spec} \operatorname{Sym}\left(\left(I O_{X_{1}}\right)^{-1}\right)$ of the invertible sheaf $I \mathcal{O}_{X_{1}}$ on $X_{1}$.
Step 2c: stable and unstable loci for weight 1 . The homogeneous Cartier divisor $\left(T_{0} T_{1}\right)$ is the union of two regular subschemes: $X_{1}=\operatorname{Proj}_{X_{2}} \bigoplus_{n \geq 0}\left(I^{n} \cdot T_{0}^{2 n}\right)$, which is the zero locus of $\left(T_{0} T_{1}, T_{1}^{2}\right)$, and $X_{2}=\operatorname{Proj}_{X_{2}} \bigoplus_{n \geq 0}\left(\mathcal{O}_{X_{2}} \cdot T_{1}^{2 n}\right)$, which is the zero locus of $\left(T_{0} T_{1}, I \cdot T_{0}^{2}\right)$. Since the zero locus of the "irrelevant ideal" $\left(I \cdot T_{0}^{2}, T_{0} T_{1}, T_{1}^{2}\right)$ is empty, these two subschemes are disjoint. In particular each is a regular Cartier divisor. It follows that both $X_{1}$ and $X_{2}$ lie in the regular locus $B_{I}^{\text {reg }}$, which is open since $B_{I}$ is of finite type over the qe scheme $X_{2}$.

We have $X_{1}=B_{I} \cap \mathbb{P}_{X_{2}}\left(\left(E_{I}\right)_{0}\right)$ and $X_{2}=B_{I} \cap \mathbb{P}_{X_{2}}\left(\left(E_{I}\right)_{2}\right)$, where the indices 0 and 2 denote the components with given $\mathbb{G}_{m}$-weight (the variable $a$ in Section 4.2). Their union $\left(T_{0} T_{1}\right)$ is the unstable locus $\left(B_{I}\right)_{a}^{\mathrm{un}} 1$. The complement is affine, explicitly

$$
\begin{aligned}
\left(B_{I}\right)_{1}^{\text {sst }} & =\operatorname{Spec}_{X_{2}} A\left[\left(T_{0} T_{1}\right)^{-1}\right]_{\text {degree }=0} \\
& =\operatorname{Spec}_{X_{2}}\left(\cdots \oplus I^{2}\left(\frac{T_{0}}{T_{1}}\right)^{2} \oplus I\left(\frac{T_{0}}{T_{1}}\right) \oplus \mathcal{O}_{X_{2}} \oplus \mathcal{O}_{X_{2}}\left(\frac{T_{1}}{T_{0}}\right) \oplus \mathcal{O}_{X_{2}}\left(\frac{T_{1}}{T_{0}}\right)^{2} \oplus \cdots\right)
\end{aligned}
$$

This scheme is in general singular, but the quotient is simpler:

$$
\left(B_{I}\right)_{1}^{\text {sst }} / / \mathbb{G}_{m}=\operatorname{Spec}_{X_{2}} \mathcal{O}_{X_{2}}=X_{2}
$$

Step 2d: stable and unstable loci for weight 2. The projective Cartier divisor ( $T_{1}^{2}$ ) can be identified as

$$
\left(B_{I}\right)_{a}^{\mathrm{un}} 2=\mathbb{P}_{X_{2}}\left(I \cdot T_{0}^{2}\right) \cup \mathbb{P}_{Z(I)}\left(I / I^{2} \cdot T_{0}^{2} \oplus \mathcal{O} \cdot T_{0} T_{1}\right)=X_{1} \cup C(Z(I))
$$

where $C(Z(I))$ is the normal cone. The complement is again affine, of the form

$$
\begin{aligned}
\left(B_{I}\right)_{2}^{\text {sst }} & =\operatorname{Spec}_{X_{2}} A\left[T_{1}^{-1}\right]_{\text {degree }=0} \\
& =\operatorname{Spec}_{X_{2}}\left(\cdots \oplus \mathcal{O}_{X_{2}}\left(\frac{T_{0}}{T_{1}}\right)^{2} \oplus \mathcal{O}_{X_{2}}\left(\frac{T_{0}}{T_{1}}\right) \oplus \mathcal{O}_{X_{2}}\right)=\mathbb{A}_{X_{2}}^{1}
\end{aligned}
$$

Thus,

$$
\left(B_{I}\right)_{2}^{\text {sst }} / / \mathbb{G}_{m}=\operatorname{Spec}_{X_{2}} \mathcal{O}_{X_{2}}=X_{2}
$$

and the morphism $\left(B_{I}\right)_{2}^{\text {sst }} \rightarrow X_{2}$ is smooth. Another way to see this is to notice that the map $B_{I} \rightarrow B_{\mathcal{O}}$ restricts to an open embedding on $\left(B_{I}\right)_{2}^{\text {sst }}$, and the image is the complement of $\{0\} \times X_{2}$.

Step 2e: stable and unstable loci for weight 0 . The projective zero locus of $\left(I \cdot T_{0}\right)^{2}$ can be identified as

$$
\left(B_{I}\right)_{a}^{\mathrm{un}} 0=\mathbb{P}_{X_{2}}\left(\mathcal{O}_{X_{2}} \cdot T_{1}^{2}\right) \cup \mathbb{P}_{Z(I)}\left(\mathcal{O}_{X_{2}} \cdot T_{0} T_{1} \oplus \mathcal{O}_{X_{2}} \cdot T_{1}^{2}\right)=X_{2} \cup \mathbb{P}_{Z(I)}^{1}
$$

The complement is not necessarily affine, as $I$ is not necessarily principal. However, recalling the sheaf $F_{I}$ from Step 2 b , the morphism $\left(B_{I}\right)_{0}^{\text {sst }} \rightarrow \mathbb{P}_{X_{2}}\left(F_{I}\right)$ is an open embedding, whose image is the complement of the zero section. So $\left(B_{I}\right)_{0}^{\text {sst }}$ is the total space of the invertible sheaf $I \mathcal{O}_{X_{1}}$ on $X_{1}$. Thus, $\left(B_{I}\right)_{0}^{\text {sst }} / / \mathbb{G}_{m}=X_{1}$ and the morphism $\left(B_{I}\right)_{0}^{\text {stt }} \rightarrow X_{1}$ is smooth.

Step 3a: resolving $\left(B_{I}, D_{B_{I}}\right)$. Let $D_{B_{I}} \subset B_{I}$ be the preimage of $D_{2}$. Applying resolution of pairs to $\left(B_{I}, D_{B_{I}}\right.$ ) we obtain a functorial projective $\mathbb{G}_{m}$-equivariant morphism $B \rightarrow B_{I}$ such that $B$ is regular and the preimage $D_{B} \subset B$ of $D_{2}$ is a simple normal crossings divisor. Here we use Theorem 2.2.10 if the characteristic is 0 . In positive and mixed characteristic we may use parts (1) and (2) of Hypothetical Statement 2.2.13 since $\operatorname{dim} B=\operatorname{dim} X_{2}+1$. In addition, $B \rightarrow B_{I}$ is projectively the identity outside of the union of $D_{B_{I}}$ and the singular locus of $B_{I}$, which is included in the preimage of

$$
\mathbb{P}_{X_{2}}\left(\left(E_{I}\right)_{1}\right)=\mathbb{P}_{X_{2}}\left(\mathcal{O}_{X_{2}} \cdot U_{1} T_{0} \oplus I \cdot U_{0} T_{1}\right)
$$

It follows that $\left(B, D_{B}\right)$ is a regular birational cobordism for $\phi$.
Step 3b: embedding. By the arguments of Section 2.1.10, the composition $B \rightarrow B_{I} \rightarrow B_{\mathcal{O}}$ is functorially a single blowing up of an ideal $J$. Write $\tilde{J}=J \mathcal{O}_{B_{I}}$ so that $B=\mathrm{Bl}_{\tilde{J}} B_{I}$. There is a functorially defined integer $d$ such that $\tilde{J}(d)$ is globally generated on $B_{I}$ relative to $X_{2}$. Using [Hartshorne 1977, II.7.10(b)] we have an equivariant embedding of $B$ inside

$$
\mathbb{P}_{X_{2}}(\tilde{E}):=\mathbb{P}_{X_{2}}\left(\pi_{*}^{B_{I} / X_{2}} \tilde{J}(d)\right) .
$$

We claim that $a_{\min }(B)=0$ and $a_{\max }(B)=2 d$. First, since $E_{I}$ has weights $a_{\min }\left(E_{I}\right)=0$ and $a_{\max }\left(E_{I}\right)=2$, we have $a_{\min }\left(\operatorname{Sym}^{d}\left(E_{I}\right)\right)=0$ and $a_{\text {max }}\left(\operatorname{Sym}^{d}\left(E_{I}\right)\right)=2 d$. Second, the weights 0 and $2 d$ survive in the homogeneous coordinate ring of $B_{I}$ with respect to $O(d)$ as described in the steps above. Third, the weights in $\pi_{*}^{B_{I} / X_{2}} \tilde{J}(d)$ necessarily lie among those of $\operatorname{Sym}^{d}\left(E_{I}\right)$, so $a_{\min }(B) \geq 0$ and $a_{\max }(B) \leq 2 d$. To show that the weights 0 and $2 d$ survive in $B$ it suffices to show this over a dense open set in $X_{2}$. Since $B \rightarrow B_{I}$ is projectively the identity over $U$, the weight 0 and weight $2 d$ components of $\pi_{*}^{B_{I} / X_{2}} \tilde{J}(d)$ are everywhere nonzero, as needed.

Inspecting the description of unstable loci in Section 4.1, equation (1) we note that $B_{0}^{\text {sst }}=B \times{ }_{B_{I}}\left(B_{I}\right)_{0}^{\text {sst }}$ and $B_{2 d}^{\text {sst }}=B \times_{B_{I}}\left(B_{I}\right)_{2}^{\text {sst }}$.
Step 3c: $B$ is a cobordism for $\phi$ that respects $U$. We have shown in Steps 2d and 2e that the morphisms $q_{2}:\left(B_{I}\right)_{2}^{\text {sst }} \rightarrow X_{2}$ and $q_{1}:\left(B_{I}\right)_{0}^{\text {sst }} \rightarrow X_{1}$ are smooth. Functoriality of resolution of pairs with respect to $q_{i}$ implies that, once restricted to $\left(B_{I}\right)_{2}^{\text {sst }}$, the morphism $B \rightarrow B_{I}$ is the pullback of the resolution $X_{2}^{\prime} \rightarrow X_{2}$ of $\left(X_{2}, D_{2}\right)$, and once restricted to $\left(B_{I}\right)_{0}^{\text {sst }}$, the morphism $B \rightarrow B_{I}$ is the pullback of the resolution $X_{1}^{\prime} \rightarrow X_{1}$ of $\left(X_{1}, D_{1}\right)$. It follows that $B \times_{B_{I}}\left(B_{I}\right)_{2}^{\text {sst }} / / \mathbb{G}_{m}=X_{2}^{\prime}$ and $B \times_{B_{I}}\left(B_{I}\right)_{0}^{\text {sst }} / / \mathbb{G}_{m}=X_{1}^{\prime}$ and hence $B$ is a cobordism for $\phi$. Also, we note that $B \cap \mathbb{P}\left(\widetilde{E}_{0}\right)=X_{1}^{\prime}$ and $B \cap \mathbb{P}\left(\widetilde{E}_{2 d}\right)=X_{2}^{\prime}$, so Assumption 4.2.3 applies.

To show that $B$ is compatible with $U$ it suffices to show that both $B \rightarrow B_{I}$ and $B_{I} \rightarrow B_{\mathcal{O}}$ are projectively the identity over $U$. This is so for the blowing up $B_{I} \rightarrow \mathbb{P}_{X_{2}}^{1}$ because $I+I_{\{0\}}$ is the unit ideal on $\mathbb{P}_{U}^{1}$, and this is so for the resolution $B \rightarrow B_{I}$ because $\mathbb{P}_{U}^{1}$ is regular and disjoint from the preimage of $D_{2}$.

## Appendix B: Germs of complex analytic spaces

In this section we use germs to extend the category of complex analytic spaces to include certain Stein compacts. This will be used later to establish a tight connection between scheme theory and complex analytic geometry. In particular, this is needed to develop a relative GAGA theory.
B. 1 Semianalytic sets. We follow the setup of [Frisch 1967]. A subset $X$ of an analytic space $\mathcal{X}$ is called semianalytic if its local germs belong to the minimal class of germs, stable under finite unions and complements, generated by inequalities of the form $f(x)<0$ for real analytic $f$; see [loc. cit., p. 120]. It is called a Stein if $X$ has a fundamental system of neighborhoods of Stein subspaces of $\mathcal{X}$; see [loc. cit., p. 123].
B. 2 The category of germs. A germ of a complex analytic space (or, simply, a germ) is a pair ( $\mathcal{X}, X$ ) consisting of an analytic space $\mathcal{X}$ and a semianalytic subset $X \subset \mathcal{X}$. We call $X$ the support of $(\mathcal{X}, X)$ and we call $\mathcal{X}$ a representative of $(\mathcal{X}, X)$. Sometimes, we will use the shorter notation $X=(\mathcal{X}, X)$.

A morphism $\phi:(\mathcal{X}, X) \rightarrow(\mathcal{Y}, Y)$ consists of a neighborhood $\mathcal{X}^{\prime}$ of $X$ and an analytic map $f: \mathcal{X}^{\prime} \rightarrow \mathcal{Y}$ taking $X$ to $Y$. We say that $f$ is a representative of $\phi$. Note that a morphism $(\mathcal{X}, X) \rightarrow(\mathcal{Y}, Y)$ is an isomorphism if it induces a bijection of $X$ and $Y$ and an isomorphism of their neighborhoods.

We identify an analytic space $X$ with the germ $(X, X)$. In particular, the category of analytic spaces becomes a full subcategory of the category of germs.
B. 3 The structure sheaf. Given a germ $(\mathcal{X}, X)$ we provide its support with the structure sheaf $\mathcal{O}_{X}:=$ $\left.\mathcal{O}_{\mathcal{X}}\right|_{X}=i^{*} \mathcal{O}_{\mathcal{X}}$, where $i: X \hookrightarrow \mathcal{X}$ is the embedding. In particular, we obtain a functor $\mathcal{F}:(\mathcal{X}, X) \mapsto\left(X, \mathcal{O}_{X}\right)$ from the category of germs to the category of locally ringed spaces.

Remark B.3.1. We do not aim to develop a complete theory of semianalytic germs, so we do not study the natural question of whether $\mathcal{F}$ is fully faithful.
B. 4 Closed polydiscs and convergent power series. Consider an analytic affine space $\mathcal{X}=\mathbb{A}_{\mathbb{C}}^{n}$ with coordinates $t_{1}, \ldots, t_{n}$. For any tuple $r$ of numbers $r_{1}, \ldots, r_{n} \in[0, \infty)$, by the closed polydisc $D=D_{r}$ of radius $r$ we mean the subset of $\mathcal{X}$ given by the inequalities $\left|t_{i}\right| \leq r_{i}$. Note that $r_{i}$ can be zero. By $\mathbb{C}\left\{t_{1}, \ldots, t_{n}\right\}_{r}^{\dagger}$ we denote the ring of overconvergent series in $t_{1}, \ldots, t_{n}$ of radius $r$. It is a noetherian regular excellent ring of dimension $n$; see [Matsumura 1980, Theorem 102].

Lemma B.4.1. Let $D=D_{r} \subset \mathcal{X}=\mathbb{A}_{\mathbb{C}}^{n}$ be a polydisc and $A=\mathcal{O}_{\mathcal{X}}(D)=\Gamma\left(\mathcal{O}_{D}\right)$. Then:
(i) $\mathbb{C}\left\{t_{1}, \ldots, t_{n}\right\}_{r}^{\dagger} \xrightarrow{\sim} A$.
(ii) $\Gamma(D, \cdot)$ induces an equivalence between the categories of coherent $\mathcal{O}_{D}$-modules and finitely generated A-modules, and higher cohomology of coherent $\mathcal{O}_{D}$-modules vanish.
(iii) For any $a \in D$ the ideal $m_{a}=\left(t_{1}-a_{1}, \ldots, t_{n}-a_{n}\right) \subset A$ is maximal, and any maximal ideal of $A$ is of this form.
(iv) The completion of $A$ along $m_{a}$ is $\mathbb{C} \llbracket t_{1}-a_{1}, \ldots, t_{n}-a_{n} \rrbracket$.

Proof. The first claim is a classical result of analysis of several complex variables. Assertion (ii) follows from the fact that $D$ is the intersection of open polydiscs containing it, and the latter are Stein spaces. Assertion (iv) follows easily from (iii), so we will only prove (iii).

For any $f \in A$ the quotient

$$
g_{1}=\left(f\left(t_{1}, \ldots, t_{n}\right)-f\left(a_{1}, t_{2}, \ldots, t_{n}\right)\right) /\left(t_{1}-a_{1}\right)
$$

lies in $A$, so $f=\left(t_{1}-a_{1}\right) g_{1}+f_{1}\left(t_{2}, \ldots, t_{n}\right)$ with $f_{1}=f\left(a_{1}, t_{2}, \ldots, t_{n}\right)$. Applying the same argument to $t_{2}$ and $f_{1}$, etc., we will obtain in the end a representation $f=f\left(a_{1}, \ldots, a_{n}\right)+\sum_{i=1}^{n}\left(t_{i}-a_{i}\right) g_{i}$. In particular, $A / m_{a}=\mathbb{C}$ and hence $m_{a}$ is maximal.

Conversely, assume that $m \subset A$ is maximal. The norm $\|f\|=\max _{x \in D}|f(x)|$ on $A$ induces a norm on the field $\kappa=A / m$; hence the completion $K=\hat{\kappa}$ is a Banach $\mathbb{C}$-field. Thus, $K=\mathbb{C}$ by the Gel'fand-Mazur theorem, and we obtain that $t_{i}-a_{i} \in m$ for some $a_{i} \in \mathbb{C}$. Finally, $\left|a_{i}\right| \leq r_{i}$ as otherwise $t_{i}-a_{i} \in A^{\times}$.
B.5 Classes of morphisms. Let $\phi:(\mathcal{Y}, Y) \rightarrow(\mathcal{X}, X)$ be a morphism of germs. We say that $\phi$ is without boundary if there exists a representative $f: \mathcal{Y}^{\prime} \rightarrow \mathcal{X}$ such that $Y=f^{-1}(X)$. Let $P$ be one of the following properties: smooth, open immersion, closed immersion. We say that $\phi$ is $P$ if it is without boundary and has a representative which is $P$. We say that $\phi$ is an embedding of a subdomain if it possesses a representative which is an open immersion and we say that $\phi$ is quasismooth if it possesses a representative which is smooth.

Remark B.5.1. The above terminology is chosen to match its nonarchimedean analogue as much as possible.
B. 6 Affinoid germs. A germ $X$ is called affinoid if it admits a closed immersion into a germ of the form $\left(\mathbb{C}^{n}, D\right)$ where $D$ is a closed polydisc. Such a germ is controlled by the ring $\mathcal{O}_{X}(X)$ very tightly.

Lemma B.6.1. Assume that $X$ is an affinoid germ and let $A=\mathcal{O}_{X}(X)$ and $f:\left(X, \mathcal{O}_{X}\right) \rightarrow Y=\operatorname{Spec}(A)$ be the corresponding map of locally ringed spaces. Then:
(i) $A$ is a quotient of a ring $\mathbb{C}\left\{t_{1}, \ldots, t_{n}\right\}_{r}^{\dagger}$; in particular it is an excellent noetherian ring.
(ii) $\Gamma(X, \cdot)$ induces an equivalence between the categories of coherent $\mathcal{O}_{X}$-modules and finitely generated A-modules, and higher cohomology of coherent $\mathcal{O}_{X}$-modules vanish.
(iii) $f$ establishes a bijection between $X$ and the closed points of $Y$.
(iv) For any point $x \in X$ with $y=f(x)$ the homomorphism $\mathcal{O}_{Y, y} \rightarrow \mathcal{O}_{X, x}$ is regular and its completion $\widehat{\mathcal{O}}_{Y, y} \rightarrow \widehat{\mathcal{O}}_{X, x}$ is an isomorphism.

Proof. In the case of a closed polydisc the assertion was proved in Lemma B.4.1. In general, we fix a closed embedding $i: X \hookrightarrow D$ into a closed polydisc. So, $\mathcal{O}_{X}$ becomes a coherent $\mathcal{O}_{D}$-algebra such that the homomorphism $\phi: \mathcal{O}_{D} \rightarrow \mathcal{O}_{X}$ is surjective, and then all assertions except the first half of (iv) follow easily from the case of a polydisc. For example, $\Gamma\left(X, \mathcal{O}_{X}\right)$ is a quotient of $\Gamma\left(D, \mathcal{O}_{D}\right)$ since $H^{1}(D, \operatorname{Ker} \phi)=0$, thereby proving (i).

The only new assertion is that $\phi: \mathcal{O}_{Y, y} \rightarrow \mathcal{O}_{X, x}$ is regular. This follows from the facts that $\hat{\phi}$ is an isomorphism and the local ring $\mathcal{O}_{Y, y}$ is excellent (since it is a localization of the excellent ring $A$ ).

## Appendix C: The complex relative GAGA theorem

C. 1 Statement of the theorem. Let $(\mathcal{X}, X)$ be an affinoid germ as in Appendix B with ring of global analytic functions $A$, and $r \geq 0$ an integer. Set $\mathbb{P}_{X}^{r}=\mathbb{C P}^{r} \times X$ and endow it with a locally ringed space structure using the sheaf $\mathcal{O}_{\mathbb{P}_{X}^{r}}=\mathcal{O}_{\mathbb{P}_{\mathcal{X}}^{r}}| |_{X}^{r}$. We have a germ $\left(\mathbb{P}_{\mathcal{X}}^{r}, \mathbb{P}_{X}^{r}\right)$ and a morphism of locally ringed spaces $h: \mathbb{P}_{X}^{r} \rightarrow \mathbb{P}_{A}^{r}$. The aim of this appendix is to prove the following extension of Lemma B.6.1:

Theorem C.1.1 (Serre's Théorème 3). Let $(\mathcal{X}, X)$ be an affinoid germ with ring of global analytic functions $A$, and $r \geq 0$ an integer. Then the pullback functor $h^{*}: \operatorname{Coh}\left(\mathbb{P}_{A}^{r}\right) \rightarrow \operatorname{Coh}\left(\mathbb{P}_{X}^{r}\right)$ is an equivalence which induces isomorphisms on cohomology groups.

Since $(\mathcal{X}, X)$ is closed in $\left(\mathbb{C}^{n}, D\right)$ it suffices to consider the case $(\mathcal{X}, X)=\left(\mathbb{C}^{n}, D\right)$. So from now on we make this assumption, and write $A$ for the ring of holomorphic functions on $X=D$.

We follow the steps of Serre's original proof [1956, §3] in some detail, to alleviate our skepticism that this generalization might actually work. See also [Kedlaya 2009], which sketches Serre's proof. One difficulty is that we do not know if $D \times \mathbb{C}^{r}$ is Stein in the sense of [Frisch 1967] or [Grauert and Remmert 1979]. The problem is that if $\left\{D_{i}\right\}$ are the open polydiscs containing $D$ then $\left\{D_{i} \times \mathbb{C}^{r}\right\}$ do not form a fundamental family of neighborhoods of $D \times \mathbb{C}^{r}$, while functions on $D \times \mathbb{C}^{r}$ are only guaranteed to extend to some member of a fundamental family of neighborhoods. This is circumvented in Lemma C.2.2, which is the only point where we differ from the original arguments.

## C. 2 Cohomology.

Proposition C.2.1 (Serre's Théorème 1). Let $\mathcal{F}$ be a coherent sheaf on $\mathbb{P}_{A}^{r}$. The homomorphism $h^{*}$ : $H^{i}\left(\mathbb{P}_{A}^{r}, \mathcal{F}\right) \rightarrow H^{i}\left(\mathbb{P}_{D}^{r}, h^{*} \mathcal{F}\right)$ is an isomorphism.

Lemma C.2.2. (1) We have $H^{i}\left(\mathbb{P}_{A}^{r}, \mathcal{F}\right)=H^{i}\left(\mathbb{P}_{D}^{r}, h^{*} \mathcal{F}\right)=0$ for $i>r$ and all $\mathcal{F}$.
(2) Proposition C.2.1 holds for $\mathcal{F}=\mathcal{O}_{\mathbb{P}_{A}^{r}}$ for all $r \geq 0$.

Proof. (1) For $H^{i}\left(\mathbb{P}_{A}^{r}, \mathcal{F}\right)=0$ use the standard Čech covering of $\mathbb{P}_{A}^{r}$, which has only $r+1$ elements. We need to show $H^{i}\left(\mathbb{P}_{D}^{r}, h^{*} \mathcal{F}\right)=0$.

On the analytic side we mimic the standard argument for vanishing using Čech cocycles of a covering by closed polydiscs instead of affine spaces. Let $h^{*} \mathcal{F} \rightarrow S^{\bullet}$ be the standard flabby resolution of $h^{*} \mathcal{F}$ by discontinuous sections, so $H^{i}\left(Y,\left.h^{*} \mathcal{F}\right|_{Y}\right)=H^{i}\left(\Gamma\left(Y, S^{\bullet}\right)\right)$ for any subset $Y \subset \mathbb{P}_{D}^{r}$. Let $\mathbb{C}^{r} \simeq U_{i} \subset \mathbb{C P}^{r}$
be the standard open sets and let $D_{i} \subset U_{i}$ be the standard closed polydisc of fixed radius $>1$. Set $X_{i}=D \times D_{i} \subset \mathbb{P}_{D}^{r}$ and for each subset $I \subset\{0, \ldots, n\}$ let $X_{I}=\bigcap_{i \in I} X_{i}$. Then the $X_{I}$ are complex affinoids for $I \neq \varnothing$; hence $H^{i}\left(X_{I},\left.h^{*} \mathcal{F}\right|_{X_{I}}\right)=0=H^{i}\left(\Gamma\left(X_{I}, S^{\bullet}\right)\right)$ for $i>0$ and $I \neq \varnothing$.

On the other hand

$$
\mathcal{C}^{\bullet}\left(\left\{X_{i}\right\}, S^{j}\right)=\left[\bigoplus_{|I|=1} S_{X_{I}}^{j} \rightarrow \bigoplus_{|I|=2} S_{X_{I}}^{j} \rightarrow \cdots\right]
$$

is a flabby resolution of $S^{j}$ so $H^{0}\left(\Gamma\left(\mathbb{P}_{D}^{r}, \mathcal{C} \cdot\left(\left\{X_{i}\right\}, S^{j}\right)\right)\right)=\Gamma\left(\mathbb{P}_{D}^{r}, S^{j}\right)$ and for $i>0$ we have

$$
H^{i}\left(\Gamma\left(\mathbb{P}_{D}^{r}, \mathcal{C}^{\bullet}\left(\left\{X_{i}\right\}, S^{j}\right)\right)\right)=0
$$

Consider the double complex $C^{p, q}=\bigoplus_{|I|=p} \Gamma\left(X_{I}, S^{q}\right)$ and its two edges $\Gamma\left(\mathbb{P}^{r}, S^{\bullet}\right)$ and $\check{C}^{p}=$ $\oplus_{|I|=p} \Gamma\left(X_{I}, h^{*} \mathcal{F}\right)$. We obtain

$$
H^{i}\left(\mathbb{P}_{D}^{r}, h^{*} \mathcal{F}\right)=H^{i}\left(\Gamma\left(\mathbb{P}^{r}, S^{\bullet}\right)\right)=\mathbb{M}^{i}\left(C^{\bullet \bullet}\right)=H^{i}\left(\check{C}^{\bullet}\right)
$$

The latter is trivial in degrees $>r$.
(2) We have $\Gamma\left(\mathcal{O}_{\mathbb{P}_{A}^{r}}\right)=A$ and $H^{i}\left(\mathcal{O}_{\mathbb{P}_{A}^{r}}\right)=0$ for $i>0$ by [Hartshorne 1977, Theorem III.5.1]. It suffices to show that $\pi_{*} \mathcal{O}_{\mathbb{P}_{D}^{r}}=\mathcal{O}_{D}$ and $R^{i} \pi_{*} \mathcal{O}_{\mathbb{P}_{D}^{r}}=0$ for $i>0$, where $\pi: \mathbb{P}_{D}^{r} \rightarrow D$ is the projection, since $D$ is Stein. For this note that $\mathcal{O}_{\mathbb{P}_{D}^{r}}=j_{r}^{-1} \mathcal{O}_{\mathbb{P}_{\mathbb{C}}{ }^{r}}$, where $j_{r}: \mathbb{P}_{D}^{r} \rightarrow \mathbb{P}_{\mathbb{C P}^{n}}^{r}$ is the inclusion


By the topological proper push-forward theorem [Iversen 1986, Corollary VII.1.5] we have

$$
R^{i} \pi_{*} \mathcal{O}_{\mathbb{P}_{D}^{r}}=j_{0}^{-1} R^{i} \varpi_{*} \mathcal{O}_{\mathbb{P}_{\mathbb{C P}}^{r}}^{r}
$$

and the result follows from Serre's original GAGA theorems.
Lemma C.2.3. The proposition holds for $\mathcal{F}=\mathcal{O}_{\mathbb{P}_{A}^{r}}(n)$ for all $r \geq 0$ and all integers $n$.
Proof. Induction identical to [Serre 1956, Section 13, Lemme 5]: the result holds for $r=0$ since $D$ is Stein. Supposing it holds for $r-1$ and all $n$, we have the exact sequence $0 \rightarrow \mathcal{O}_{\mathbb{P}_{D}^{r}}(n-1) \rightarrow \mathcal{O}_{\mathbb{P}_{D}^{r}}(n) \rightarrow$ $\mathcal{O}_{\mathbb{P}_{D}^{r-1}}(n) \rightarrow 0$ and the corresponding sequence for $\mathbb{P}_{A}^{r}$. We obtain a canonical homomorphism of long exact sequences:


The vertical arrows on the right and left are isomorphisms by the inductive assumption. It follows that the result holds for $r$ and $\mathcal{O}(n-1)$ if and only if it holds for $\mathcal{O}(n)$. Since we have proven that it holds for $\mathcal{O}$, it holds for all $n$.

Proof of the proposition. The proof is identical to Serre's Théorème 1. We apply descending induction on $i$ for all coherent $\mathbb{P}_{A}^{r}$ modules $\mathcal{F}$. The case of $i>r$ is proved by the lemma. Since $\mathcal{F}$ is coherent, there is an epimorphism $\mathcal{E} \rightarrow \mathcal{F}$ with $\mathcal{E}=\bigoplus_{i=1}^{m} \mathcal{O}_{\mathbb{P}_{A}^{r}}\left(-k_{i}\right)$. Denoting by $\mathcal{G}$ the kernel, $\mathcal{G}$ is coherent and we have a short exact sequence

$$
0 \rightarrow \mathcal{G} \rightarrow \mathcal{E} \rightarrow \mathcal{F} \rightarrow 0
$$

Since the map $h$ is flat we have an exact sequence

$$
0 \rightarrow h^{*} \mathcal{G} \rightarrow h^{*} \mathcal{E} \rightarrow h^{*} \mathcal{F} \rightarrow 0
$$

In the commutative diagram of cohomologies with exact rows

the vertical arrows on the left and right are isomorphisms by Lemma C.2.3. By the induction hypothesis $H^{i+1}\left(\mathbb{P}_{A}^{r}, \mathcal{G}\right) \rightarrow H^{i+1}\left(\mathbb{P}_{D}^{r}, h^{*} \mathcal{G}\right)$ is an isomorphism as well. By the five lemma the result holds for $H^{i}\left(\mathbb{P}_{A}^{r}, \mathcal{F}\right) \rightarrow H^{i}\left(\mathbb{P}_{D}^{r}, h^{*} \mathcal{F}\right)$ as required.

## C. 3 Homomorphisms.

Proposition C.3.1 (Serre's Théorème 2). For any coherent $\mathbb{P}_{A}^{r}$-modules $\mathcal{F}, \mathcal{G}$ the natural homomorphism

$$
\operatorname{Hom}_{\mathbb{P}_{A}^{r}}(\mathcal{F}, \mathcal{G}) \rightarrow \operatorname{Hom}_{\mathbb{P}_{D}^{r}}\left(h^{*} \mathcal{F}, h^{*} \mathcal{G}\right)
$$

is an isomorphism. In particular the functor $h^{*}$ is fully faithful.
Lemma C.3.2. The sheaf homomorphism

$$
h^{*} \mathcal{H o m}_{\mathbb{P}_{A}^{r}}^{r}(\mathcal{F}, \mathcal{G}) \rightarrow \mathcal{H o m}_{\mathbb{P}_{D}^{r}}\left(h^{*} \mathcal{F}, h^{*} \mathcal{G}\right)
$$

is an isomorphism.
Proof. This follows since $\mathcal{O}_{\mathbb{P}_{D}^{r}}$ is a flat $\mathcal{O}_{\mathbb{P}_{A}^{r}}$-module. Indeed, for a closed point $x \in \mathbb{P}_{D}^{r}$ corresponding to a point $x^{\prime}=h(x) \in \mathbb{P}_{A}^{r}$ we have

$$
\begin{aligned}
\left(h^{*} \mathcal{H o m}_{\mathbb{P}_{A}^{r}}(\mathcal{F}, \mathcal{G})\right)_{x} & =\mathcal{H o m}_{\mathcal{O}_{x^{\prime}}}\left(\mathcal{F}_{x^{\prime}}, \mathcal{G}_{x^{\prime}}\right) \otimes_{\mathcal{O}_{x^{\prime}}} \mathcal{O}_{x} \\
& =\mathcal{H o m}_{\mathcal{O}_{x}}\left(\mathcal{F}_{x^{\prime}} \otimes_{\mathcal{O}_{x^{\prime}}} \mathcal{O}_{x}, \mathcal{G}_{x^{\prime}} \otimes_{\mathcal{O}_{x^{\prime}}} \mathcal{O}_{x}\right)=\mathcal{H o m}_{\mathbb{P}_{D}^{r}}\left(h^{*} \mathcal{F}, h^{*} \mathcal{G}\right)_{x}
\end{aligned}
$$

Proof of the proposition. By Serre's Théorème 1, $h^{*}$ preserves cohomology of coherent sheaves. Taking $H^{0}$ in the lemma the result follows.
C. 4 The equivalence. It remains to show:

Proposition C.4.1. The functor $h^{*}$ is essentially surjective.
Proof. This is an inductive argument on $r$ identical to Serre's Théorème 3 which we repeat below. The case $r=0$ follows from Lemma B.6.1. Assume the result is known for $r-1$ and let $\mathcal{F}$ be a coherent sheaf on $\mathbb{P}_{D}^{r}$. By Lemma C.4.2 below there is an epimorphism $\phi: \mathcal{O}\left(-n_{0}\right)^{k_{0}} \rightarrow \mathcal{F}$, and applying this
again to $\operatorname{Ker}(\phi)$ we get a resolution $\mathcal{O}\left(-n_{1}\right)^{k_{1}} \xrightarrow{\psi} \mathcal{O}\left(-n_{0}\right)^{k_{0}} \rightarrow \mathcal{F} \rightarrow 0$. By Serre's Théorème 2 the homomorphism $\psi$ is the analytification of an algebraic sheaf homomorphism $\psi^{\prime}$, so the cokernel $\mathcal{F}$ of $\psi$ is also the analytification of the cokernel of $\psi^{\prime}$.

Lemma C.4.2. Assume the proposition holds for $r-1$. Then for any coherent sheaf $\mathcal{F}$ on $\mathbb{P}_{D}^{r}$ there is $n_{0}$ so that $\mathcal{F}(n)$ is globally generated whenever $n>n_{0}$.

Proof. By compactness it suffices to show that global sections of $\mathcal{F}(n)$ generate $\mathcal{F}(n)_{x}$ for fixed $x$. By Nakayama it suffices to show that global sections of $\mathcal{F}(n)$ generate the fiber $\mathcal{F}(n)_{x} \otimes_{\mathcal{O}_{D, x}} \mathbb{C}_{x}$.

Picking a hyperplane $\mathbb{P}_{D}^{r-1} \simeq H \ni x$ we obtain an exact sequence $0 \rightarrow \mathcal{O}(-1) \rightarrow \mathcal{O} \rightarrow \mathcal{O}_{H} \rightarrow 0$, giving an exact sequence $\mathcal{F}(-1) \xrightarrow{\varphi_{1}} \mathcal{F} \xrightarrow{\varphi_{0}} \mathcal{F}_{H} \rightarrow 0$. Writing $\mathcal{P}$ for $\operatorname{Ker}\left(\varphi_{0}\right)=\operatorname{Im}\left(\varphi_{1}\right)$ we have two exact sequences

$$
0 \rightarrow \mathcal{G} \rightarrow \mathcal{F}(-1) \rightarrow \mathcal{P} \rightarrow 0 \quad \text { and } \quad 0 \rightarrow \mathcal{P} \rightarrow \mathcal{F} \rightarrow \mathcal{F}_{H} \rightarrow 0
$$

noting that $\mathcal{G}$ and $\mathcal{F}_{H}$ are coherent sheaves on $H$. Twisting by $\mathcal{O}(n)$ gives

$$
0 \rightarrow \mathcal{G}(n) \rightarrow \mathcal{F}(n-1) \rightarrow \mathcal{P}(n) \rightarrow 0 \quad \text { and } \quad 0 \rightarrow \mathcal{P}(n) \rightarrow \mathcal{F}(n) \rightarrow \mathcal{F}_{H}(n) \rightarrow 0
$$

The long exact cohomology sequence gives

$$
H^{1}\left(\mathbb{P}_{D}^{r}, \mathcal{F}(n-1)\right) \rightarrow H^{1}\left(\mathbb{P}_{D}^{r}, \mathcal{P}(n)\right) \rightarrow H^{2}(H, \mathcal{G}(n))
$$

and

$$
H^{1}\left(\mathbb{P}_{D}^{r}, \mathcal{P}(n)\right) \rightarrow H^{1}\left(\mathbb{P}_{D}^{r}, \mathcal{F}(n)\right) \rightarrow H^{1}\left(H, \mathcal{F}_{H}(n)\right)
$$

By the assumption $\mathcal{F}_{H}$ and $\mathcal{G}$ are analytifications of algebraic sheaves, so for large $n$ the terms on the right vanish by Serre's Théorème 1 . It follows that $\operatorname{dim} H^{1}\left(\mathbb{P}_{D}^{r}, \mathcal{F}(n)\right)$ stabilizes for large $n$, and when it does the exact sequences above imply that $H^{1}\left(\mathbb{P}_{D}^{r}, \mathcal{P}(n)\right) \rightarrow H^{1}\left(\mathbb{P}_{D}^{r}, \mathcal{F}(n)\right)$ is bijective so $H^{0}\left(\mathbb{P}_{D}^{r}, \mathcal{F}(n)\right) \rightarrow$ $H^{0}\left(H, \mathcal{F}_{H}(n)\right)$ is surjective. Since the result holds for analytifications of algebraic sheaves, $\mathcal{F}_{H}(n)$ is globally generated for large $n$, implying that $\mathcal{F}(n)_{x} \otimes_{\mathcal{O}_{D, x}} \mathbb{C}_{x}$ is generated by global sections, as needed.

## References

[Abramovich and Temkin 2017] D. Abramovich and M. Temkin, "Torification of diagonalizable group actions on toroidal schemes", J. Algebra 472 (2017), 279-338. MR Zbl
[Abramovich and Temkin 2018] D. Abramovich and M. Temkin, "Luna's fundamental lemma for diagonalizable groups", Algebr. Geom. 5:1 (2018), 77-113. MR Zbl
[Abramovich et al. 1999] D. Abramovich, K. Matsuki, and S. Rashid, "A note on the factorization theorem of toric birational maps after Morelli and its toroidal extension", Tohoku Math. J. (2) 51:4 (1999), 489-537. MR Zbl
[Abramovich et al. 2002] D. Abramovich, K. Karu, K. Matsuki, and J. Włodarczyk, "Torification and factorization of birational maps", J. Amer. Math. Soc. 15:3 (2002), 531-572. MR Zbl
[Abramovich et al. 2015] D. Abramovich, L. Caporaso, and S. Payne, "The tropicalization of the moduli space of curves", Ann. Sci. Éc. Norm. Supér. (4) 48:4 (2015), 765-809. MR Zbl
[Atiyah and Macdonald 1969] M. F. Atiyah and I. G. Macdonald, Introduction to commutative algebra, Addison-Wesley, Reading, MA, 1969. MR Zbl
[Berkovich 1993] V. G. Berkovich, "Étale cohomology for non-Archimedean analytic spaces", Inst. Hautes Études Sci. Publ. Math. 78 (1993), 5-161. MR Zbl
[Bierstone and Milman 1997] E. Bierstone and P. D. Milman, "Canonical desingularization in characteristic zero by blowing up the maximum strata of a local invariant", Invent. Math. 128:2 (1997), 207-302. MR Zbl
[Borisov and Libgober 2005] L. Borisov and A. Libgober, "McKay correspondence for elliptic genera", Ann. of Math. (2) 161:3 (2005), 1521-1569. MR Zbl
[Brion and Procesi 1990] M. Brion and C. Procesi, "Action d'un tore dans une variété projective", pp. 509-539 in Operator algebras, unitary representations, enveloping algebras, and invariant theory (Paris, 1989), edited by A. Connes et al., Progr. Math. 92, Birkhäuser, Boston, 1990. MR Zbl
[Buonerba 2015] F. Buonerba, "Functorial resolution of tame quotient singularities in positive characteristic", preprint, 2015. arXiv
[Conrad 2006] B. Conrad, "Relative ampleness in rigid geometry", Ann. Inst. Fourier (Grenoble) 56:4 (2006), 1049-1126. MR Zbl
[Cossart and Piltant 2014] V. Cossart and O. Piltant, "Resolution of singularities of arithmetical threefolds, II", preprint, 2014. arXiv
[Cossart et al. 2009] V. Cossart, U. Jannsen, and S. Saito, "Canonical embedded and non-embedded resolution of singularities for excellent two-dimensional schemes", preprint, 2009. arXiv
[Dolgachev and Hu 1998] I. V. Dolgachev and Y. Hu, "Variation of geometric invariant theory quotients", Inst. Hautes Études Sci. Publ. Math. 87 (1998), 5-56. MR Zbl
[Ducros 2009] A. Ducros, "Les espaces de Berkovich sont excellents", Ann. Inst. Fourier (Grenoble) 59:4 (2009), 1443-1552. MR Zbl
[Ducros 2018] A. Ducros, Families of Berkovich spaces, Astérisque 400, Soc. Math. France, Paris, 2018. MR Zbl
[EGA II 1961] A. Grothendieck, "Eléments de géométrie algébrique, II: Étude globale élémentaire de quelques classes de morphismes", Inst. Hautes Études Sci. Publ. Math. 8 (1961), 5-222. MR Zbl
[EGA III 1 1961] A. Grothendieck, "Eléments de géométrie algébrique, III: Étude cohomologique des faisceaux cohérents, I", Inst. Hautes Études Sci. Publ. Math. 11 (1961), 5-167. MR Zbl
[EGA IV 2 1965] A. Grothendieck, "Eléments de géométrie algébrique, IV: Étude locale des schémas et des morphismes de schémas, II", Inst. Hautes Études Sci. Publ. Math. 24 (1965), 5-231. MR Zbl
[EGAIV 3 1966] A. Grothendieck, "Eléments de géométrie algébrique, IV: Étude locale des schémas et des morphismes de schémas, III", Inst. Hautes Études Sci. Publ. Math. 28 (1966), 5-255. MR Zbl
[Frisch 1967] J. Frisch, "Points de platitude d'un morphisme d'espaces analytiques complexes", Invent. Math. 4 (1967), 118-138. MR Zbl
[Gillet and Soulé 2000] H. Gillet and C. Soulé, "Direct images in non-Archimedean Arakelov theory", Ann. Inst. Fourier (Grenoble) 50:2 (2000), 363-399. MR Zbl
[Grauert and Remmert 1979] H. Grauert and R. Remmert, Theory of Stein spaces, Grundlehren der Math. Wissenschaften 236, Springer, 1979. MR Zbl
[Hartshorne 1977] R. Hartshorne, Algebraic geometry, Graduate Texts in Math. 52, Springer, 1977. MR Zbl
[Hironaka 1975] H. Hironaka, "Flattening theorem in complex-analytic geometry", Amer. J. Math. 97 (1975), 503-547. MR Zbl
[Illusie and Temkin 2014] L. Illusie and M. Temkin, "Gabber's modification theorem (absolute case)", exposé VIII, pp. 103-160 in Travaux de Gabber sur l'uniformisation locale et la cohomologie étale des schémas quasi-excellents (Palaiseau, 2006-2008), Astérisque 363-364, Soc. Math. France, Paris, 2014. MR Zbl
[Iversen 1986] B. Iversen, Cohomology of sheaves, Springer, 1986. MR Zbl
[Kato 1994] K. Kato, "Toric singularities", Amer. J. Math. 116:5 (1994), 1073-1099. MR Zbl
[Kedlaya 2009] K. Kedlaya, "Algebraic geometry: GAGA", course notes, Massachusetts Inst. Tech., 2009, available at https:// tinyurl.com/kedgaga.
[Kempf et al. 1973] G. Kempf, F. F. Knudsen, D. Mumford, and B. Saint-Donat, Toroidal embeddings, I, Lecture Notes in Math. 339, Springer, 1973. MR Zbl
[Kollár 2007] J. Kollár, Lectures on resolution of singularities, Ann. of Math. Studies 166, Princeton Univ. Press, 2007. MR
[Kontsevich and Soibelman 2006] M. Kontsevich and Y. Soibelman, "Affine structures and non-Archimedean analytic spaces", pp. 321-385 in The unity of mathematics (Cambridge, 2003), edited by P. Etingof et al., Progr. Math. 244, Birkhäuser, Boston, 2006. MR Zbl
[Köpf 1974] U. Köpf, Über eigentliche Familien algebraischer Varietäten über affinoiden Räumen, Schr. Math. Inst. Univ. Münster (2) 7, 1974. MR Zbl
[Matsumura 1980] H. Matsumura, Commutative algebra, 2nd ed., Math. Lect. Note Ser. 56, Benjamin/Cummings, Reading, MA, 1980. MR Zbl
[Morelli 1996] R. Morelli, "The birational geometry of toric varieties", J. Algebraic Geom. 5:4 (1996), 751-782. MR Zbl
[Mumford et al. 1994] D. Mumford, J. Fogarty, and F. Kirwan, Geometric invariant theory, 3rd ed., Ergebnisse der Mathematik (2) 34, Springer, 1994. MR Zbl
[Noohi 2005] B. Noohi, "Foundations of topological stacks, I", preprint, 2005. arXiv
[Poineau 2010] J. Poineau, "Raccord sur les espaces de Berkovich", Algebra Number Theory 4:3 (2010), 297-334. MR Zbl
[Popescu 1986] D. Popescu, "General Néron desingularization and approximation", Nagoya Math. J. 104 (1986), 85-115. MR Zbl
[Porta and Yu 2016] M. Porta and T. Y. Yu, "Higher analytic stacks and GAGA theorems", Adv. Math. 302 (2016), 351-409. Zbl
[Serre 1956] J.-P. Serre, "Géométrie algébrique et géométrie analytique", Ann. Inst. Fourier (Grenoble) 6 (1956), 1-42. MR Zbl
[Simons 2015] M. Baker and S. Payne (editors), "Simons Symposium 2015: open problem sessions", compilation of submitted problems, 2015, available at https://tinyurl.com/simsymp.
[Simpson 1996] C. Simpson, "Algebraic (geometric) $n$-stacks", preprint, 1996. arXiv
[Spivakovsky 1999] M. Spivakovsky, "A new proof of D. Popescu's theorem on smoothing of ring homomorphisms", J. Amer. Math. Soc. 12:2 (1999), 381-444. MR Zbl
[Temkin 2008] M. Temkin, "Desingularization of quasi-excellent schemes in characteristic zero", Adv. Math. 219:2 (2008), 488-522. MR Zbl
[Temkin 2012] M. Temkin, "Functorial desingularization of quasi-excellent schemes in characteristic zero: the nonembedded case", Duke Math. J. 161:11 (2012), 2207-2254. MR Zbl
[Temkin 2018] M. Temkin, "Functorial desingularization over $\mathbb{Q}$ : boundaries and the embedded case", Israel J. Math. 224:1 (2018), 455-504. MR Zbl
[Thaddeus 1996] M. Thaddeus, "Geometric invariant theory and flips", J. Amer. Math. Soc. 9:3 (1996), 691-723. MR Zbl
[Ulirsch 2015] M. Ulirsch, Tropical geometry of logarithmic schemes, Ph.D. thesis, Brown University, 2015, available at https:// tinyurl.com/ulirthes.
[Włodarczyk 2000] J. Włodarczyk, "Birational cobordisms and factorization of birational maps", J. Algebraic Geom. 9:3 (2000), 425-449. MR Zbl arXiv
[Włodarczyk 2003] J. Włodarczyk, "Toroidal varieties and the weak factorization theorem", Invent. Math. 154:2 (2003), 223-331. MR Zbl
[Włodarczyk 2006] J. Włodarczyk, "Algebraic Morse theory and the weak factorization theorem", pp. 653-682 in International Congress of Mathematicians, II (Madrid, 2006), edited by M. Sanz-Solé et al., Eur. Math. Soc., Zürich, 2006. MR Zbl
[Włodarczyk 2009] J. Włodarczyk, "Simple constructive weak factorization", pp. 957-1004 in Algebraic geometry, II (Seattle, 2005), edited by D. Abramovich et al., Proc. Sympos. Pure Math. 80, Part 2, Amer. Math. Soc., Providence, RI, 2009. MR Zbl
[Yu 2018] T. Y. Yu, "Gromov compactness in non-Archimedean analytic geometry", J. Reine Angew. Math. 741 (2018), 179-210. MR Zbl

Communicated by Gavril Farkas
Received 2017-12-20 Revised 2018-11-23 Accepted 2019-01-04
abrmovic@math.brown.edu temkin@math.huji.ac.il

Department of Mathematics, Brown University, Providence, RI, United States
Einstein Institute of Mathematics, The Hebrew University of Jerusalem, Jerusalem, Israel

## Algebra \& Number Theory

msp.org/ant

## EDITORS

MANAGING Editor<br>Bjorn Poonen<br>Massachusetts Institute of Technology<br>Cambridge, USA

Editorial Board Chair<br>David Eisenbud<br>University of California<br>Berkeley, USA

Board of Editors

| Richard E. Borcherds | University of California, Berkeley, USA | Raman Parimala | Emory University, USA |
| ---: | :--- | ---: | :--- |
| Antoine Chambert-Loir | Université Paris-Diderot, France | Jonathan Pila | University of Oxford, UK |
| J-L. Colliot-Thélène | CNRS, Université Paris-Sud, France | Anand Pillay | University of Notre Dame, USA |
| Brian D. Conrad | Stanford University, USA | Michael Rapoport | Universität Bonn, Germany |
| Samit Dasgupta | University of California, Santa Cruz, USA | Victor Reiner | University of Minnesota, USA |
| Hélène Esnault | Freie Universität Berlin, Germany | Peter Sarnak | Princeton University, USA |
| Gavril Farkas | Humboldt Universität zu Berlin, Germany | Joseph H. Silverman | Brown University, USA |
| Hubert Flenner | Ruhr-Universität, Germany | Michael Singer | North Carolina State University, USA |
| Sergey Fomin | University of Michigan, USA | Christopher Skinner | Princeton University, USA |
| Edward Frenkel | University of California, Berkeley, USA | Vasudevan Srinivas | Tata Inst. of Fund. Research, India |
| Andrew Granville | Université de Montréal, Canada | J. Toby Stafford | University of Michigan, USA |
| Joseph Gubeladze | San Francisco State University, USA | Ravi Hau Tiep | University of Arizona, USA |
| Roger Heath-Brown | Oxford University, UK | Stanford University, USA |  |
| Craig Huneke | University of Virginia, USA | Michel van den Bergh | Hasselt University, Belgium |
| Kiran S. Kedlaya | Univ. of California, San Diego, USA | Marie-France Vignéras | Université Paris VII, France |
| János Kollár | Princeton University, USA | Kei-Ichi Watanabe | Nihon University, Japan |
| Philippe Michel | École Polytechnique Fédérale de Lausanne | Melanie Matchett Wood | University of Wisconsin, Madison, USA |
| Susan Montgomery | University of Southern California, USA | Shou-Wu Zhang | Princeton University, USA |
| Shigefumi Mori | RIMS, Kyoto University, Japan |  |  |
| Martin Olsson | University of California, Berkeley, USA |  |  |

PRODUCTION<br>production@msp.org<br>Silvio Levy, Scientific Editor

See inside back cover or msp.org/ant for submission instructions.
The subscription price for 2019 is US $\$ 385 /$ year for the electronic version, and $\$ 590 /$ year ( $+\$ 60$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues and changes of subscriber address should be sent to MSP.
Algebra \& Number Theory (ISSN 1944-7833 electronic, 1937-0652 printed) at Mathematical Sciences Publishers, 798 Evans Hall \#3840, c/o University of California, Berkeley, CA 94720-3840 is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

ANT peer review and production are managed by EditFLow ${ }^{\circledR}$ from MSP.
PUBLISHED BY
mathematical sciences publishers nonprofit scientific publishing
http://msp.org/
© 2019 Mathematical Sciences Publishers

## Algebra \& Number Theory

## Volume 13 No. 2019

High moments of the Estermann function ..... 251Sandro Bettin
Le théorème de Fermat sur certains corps de nombres totalement réels ..... 301
Alain Kraus
$G$-valued local deformation rings and global lifts ..... 333
Rebecca Bellovin and Toby Gee
Functorial factorization of birational maps for qe schemes in characteristic 0 ..... 379Dan Abramovich and Michael Temkin
Effective generation and twisted weak positivity of direct images ..... 425Yajnaseni Dutta and Takumi Murayama
Lovász-Saks-Schrijver ideals and coordinate sections of determinantal varieties ..... 455
Aldo Conca and Volkmar Welker
On rational singularities and counting points of schemes over finite rings ..... 485
Itay Glazer
The Maillot-Rössler current and the polylogarithm on abelian schemes ..... 501
Guido Kings and Danny Scarponi
Essential dimension of inseparable field extensions ..... 513
Zinovy Reichstein and Abhishek Kumar Shukla


[^0]:    This research is supported by BSF grant 2010255.
    MSC2010: primary 14E05; secondary 14A20, 14E15, 14L30, 32H04.
    Keywords: birational geometry, blowing up, bimeromorphic maps.

