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On the Adams isomorphism
for equivariant orthogonal spectra

HOLGER REICH
MARCO VARISCO

We give a natural construction and a direct proof of the Adams isomorphism for
equivariant orthogonal spectra. More precisely, for any finite group G, any normal
subgroup N of G, and any orthogonal G—spectrum X, we construct a natural
map A of orthogonal G/N —spectra from the homotopy N —orbits of X to the
derived N —fixed points of X, and we show that A is a stable weak equivalence if
X is cofibrant and N —free. This recovers a theorem of Lewis, May and Steinberger
in the equivariant stable homotopy category, which in the case of suspension spectra
was originally proved by Adams. We emphasize that our Adams map A is natural
even before passing to the homotopy category. One of the tools we develop is a
replacement-by- 2 —spectra construction with good functorial properties, which we
believe is of independent interest.

55P42, 55P91

1 Introduction

In his seminal paper [1] Frank Adams proved the following surprising result. Suppose
that X is a finite pointed CW-complex on which a finite group G acts cellularly and
freely away from the base point. Think of X as an object in the equivariant stable
homotopy category, ie consider the equivariant suspension spectrum ¥°° X . Then in
the stable homotopy category there is an isomorphism between the derived G—orbits
and the derived G—fixed points of £°° X , even though unstably X € is just a point. The
derived G-orbit spectrum of X°X is just X°°(X/G); the definition of the derived
G—fixed point spectrum is more delicate, but in the free case it is identified by Adams’s
result. As a consequence there is an isomorphism between the G—equivariant stable
homotopy groups of X and the nonequivariant stable homotopy groups of the orbit
space X/G.

Adams’s theorem was generalized by Lewis, May and Steinberger [13] from suspension
spectra to arbitrary ones, and became known as the Adams isomorphism. A precise
statement is formulated in Corollary 1.8.
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The purpose of this paper is to lift the Adams isomorphism from the stable homotopy
category of spectra to a natural weak equivalence in the category of orthogonal spectra.
This is the content of our Main Theorem 1.7. The need for a construction of the Adams
isomorphism that is natural before passing to the homotopy category arises, for example,
in connection with Farrell-Jones assembly maps for topological cyclic homology of
group algebras, because assembly maps cannot be defined in the homotopy category.
This application is explained at the end of the introduction.

Equivariant orthogonal spectra are a modern model for equivariant stable homotopy
theory. They were introduced and studied extensively by Mandell and May in [17] and
play an important role, for example, in the work of Hill, Hopkins and Ravenel [11] on the
Kervaire invariant problem. The paper [11] also contains extensive foundational material
on equivariant orthogonal spectra, and Schwede’s lecture notes [20] are another excellent
resource. We review the foundations of the theory in Sections 2—6, emphasizing the
point of view of orthogonal spectra as continuous functors. We exploit this functorial
point of view not only to clarify some fundamental constructions, but also to develop
new tools.

The main new tool is a replacement-by- Q2—spectra construction with good functorial
properties. In order to explain this we introduce some notation and terminology. Here
and throughout the paper we let G denote a finite group. We refer to real orthogonal
G-representations of finite or countably infinite dimension simply as G—representations.
G-representations form a topological G—category L with morphism spaces L(U, V)
given by not-necessarily-equivariant linear isometries, equipped with the conjugation
G—action; see Sections 2 and 3. We denote by Sp¢ the topological G—category of
orthogonal G—spectra, and define G—universes and 7z «+—isomorphisms as usual; see
Sections 4 and 5. An orthogonal G—spectrum is called good if the structure maps are
closed embeddings (see Definition 5.5), and it is a G-Q2—spectrum if the adjoints of the
structure maps are G—weak equivalences (see Definition 5.11).

We emphasize that Spg is defined without reference to the choice of a universe. How-
ever, we use universes to construct replacements by G-Q2—spectra, and this replacement
construction depends functorially on the choice of a universe, before passing to the
homotopy category. This is the content of the following theorem, which is proved in
Section 8.

Theorem 1.1 For any orthogonal G—spectrum X and any G-representation U, there
exists an orthogonal G-spectrum QY(X) together with a natural transformation
r: X — QY(X) such that:
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(i) The assignment
U, X) > 0“(X)
extends to a G—functor L X Spg — Spg which is continuous in each variable.
(i) If X is good then r: X — QY(X) is a m «—equivalence.
(iii) If X is good and U is a complete G—universe then Q¥(X) is a G-Q—spectrum.
(iv) Given another finite group I' and a group homomorphism «: I' — G there is a
natural I"—isomorphism

resq OU(X) = 0™ U(resy X).

We refer to Q as a bifunctorial replacement construction. The notation is inspired
by the traditional use of the letter Q for the 2°°X°° construction for spaces; see eg
Carlsson [4, Section 2]. Notice that part (i) of Theorem 1.1 implies the following
corollary; we think of the maps (1.3) as change of universe maps.

Corollary 1.2 For any orthogonal G—spectrum X and for any pair U and V of
G -representations there is a G—map of orthogonal G —spectra

(1.3) Dy LUV)+ A QH(X) — OV(X)

such that, for all G—representations U, V, and WV, the diagram

idA @M’v

LOW)+ ALUV)+ A QHX) —— LIV W)+ A QY(X)

(1.4) oml lm

LU W)+ A OH(X) 3 s OM(X)
u.,w
commutes, and the composition
i A (78
(1.5) SO A QUX) 25 LU U1 A QX)) =5 QU(X)

is the canonical isomorphism, where i is the inclusion of the identity.

The bifunctorial replacement is a key step in our construction of transfer maps in
Section 11 and of the Adams map in Section 13. To formulate our main theorem we
need some more terminology. Let N be a normal subgroup of the finite group G.
We denote by F(NN) the family of subgroups H of G such that HN N = 1, and let
EF(N) be the universal space for F(N). We say that an orthogonal G—spectrum X
is N—free if the projection

(1.6) EF(N)+ A X > X
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is a w«—isomorphism; compare Mandell and May [17, Definitions IV.6.1(ii) (page 69)
and VI.4.2 (page 100)]. For an orthogonal G—spectrum X the symbols X /N and XV
denote the naive N —orbits and the naive N —fixed points, defined by applying levelwise
the corresponding constructions for spaces; see Section 6. No fibrant nor cofibrant
replacement is hidden in the notation and in our setup there are no change-of-universe
functors.

Main Theorem 1.7 Let G be a finite group and N be a normal subgroup of G. Let
U be a complete G—universe. Then for any orthogonal G'—spectrum X there is an
equivariant map of orthogonal G/ N —spectra

A: EF(N)+ A X — o“x)N
such that:

(i) A isnaturalin X .

(i) If X is good and N —free then A is a 7 x—isomorphism.

We call 4 the Adams map. We emphasize that A is natural even before passing to
the stable homotopy category. Moreover, A is defined for all orthogonal G—spectra,
even without the N —free and good assumptions, and without any fibrancy or cofibrancy
assumptions. Main Theorem 1.7 is proved in Section 14.

In the special case N = G, the universal space EF(G) is just EG, the universal cover
of the classifying space of G, and the Adams map is a natural map of nonequivariant
orthogonal spectra

A: EGy A X — oY(Xx)°.

In the general case, after forgetting the G/ N —action the source of the Adams map
is the N -homotopy orbits of X considered as an orthogonal N —spectrum; see also
Lemma 5.13(iv). In fact, resy<g EF(N) = EN and

res; </ (EF(N)+ A X) = (resn<g(EF(N)+ AX))/N = EN4 NTESN<G X.

If X is good then Q¥(X) is a G-Q—spectrum 1 «—isomorphic to X by Theorem 1.1(ii)
and (iii), and therefore the target of the Adams map is the derived (also known as
categorical, as opposed to the naive or geometrical) fixed points of X .

From Main Theorem 1.7 one recovers the classical Adams isomorphism as follows.
Mandell and May construct in [17, Section I11.4, pages 47-51] the stable model structure
on the topological category of orthogonal G—spectra SpG. The weak equivalences are
the 1 «—isomorphisms, the fibrant objects are the orthogonal G-Q2—spectra, and cofibrant
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implies good by Lemma 5.10(i). We denote by HoSpG the corresponding homotopy
category and by [—, —]% the morphism sets in it. By [17, Theorems IV.1.1 (page 59)
and IV.2.9(iv) (page 63)] HoSpG is equivalent to the stable homotopy category of
G-spectra in the sense of Lewis, May and Steinberger [13].

Now let N be a normal subgroup of G and let ¢/ be a complete G—universe. Then
there is also a different stable model structure on SpG , which we call the N—trivial
stable model structure, where the weak equivalences are the /- ,—isomorphisms, ie
the maps inducing isomorphisms of the homotopy groups defined as in (5.3) but with &/
replaced by 2" . Notice that we follow the point of view explained in [17, paragraph
before Theorem V.1.7, page 76], and we consider two different model structures on the
same category, instead of changing also the underlying category.

Corollary 1.8 Let G be a finite group and N be a normal subgroup of G . Let U be a
complete G—universe. If an orthogonal G—spectrum X is cofibrant in the N —trivial
stable model structure and the projection pr: EF(N )4+ A X — X is a weak equivalence
in the N —trivial stable model structure, then in the stable homotopy category of G/ N —
spectra there is an isomorphism

(1.9) X/N = o4Xx)N.
Moreover, for every cofibrant G/ N —spectrum Y there is an isomorphism
(1.10) [¥,X/N]9N = [p*y, X1°,

where p: G — G/N denotes the projection.

Corollary 1.8 was originally proved by Lewis, May and Steinberger [13, Theorem I1.7.1,
page 97], and not just for finite but also for compact Lie groups. In the special case
when G is finite and X = X°°X is the suspension spectrum of a finite N—free G—
CW-complex X, it was proved by Adams [1, Theorem 5.4, page 500]. Mandell and
May [17, Chapter VI, pages 88—100] prove that the equivalence recalled above between
the homotopy categories of orthogonal G—spectra and G—spectra in the sense of [13]
respects orbits and fixed points, and then use this to “transport the Adams isomorphism,
which is perhaps the deepest foundational result in equivariant stable homotopy theory,
from G—spectra to |[...] orthogonal G—spectra” [17, first paragraph of Section V1.4,
page 99]. We emphasize though that they transport the Adams isomorphism only into
the stable homotopy category of orthogonal G—spectra, whereas we realize it as a map
of orthogonal G—spectra that is natural even before passing to the homotopy category,
and that is defined for all spectra.
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Proof of Corollary 1.8 from Main Theorem 1.7 The proof relies on three Quillen
adjunctions proved in [17]. The assumptions imply that the projection pr is a weak
equivalence between cofibrant objects in the N—trivial stable model structure. It
follows that applying any left Quillen adjoint to pr produces a weak equivalence
between cofibrant objects. We use this observation twice.

First, by [17, Proposition V.3.12, page 81], taking N —orbits gives a left Quillen adjoint
(to p*) from the N —trivial stable model structure on SpG to the usual stable model
structure on SpG/ N Therefore pr induces a 1 4+—isomorphism

(1.11) EF(N)+ X — X /N

of orthogonal G/ N —spectra.

Second, by [17, Corollary V.1.8, page 77], the identity is a left Quillen adjoint (to itself)
from the N —trivial to the usual stable model structure on SpG . Therefore X is N —free
according to the definition in (1.6), and X is cofibrant also in the usual stable model
structure, and so in particular X is good by Lemma 5.10(i). Then Main Theorem 1.7
applies and the Adams map

(1.12) A: EF(N)+ p X = o4 x)N

is a m4—isomorphism of orthogonal G/N —spectra. The isomorphism (1.9) is then
given in the stable homotopy category of G/ N —spectra by (1.11) and (1.12).

Finally, by [17, Proposition V.3.10, page 81], taking N—fixed points gives a right
Quillen adjoint (to p*) from the usual stable model structure on SpG to the usual
stable model structure on SpG/ N This adjunction, together with (1.9) and the -
isomorphism X — QY(X) from Theorem 1.1(ii), implies (1.10). a

We end this introduction by explaining our main motivation for this work. The Adams
isomorphism plays an important role in the theory of topological cyclic homology, as
we proceed to explain. Suppose that A is a ring or a ring spectrum, and fix a prime
number p. Topological cyclic homology at p is defined as

TC(A4; p) = holim THH(A)%"
R,F
where THH(A), topological Hochschild homology, is an orthogonal S!—spectrum,
and for any integer n > 1 there are maps
F: THH(A)%" — THH(A)%»"~! and R: THH(A)" — THH(A)C»"~!

between the underlying fixed point spectra, with Cpn denoting the finite cyclic group
of order p” seen as a subgroup of S'. Moreover, there is the cyclotomic trace map
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trc: K(A) — TC(A; p) from the algebraic K—theory spectrum of A to topological
cyclic homology. The cyclotomic trace has been used very successfully for computations
of algebraic K—theory; see for example Bokstedt, Hsiang and Madsen [2] and Hesselholt
and Madsen [10].

An essential input for TC computations is the fundamental fibration sequence, that
identifies the homotopy fiber of R with

ECpr,. n THH(A):
p"l

see for example Hesselholt and Madsen [9, Proposition 2.1, page 33]. The key step in
this identification is the Adams isomorphism. Using the results of this paper we can lift
the fundamental fibration sequence from the stable homotopy category to the category
of orthogonal spectra.

In joint work with Liick and Rognes [15] we compare via the cyclotomic trace the
Farrell-Jones assembly map in algebraic K—theory to the assembly map in TC, and
prove new rational injectivity results for both assembly maps. We refer to Liick and
Reich [14] for a comprehensive survey of assembly maps and isomorphism conjectures.
Since the assembly maps are constructed by taking homotopy colimits over the orbit
category, it is essential that the fundamental fibration sequence, and therefore the Adams
isomorphism, is natural before passing to the homotopy category, because homotopy
colimits and hence assembly maps cannot be defined in the homotopy category.

Structure of the article The main new results are contained in Sections 7 through 15.
The bifunctorial replacement Theorem 1.1 is proved in Section 8 after some preparations
in Section 7, and some important consequences of it are established in Sections 9 and 10.
Sections 11 and 12 discuss the construction and properties of transfer maps, using the
bifunctorial replacements of the previous sections. All these tools come together in the
final three sections, which are devoted to the Adams isomorphism. The Adams map
is constructed in Section 13, where also part (i) of Main Theorem 1.7 is established.
Part (ii) is then proved in Section 14, and a shortcut in the proof in the special case
when N = G is explained in Section 15.

In Sections 2 through 6 we review the foundations of equivariant orthogonal spectra.
Experienced readers might skip these sections and refer back to them only when needed;
we draw their attention in particular to Remark 3.6, where our departures from the
notations and conventions of Mandell and May [17] and Hill, Hopkins and Ravenel
[11] are explained, and to Definition 5.5 and Lemma 5.10 about good and almost good
orthogonal spectra. For less experienced readers, on the other hand, in these initial
sections we make explicit and collect in one place several facts that we rely upon and
that are scattered (sometimes less explicitly) in the existing literature.
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2 Conventions

We begin by fixing some notation and terminology. We denote by 7 the category
of pointed, compactly generated, and weak Hausdorff spaces (see eg [7, Section 7.9,
pages 186—195] and [21]), which from now on we simply refer to as pointed spaces.
Given pointed spaces X and Y we write 7(X,Y) or map(X,Y) for the pointed
space of pointed maps from X to Y. With respect to the smash product, 7 is a
closed symmetric monoidal category, with unit object S°. We refer to categories
and functors enriched over 7T as fopological categories and continuous functors. For
the basic definitions about enriched categories see for example [16, Section VII.7,
pages 180-181].

Everywhere in this paper G denotes a finite group. A pointed G—space is a pointed
space equipped with a continuous left action of G fixing the base point. We de-
note by 79 the topological category whose objects are all pointed G—spaces and
with morphism spaces 79 (X,Y) the subspaces of 7(X,Y) consisting of the G—
equivariant maps. Endowing the smash product with the diagonal G—action, S°
with the trivial action, and 7(X,Y) with the conjugation action, the category 7€ is
closed symmetric monoidal. A fopological G—category is for us a category enriched
over 79, and a continuous G—functor is a TC—enriched functor. Pointed G—spaces
also form a topological G—category, that we denote 7g, with morphisms the pointed
G-spaces Tg(X,Y) = T(X,Y) of not-necessarily-equivariant maps. Notice that
obj T¢ = obj Tg and TO(X,Y) = Te(X,Y)C.

3 Thom spaces of complement bundles

Throughout this paper the expression G-representation refers to a real, orthogonal G—
representation of finite or countably infinite dimension, always equipped with the colimit
topology from the finite-dimensional subrepresentations. Given G-representations U
and V', we denote by L(U, V') the space of all linear isometric maps, endowed with
the conjugation action of G and with the subspace topology

LU, V) C LU, V)s CTUV).

We denote by L, the topological G—category with objects the G-representations and
with morphisms the pointed G-spaces L(U, V')4. We let CﬁG“ be the full subcategory of
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the finite-dimensional representations, and iso £f(‘;“ the subcategory of all isomorphisms
in Ef(i;“. We often use the symbols U, V, ... for finite-dimensional representations,
and U, V, ... for infinite-dimensional ones. Given a G-representation ¢/ we denote
by P(U) the poset of all finite-dimensional G—subrepresentations of I/ ordered by
inclusion, and we consider it as a discrete subcategory of Efé“.

The finite-dimensional G-representations also form another topological G—category
with respect to bigger morphism G-spaces, the Thom spaces of certain bundles that
we now proceed to explain. Let U and V' be finite-dimensional G-representations and
set k =dimV —dimU . If k£ > 0 let Gri (V) be the Grassmannian of k—dimensional
subspaces of V', equipped with the obvious G-action. Consider the map

c: LU, V)= Gr(V), [f—=V-—fU),

where V — f(U) denotes the orthogonal complement of f(U) in V. Clearly, ¢ is
G—equivariant. Now define £(U, V') to be the pullback along ¢ of the tautological
k—dimensional G-vector bundle over Gry (V). More explicitly,

EWU.V)={(f.v) e LU V)x V| f(U) L,
where the projection £(U, V) — L(U, V) is just the projection onto the first factor,
and the G—action sends ( f,v) to (gf(g~'—), gv).
Definition 3.1 Given finite-dimensional G-representations U and V', define
Th(U, V) =ThEWU, V) — LU, V))

to be the Thom space of &(U, V'), ie the quotient of the fiberwise one-point compact-
ification of £(U, V) where all the points at infinity are identified and taken as the
base point.

Notice that Th(U, V) is a pointed G—space. The zero section of £(U, V) gives a
pointed G—map
(3.2) z=zyy: LWU, V) - ThU, V),

which is a homeomorphism if and only if £ = 0. In the case where k < 0, then
LU, V)= and Th(U, V) = pt.

In the special case where U € V' is a G—subrepresentation of V' the fiber of £(U, V)
over the inclusion i: U — V is V — U, and therefore we obtain a pointed G—map

(3.3) a=aycy: SVV - ThU,V)
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with a(0) = z(i), where S¥~U denotes the one-point compactification of V — U
pointed at infinity. More generally, given finite-dimensional G-representations U
and V, the fiber of £(V,U @ V') over the G—isometry i: V - U &V, v (0,v),
is naturally isomorphic to U via the map u — (i, (1, 0)), and therefore we obtain a
pointed G—map

(3.4) a=ayy: SYU > Th(V,U® V).

Given finite-dimensional G-representations U, V' and W, composition of isometries
induces a G—map of bundles

o E(V.W)xEWU. V) = EU. W), ((g.w).(f,v) = (gf . w+g(v))

and therefore a G-map
(3.5) o T((V, W) AThRU, V) — Th(U, W).

The composition maps in (3.5) are associative and unital, where the identity in Th(U, U)
is given by (idy7, 0) = z(idy).

Thus we get a topological G—category Thg whose objects are the finite-dimensional
G-representations, ie obj Thg = obj £, and morphisms pointed G-spaces Th(U, V).
The identity on objects together with the zero section maps z in (3.2) defines a con-
tinuous G-functor z: £2P — Thg. We write Th® for the topological category with

obj ThC = obj Thg and morphism spaces ThC (U,V)=ThU, V).

Remark 3.6 A warning about notation is in order here. Our category iso £ﬁGn is
denoted $¢ in [17, Definition I1.2.1, page 32], whereas Thg is denoted $g in [17,
Definition I1.4.1, page 35] and in [11, Definition A.10, page 144]. Notice also that in the
notation $g or $g of [17] there is an implicit choice of indexing G—representations;
see [17, Definition II.1.1 (page 30) and Variant 11.2.2 (page 32)]. For us, iso EﬁGn = WGW
and Thg = $3¢.

In the special case where G is the trivial group, we omit G from the notation, and write
L and Th for the corresponding topological categories. By considering every finite-
dimensional inner product space as a trivial G—representation, we obtain a continuous
functor

3.7) i: Th > ThE,
which can be thought of as the inclusion of the full subcategory of the trivial G-

representations. We introduce the notation ﬂfé for the category Th when viewed as
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a topological G—category with trivial G—action on the morphism spaces. Then the
functor in (3.7) becomes a continuous G—functor

(3.8) i: ThY — The.

This notation may seem overkill, but it is useful later when discussing naive and
nonnaive orthogonal G—spectra (see Theorem 4.12) and change of group constructions
(see Section 6).

We conclude this section with some important properties of the category Thg that are

often used later.

Lemma 3.9 (untwisting and composition) For all finite-dimensional G -representa-
tions U and V there are untwisting G—homeomorphisms

untw: TR(U, V) A SY S SV A L(U, V) 4.,

which are compatible with composition, ie for all finite-dimensional G —-representations
U,V and W, the diagram

Th(V, W) ATR(U, V) A SU —22194 s Th(U, W) A SU

idA untwl

(3.10) Th(V,W)ASY A LU, V)4 untw
untw/\idl
SWALV, W)L ALWU, V)4 — SW ALWU W)y

comimutes.

Proof The untwisting homeomorphism comes from well-known properties of Thom
spaces, because

ThU, V)ASY 2 Th(EU, V) U) = Th(V) = SV ALWU, V) 4.

Here U and V denote the trivial bundles with fibers U and V over £(U, V). The
second isomorphism is induced from the vector bundle isomorphism

EUVYSU SV, ((frv).u) v+ [ ().
Thus the untwisting homeomorphism is given by
untw: TR(U, V)ASY = SY ALWU. V)4, (fiv)Au @+ f) A f.

Using this explicit formula it is easy to check that diagram (3.10) commutes. a
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Lemma 3.11 The assignment
—@—:ThgxThg—>Thg, (U W)U W
extends to a continuous G—functor given on morphisms by
ThU, V)AThR(W,Z) >ThU e W,V Z), (fiv)yAlgz)—(fDdg (v,2)).
Moreover, when U = 0 and W = Z, the diagram
Th(0. V) =2, Tho@ W.V & W)
(3.12) I &
SV —— S Th(W. VW)

ay.w

commutes, where ay y is defined in (3.4). If U is a G—subrepresentation of V', then
the diagram

—®idy

Th(U,V) ———— Th(U e W, Ve W)
(3.13) aUgVT TaUGBWEVGBW
A = gYew-Uew

commutes, where the vertical maps are defined in (3.3) and the bottom horizontal
isomorphism is the evident one.

Proof This is immediate after unraveling the definitions. a

4 Orthogonal G —spectra

Definition 4.1 (orthogonal spectra) An orthogonal G—spectrum X is a continuous
G—functor
X: Thg — Tg.

We emphasize that a continuous G—functor X: Thg — Tg consists of a pointed G—
space X (U) for any finite-dimensional G-representation U, together with pointed
G—maps

(4.2) Th(U.V) > T(XU). X (V). (f.v)—>X(/.v)

for every pair of finite-dimensional G-representations, satisfying associativity and

unitality axioms. Notice that by adjunction the maps (4.2) can equivalently be described
by pointed G-maps

(4.3) XUv: -H’I(U’ V)AX(U)%X(V)? (f’ U)/\Xl-) (X(f’ U))(X)

Algebraic & Geometric Topology, Volume 16 (2016)



On the Adams isomorphism for equivariant orthogonal spectra 1505

and in this adjoint form the associativity and unitality axioms state that, for all finite-
dimensional G—representations U, V and W, the diagram

dA xu.v

Th(V, W) ATR(U, V) A X (U) “222% Thv, W) A X (V)

4.4) oAidl lXV.W

Th(U, W) A X (U) s X (W)

Xuw

commutes, and the composition

XU.U

SO A X U) LS vy A x ) 225 x )

is the canonical isomorphism, where @ = aycy is the inclusion of the identity defined
in (3.3).

Example 4.5 (sphere and suspension spectra) The sphere G—spectrum is the orthogo-
nal G-spectrum §': Thg — T that sends a finite-dimensional G-representation U to
its one-point compactification SU, and with the maps (4.3) defined as the composition

ThU, V)ASY 2% sV AU, V). B sV

The commutativity of diagram (4.4) follows from the compatibility of untwisting and
composition; see diagram (3.10) in Lemma 3.9. More generally, for any pointed
G—space X the suspension G—spectrum X°°X is defined analogously, sending U
to SUAX.

Definition 4.6 (structure maps) Let X be an orthogonal G—spectrum. Given finite-
dimensional G-representations U and V', define the structure map oy,y to be the
composition

Xv.uev

id
@7 ouy: SUAXV) X S muevyax ) X xw e v,

where ay y is the map defined in (3.4). Moreover, if U is a G—subrepresentation
of V', define the internal structure map oycy to be the composition

(4.8) over: SVU A XU LS vy A x0) 25 x (v),

where aycy is the map defined in (3.3).

Remark 4.9 (alternative definition of orthogonal G—spectra) Given an orthogonal
G-spectrum X , the internal structure maps (4.8) satisfy the following conditions:
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(i) For all finite-dimensional G—representations U € V € W, the diagram

idAoycy
=k

SW=V ASV-UAX(U) SW=V AX(V)

=A idl lUVgW

SW=UAX(U) > X (W)

oucw
commutes.

(i) For all finite-dimensional G—representations U the map
opcy: S°AX(U) - X (U)

is the canonical isomorphism.

Notice also that, by restriction along
iso £in € £in 5 Thg,
X yields a continuous G—functor
X:iso £ — 75,
and the following holds:
(iii) For every commutative diagram of finite-dimensional G-representations

U——YV
A
U/ c 3 Vl

where the horizontal maps are G—equivariant inclusions of subrepresentations
and the vertical ones are not-necessarily-equivariant isomorphisms, the diagram

SVUAXxU) 22X X (V)
Sg'V—U/\X(f)l lX(g)
SV/_U/ A X(U,) W X(V/)

commutes.

On the other hand, suppose that we are given a continuous G—functor

X: iso[ﬂ%“—>7'(;
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together with pointed G-maps
ovcy: SVUAX(U) = X(V)

for any finite-dimensional G-representation V' and any G—subrepresentation U C V,
satisfying conditions (i), (ii) and (iii) above. This data is taken as the definition of an
orthogonal G—spectrum in [17, Definition 11.2.6, page 32], and it can be extended to a
continuous G—functor

X: Thg — T¢,

ie an orthogonal G—spectrum according to our definition. The equivalence of these
two definitions is stated in [17, Theorem 11.4.3, page 36], where it is based on more
general results from [18, Section 2, pages 449-450].

Definition 4.10 (maps) A G-map f: X — Y of orthogonal G—spectra is a G-
equivariant and continuous natural transformation. We denote by SpG the topolog-
ical category of orthogonal G-spectra and G—maps. Since the category Thg has
a small skeleton, there are no set-theoretic issues here. Similarly, we can define
not necessarily G—equivariant maps of orthogonal G—spectra as continuous natural
transformations, and we denote by Spg the corresponding topological G—category.
Notice that Sp®(X,¥) = Spg(X.,Y)C.

Definition 4.11 (naive orthogonal spectra) A naive orthogonal G—spectrum is a
continuous functor
X:Th—>T79.

Equivalently, using the notation from (3.8), a naive orthogonal G-spectrum can be
thought of as a continuous G—functor ﬂ”ﬁé — T . We denote by NSp¢ the topological
G—category of naive orthogonal G—spectra.

Any orthogonal G-spectrum X: Thg — 7g has an underlying continuous functor
X: Th® — 7€, which we can compose with ¢: Th — Th® from (3.7) to obtain a
continuous functor

FX:Th—> T,

the underlying naive orthogonal G—spectrum of X . The following important result
states that the converse is also true.

Theorem 4.12 (naive is not naive) The functor

*: Spg — NSpg
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is an equivalence of topological G—categories, with inverse
Lan,: NSpg — Spg.
the left Kan extension along t: ﬂ"ﬁé — Thg . In particular, if two orthogonal G —spectra

have isomorphic underlying naive orthogonal G —spectra, then they are isomorphic.

Proof See [11, Proposition A.19, page 147] and also [17, Theorem V.1.5, pages 75—
76]. Left Kan extensions are recalled in the proof of Proposition 8.3. a

Remark 4.13 If X is a naive orthogonal G—spectrum and U is an n—dimensional
G-representation, then there is a G-homeomorphism
(Lan, X)(U) = L(R",U)+ A X(R").
O(n)
The choice of an isomorphism f € L(R",U) gives a nonequivariant homeomor-

phism X (R”) = (Lan, X)(U). Therefore the underlying nonequivariant space of
(Lan, X)(U) depends up to homeomorphism only on the dimension of U .

We now introduce some basic constructions.

Definition 4.14 (smash products with spaces and mapping spectra) Given an orthog-
onal G—spectrum X and a pointed G—space Z we define new orthogonal G—spectra
ZAX and map(Z,X)
as the compositions of X: Thg — T and the continuous G—functors

(4.15) ZAN—Tg—>Tg and map(Z,—): T¢ — Tg.

The adjunction between the functors in (4.15) gives an adjunction between the continu-
ous G—functors

ZAN—:Spg — Spg and map(Z,—): Spg — Spg-
Definition 4.16 (homotopies) A G-equivariant homotopy of orthogonal G—spectra

isa G-map I+ A X — Y, where I =[0, 1] has the trivial G—action. We then define
as usual G-homotopic maps and G—homotopy equivalences.

Definition 4.17 (suspensions, loops, shifts and Q) Given a finite-dimensional G-
representation U we define

sUX =8SUAX and QUX =map(SY, X)
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and thus obtain adjoint continuous G—functors £V, QU: Sp; — Sp;. We also define
the shift
shV X

as the composition of X and the continuous G—functor
U®—:Thg —>Thg, V=U®YV,
defined on morphisms as
Th(V.W) = ThU e V.U W), (f w)r (idy /. (0 w));

see Lemma 3.11. Finally, we define

oV x)=aYsnVx,
a construction that plays a major role in this paper.
Definition 4.18 (spectrum-level structure maps) The structure maps (4.7) give a
G—map of orthogonal G—spectra
(4.19) op: TVX > shV X,

that we call spectrum-level structure map of X at the G-representation U. To
verify that oy is a map of spectra we need to show that for all finite-dimensional
G-representations V and W and all ( f, w) € Th(V, W) the diagram

SUAX(V) 22X s XU V)
idA X(f,w)l lX (Gdef),0,w))
SU/\X(W) W XUesW)

commutes, and this follows from the definitions. By adjunction, from (4.19) we also
get a G—map of orthogonal G—spectra

(4.20) 5u: X = oY(X).

Similarly, given a finite-dimensional G—representation V' and a G—subrepresentation U,
the internal structure maps (4.8) give G—maps of orthogonal G—spectra

421)  opycy: 2V YshYX > sh" X and Gycp:shVX — @V UshV x.
Finally, we define

(4.22) wey: 0Y(X) — 0¥(X)
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as the composition

QUs
wey: 0V(X)=QUshlx — 255 UV UgV x ~ Vsh” X = 07 (X),

where the isomorphism in the target is induced by the natural G—homeomorphism
QUQY-U ~ QY of functors Tg — Tg .

Remark 4.23 Let I/ be a G-representation, not necessarily finite-dimensional. Recall
from the beginning of Section 2 the notation P (i) for the poset of finite-dimensional
G—subrepresentations of I/ ordered by inclusion. Proposition 7.1 implies that

09X): P(U) - Sp®, U QY(X), UV ey
is a functor. The composition
(4.24) X = 0°x) 225 0¥(x)

is equal to 6. Moreover, the diagram

X
(4.25) 5y \QV
oY(X) —— 0¥(X)

L1917

commutes, by the functoriality of Q(_)(X ) and (4.24).

5 Homotopy theory of orthogonal G -spectra

In this section we discuss homotopy groups, 7 x—isomorphisms, good and almost good
spectra, G-Q2—spectra, and their properties. In the definition of homotopy groups
we choose a complete G—universe in the sense of the following definition, but the
homotopy groups are independent of this choice. We emphasize that the choice of a
universe plays no role in the definition of the category of orthogonal G—spectra.

Definition 5.1 (universes) A G-universe is a countably infinite-dimensional G-
representation ¢ such that /¢ # 0 and, for every finite-dimensional G—representa-
tion U, if U embeds in U/, then also @y U embeds in /. A G—universe U is complete
if every finite-dimensional G—representation embeds in /. Complete G—universes
exist and are unique up to equivariant linear isometric isomorphisms. Uniqueness
follows immediately from the isotypical decomposition; see eg [3, Proposition I11.1.7,
page 128].
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Definition 5.2 (homotopy groups) Let X be an orthogonal G—spectrum, let H be a
subgroup of G, and let n € Z be an integer. Choose a complete G—universe /. Define

colim 7, ((QY X (U))#) ifn>0;
(5.3) il (x)= v "
" colim 7o ((Q¥ X (U @R™)™) ifn<0.
UePU)

In order to describe the structure maps used for these colimits, observe that
QUXU) = 0YX)(0) and QUXU ®R™) = 0Y(X)R™™).

By Remark 4.23, 0(X): PU) — SpG is a functor, and so for any finite-dimensional
G-representation V (eg V =0 or V =R™) and any m > 0 we can consider the
composition

=) H TTm

> TG > T

(=) ev
Py LK), 56 e s Ab

and then take its colimit. Here evy is given by evaluating an orthogonal G—spectrum
at V. Since any two complete G—universes are equivariantly and isometrically isomor-
phic, it follows that the abelian groups defined in (5.3) do not depend on the choice of
the universe U.

Definition 5.4 (weak equivalences, m«—isomorphisms, level equivalences) Let
f: X — Y be a G-map of pointed or unpointed G—spaces.

(i) Wesay that f is a G-weak equivalence if for all subgroups H of G the induced
map fH: XH — Y H isaweak equivalence of unpointed nonequivariant spaces.

Let f: X — Y be a G-map of orthogonal G—spectra.

(i) We say that f is a w—isomorphism if for all integers n and all subgroups H
of G the induced map nnH (f): nnH (X)— Jr,fl (Y) is an isomorphism.

(iii) We say that f is a level equivalence if for all finite-dimensional G-representa-
tions U the map f(U): X(U) — Y (U) is a G—weak equivalence.

Notice that G-homotopy equivalences are in particular level equivalences.

In the setup of Lewis, May and Steinberger, the following definition of good spectra
appears in [9, Appendix A, pages 96-98].

Definition 5.5 (good and almost good spectra) An orthogonal G—spectrum X is
good if for all finite-dimensional G-representations U the spectrum-level structure
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map oy: »UX — shU X from (4.19) is a levelwise closed embedding, ie if for all
finite-dimensional G-representations U and V', the structure map

ouy: ZVX(V) > XU V)

from (4.7) is a closed embedding. We say that X is almost good if the adjoints of the
structure maps are closed embeddings.

In Lemma 5.10 we show that cofibrant implies good, and that good implies almost good.
We also show that being good is preserved by certain left adjoint functors, and almost
good by certain right adjoints; see Lemma 5.10 and Theorem 6.16. In Addendum 8.7
we prove that Theorem 1.1 remains true for almost good spectra. However, our proof
of Main Theorem 1.7 does not generalize to almost good spectra.

We now collect some properties of closed embeddings in the category of compactly
generated weak Hausdorff spaces, referring to [21] for a thorough account and proofs.
Notice that closed embeddings are called closed inclusions in [21] and [9]. We say that
a commutative square

w15 X
(5.6) 7 lg
Y — 3 Z

J

is admissible if all maps are closed embeddings and also the map Y Uy X — Z is a
closed embedding. Notice that if (5.6) is a pullback and all maps are closed embeddings,
then it is admissible.

Facts 5.7 (properties of closed embeddings) (i) Given X LyLz ,if 7 and j
are closed embeddings, then sois j oi;if joi is a closed embedding, then so
isi.

(i) Consider the commutative square (5.6). If the square is a pullback and j is a
closed embedding, then so is i. If the square is a pushout and 7 is a closed
embedding, then so is j, and the square is a pullback.

(iii)) Consider a commutative cube:
W — X’

~ | ™
W — X

Y’—l—> Z' l
N N
Yf)Z
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(iv)

(v)
(vi)

(vii)

(viii)

(5.8)

(5.9

(ix)

()

Assume that the back face is admissible and that both the left and the right faces
are pushouts. Then the front face is also admissible, and in particular j is a
closed embedding.

Ifi: X ANY — Z is a closed embedding, then its adjoint 7: ¥ — map(X, Z) is
also a closed embedding.

Products and coproducts of closed embeddings are closed embeddings.
Given any based space Z, if i: X — Y is a closed embedding then so are

idzANi: ZAX - ZAY and iy: map(Z, X) - map(Z,Y).

If Xy X X SN ) 2. is a sequence of closed embeddings, then the
maps X, — colim, X, are closed embeddings, and for every compact based
space Z the natural map colim, map(Z, X;) — map(Z, colim, X},) is a home-
omorphism. In particular, colim, w4« (X,) = m«(colim, X3).

Given a commutative diagram

Xo fo > X i > Xo 2 >
fol fll/ le
YO jo 7 Y] j] 7 Y2 j2 7

where all maps are closed embeddings and all squares are admissible, the square

Xy —— colimy, X,

| [

Yy — colim, Yy,

is admissible, and in particular colim, f,: colim, X, — colimy, Yy is a closed
embedding. If additionally all squares in (5.8) are pullbacks, then (5.9) is also
a pullback.

If i: X — Y is a G—equivariant closed embedding and H is a subgroup of G,
then if: X7 — YH js also a closed embedding.

If Xy “x 1 Lx 5 2. isa sequence of G—equivariant closed embeddings
and H is a subgroup of G, then the natural map colimy (X, nH ) — (colim, X,)H
is a homeomorphism.

Proof For (i) see [21, Proposition 2.31, page 8], and for (ii) [21, Propositions 2.33
and 2.35, page 9].
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These two facts, and the fact that points are closed in weak Hausdorff spaces, imply
that the category 7 together with the class of closed embeddings is a category with
cofibrations in the sense of Waldhausen [22, Section 1.1, page 320]. Then (iii) is a
formal consequence true in any category with cofibrations; see [22, Lemma 1.1.1,
page 322].

For (iv) see [21, Corollary 5.11, page 19]; for (v) [21, Theorem 3.1, page 11]; for (vi) [21,
Corollary 5.4 (page 18), Corollary 5.8(b) (page 19) and Theorem 4.8(b) (page 17)];
and for (vii) [21, Lemmas 3.3, 3.6, and 3.8, pages 12-13].

For (viii), under the additional assumption that all squares in (5.8) are pullbacks, it is
proved in [21, Lemma 3.9, page 14] that (5.9) is a pullback square of closed embeddings.
If the squares in (5.8) are only admissible, consider the following diagram:

Xo > X1 > Xo AR

| | |

Yo — Y, UXOXI — (Yo UXOXI)UX1X2 —_— -

| |

Y —— YUy Xp, — -

~N

Y2 - ...

All maps are closed embeddings and all squares are pushouts, and therefore pullbacks
by (ii). So the already established part of (viii) applies to any two consecutive rows,
and by taking their colimits we get a sequence of closed embeddings colim, X; —
colim, (Yo U---) — colim,(Y; U---) — ---. Now apply (vii).

(ix) follows from (i), since X¥ — X is a closed embedding. For (x), we first use (ix)
and (viii) to conclude that f: colimy (X, nH ) — colim,, X}, is a closed embedding. Since
f factors through g: colim, (X, ,{1 ) = (colim, X,)H , g is also a closed embedding
by (i). By inspection, g is surjective, thus proving (X). a

Lemma 5.10 (good and almost good spectra) Let X be an orthogonal G —spectrum.

(i) If X is cofibrant in the stable model category structure on Spg then X is good.

(i) If X is good then X is almost good, and X is almost good if and only if for
all finite-dimensional G-representations U C V the map tycy: oY(X) —
QV(X) defined in (4.22) is a levelwise closed embedding.
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(iii)) If X is almost good then we can interchange the colimit and the homotopy
groups in Definition 5.2, ie for all subgroups H of G and for all n € Z we have

JTn( colim (QUX(U))H> ifn>0;
T[H(X) ~ UeP)
n = U —n\\H .
o ((}:ohm QUX (U ®R™)) ) ifn <0.
epP

(iv) Coproducts of good spectra are good. Products of almost good spectra are almost
good.

(v) Let Z be a pointed G—space. If X is good then sois Z A X . If X is almost
good then so is map(Z, X).

(vi) X is (almost) good if and only if its underlying naive spectrum t* X is (almost)
good.

(vii) If X is almost good, then so is Q4(X), and r: X — QY(X) is a levelwise
closed embedding.

Proof For (i), we first establish a general claim about pushout squares

A—— W

P

of orthogonal G—spectra. Assume that A, B, and W are good, that f is a levelwise
closed embedding, and that for every finite-dimensional G-representation U the square
oy: TV f — shY f is levelwise admissible as defined in (5.6). Then Y is good, g is
a levelwise closed embedding, and for every U the square oy: XVg — shUg is
levelwise admissible. This claim follows at once from Facts 5.7(iii). (In fact, the full
subcategory of good orthogonal G—spectra, together with the class of levelwise closed
embeddings f such that for every U the square oy: XV f — shY f is levelwise
admissible, is a category with cofibrations.)

Next we show that F'I—cell complexes in the sense of [17, Definitions I11.2.2 and I1I.1.1,
pages 42 and 38-39; 18, Definition 5.4, page 457] are good. For any finite-dimensional
G-representation V', the free spectrum Fpr = Th(V, —) is good by inspection. Then
for any pointed G—space A also FyA = A A Th(V, —) is good by part (v), and for any
closed embedding i: A — B and any finite-dimensional G—representation U the square
ouy: SV Fpi — shY Fyi is levelwise a pullback square of closed embeddings, and so
in particular levelwise admissible. It follows that for any coproduct f = \/; Fy, iy
such that each i, is a closed embedding, the source and target of f are good by
part (iv), and the square op: XV f — sh¥ f is levelwise admissible. Now recall
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that an FI—cell complex is a sequential colimit X = colim, X,, where Xy = pt
and each g,: X;, = X, +1 is obtained by cobase change from a map of the form
f =\ Fr, iy, with iy: (G/Hy x S" =), — (G/H, x D"*) . The claim from the
beginning of the proof then implies inductively that all X, are good and all squares
ou: 2V g, — shUg, are levelwise admissible. Hence we can apply Facts 5.7(viii) to
conclude that each F/—cell complex X is good. Since cofibrant spectra are retracts of
FI—cell complexes by [17, Theorem II1.2.4(iii), page 42], and retracts of good spectra
are good by Facts 5.7(i), the result follows.

For (ii), the fact that good implies almost good follows from Facts 5.7(iv). If X is
almost good, then also the adjoints of the internal structure maps are closed embeddings,
and so tycy is a levelwise closed embedding by Facts 5.7(vi). The other implication
is obvious from (4.24).

(iii) follows from (ii) and Facts 5.7(ix) and (vii), since for any complete G—universe U
the poset P(U) contains a cofinal sequence.

(iv) and (v) follow from Facts 5.7(v) and (vi).

For the nontrivial direction of (vi), notice that if U and V are G-representations of
dimensions m and #n, then there are commutative squares

ORm Rn1 ERWI!Rn

S™A X (R?) ——— X (R™17) X(R") ————— QM X (R™*")
SUAX(U) e XUaV) X(U) 5 QUXU V)

whose vertical maps are not necessarily equivariant homeomorphisms; compare with
Remark 4.9(iii).

Finally, for (vii) use Facts 5.7(iv) and (vii). O
Definition 5.11 (G-Q-spectra) An orthogonal G—spectrum X is a G-Q-spectrum
if for all finite-dimensional G-representations U the adjoint 5y: X — QY(X)

from (4.20) of the spectrum-level structure map is a level equivalence, ie if for all
finite-dimensional G-representations U and V', the adjoint

Guy: X(V) = QXU V)

of the structure map (4.7) is a G—weak equivalence.
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Lemma 5.12 (G-Q-spectra) Let X be an orthogonal G—spectrum.

(1)

(i)

(i)

(iv)
(v)

X is fibrant in the stable model category structure on Sp¢ if and only if X is a
G -Q—spectrum.

X is a G-Q-spectrum if and only if for all finite-dimensional G —representations
U CV the map tycy: QU(X) — QY (X) defined in (4.22) is a level equiva-
lence.

If X is a G-Q2—spectrum then we can omit the colimit in Definition 5.2, ie for
all subgroups H of G and for all n € 7. we have

(X (0)H) ifn>0;
T (X@R™MH) ifn <0.

Products of G-Q2—spectra are G -S2—spectra.

n,fl(X)z{

Let Z be a pointed G-CW-complex. If X is a G-Q—-spectrum then so is
map(Z, X).

Proof For (i) see [17, Theorem 111.4.2, page 47]. Part (ii) follows from the commutative
triangle (4.25), and (ii) directly implies (iii). For (iv) use Facts 5.7(v) and that the
adjoint structure maps of the product are the product of the adjoint structure maps of
the factors. For (v) see for example [20, Example 5.2]. |

We conclude this section with the following well-known facts.

Lemma 5.13 Let f: X — Y be a G-map of orthogonal G—spectra, and let Z be a
pointed G—CW-complex.

@)

(i)

(iii)
(iv)

If f is a level equivalence, then f is a m—isomorphism, and the converse is
true provided that X and Y are G-Q2—spectra.

If f is a w«—isomorphism and Z has only finitely many G-cells, then
map(Z, f): map(Z, X) — map(Z,Y) is a w«—isomorphism.

If f is a w«—isomorphism, then idz A f: ZAX — ZAY is a it «—isomorphism.
If N is a normal subgroup of G, w2 (f) is an isomorphism for all H € F(N),
and Z is a G-F(N)—-CW-complex, thenidz A [: ZAX — ZAY isa my—
isomorphism of orthogonal G—spectra, andidz AN f: Z AN X - Z ANY s
a 1 «—isomorphism of orthogonal G/ N —spectra.

Proof For (i) see [17, Lemma II1.3.3 and Theorem II1.3.4, page 45] or [20, Propo-
sitions 5.18(ii) and 5.19(ii)]. For (ii) and (iii) see [17, Theorem II1.3.9 and Proposi-
tion II1.3.11, pages 46—47] or [20, Proposition 5.4]. For (iv) we use arguments similar to
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those given in [20] for (iii), and proceed by induction on the cellular filtration of Z. The
induction begins with the case Z = G/H+ with H N N = 1. By Example 6.13 there
is a G—isomorphism G/Hy A X = indg<gresg<g X . Because H NN =1, we can
identify H with a subgroup of G/N and get a G/ N—isomorphism G/Hy Ay X =
indg<g/n resg<g X . Since each subgroup K of H also belongs to F(N), the as-
sumption on f implies that resgy<g f: resg<g X —>resg<g Y is a wx—isomorphism
of orthogonal H—spectra; compare (6.18). By Theorem 6.16(ii), we know that induction
preserves 1 x—isomorphisms, and therefore both idg/g, A f and idg g, AN [ are
1 «—isomorphisms. The induction steps are then carried out exactly as at the end of
Section 14. O

6 Change of groups
We first recall some basic space-level constructions. Let a: I' — G be a group
homomorphism. The restriction functor
resg =a*: 7 - 77T
has both a left adjoint called induction:
6.1) inde: 70 — 79, X GraX,
and a right adjoint called coinduction:
(6.2) coindg: T8 - 7%, X > map(G,, X)¥,

where in (6.1) we consider G as right I'—set and left G—set, and in (6.2) we consider G
as left I'—set and right G—set. Restriction, induction, and coinduction are all continuous
functors. If « is surjective, then G = I'/N with N = kera, and

(6.3) indg(X)= X/N and coindy(X) =~ xN.

For all pointed G—spaces X there are natural G—equivariant homeomorphisms

(6.4) indgresqy X = G/a(l)+ AKX, coindy resqy X = map(ae(I)\G+, X),
[g Ax]+> ga(T) A g, [ @@)g =g f(2),
[gngT xliga@Ax, (g gf(@()g) <« /.

Under the isomorphisms (6.4), the counit of the adjunction indy — resy is induced by
the projection G/a(I") — pt, and the unit of the adjunction resy — coindy is induced
by «(I')\G — pt.
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Construction 6.5 (change of groups for naive orthogonal spectra) We define restric-
tion, induction and coinduction for naive orthogonal spectra by composing with the
corresponding continuous functors for spaces. Explicitly, if X: Th — 7 is a naive
orthogonal G—spectrum and «: I' — G a group homomorphism, then res, X is the
composition

X res
Th = 76 =% 7T,

and analogously for induction and coinduction. We thus get the following continuous
functors and adjunctions:

NSpG
|
(6.6) indgy (—| resq —1 | coindy
3
NSp!

Construction 6.7 (change of groups for nonnaive orthogonal spectra) We use the
equivalence of categories in Theorem 4.12 to extend the functors and adjunctions
in (6.6) to nonnaive orthogonal spectra. Explicitly, if X: Thg — 7 is an orthogonal
G—spectrum, then the orthogonal I'-spectrum resy X is defined by first considering
the restriction

(6.8) Th ThG X, 76 8 T

of the underlying naive orthogonal G—spectrum of X, then viewing (6.8) as a continu-
ous I'—functor Thtrf — T, and finally taking the left Kan extension along ¢: Thtlﬁ — Thr.
Induction and coinduction are defined analogously. Thus we obtain continuous functors
and adjunctions as in (6.6) for Sp instead of NSp. Notice that (* resq, X = resy (* X,
and analogously for induction and coinduction.

For induction and coinduction, but not for restriction, this process simplifies. Given
an orthogonal I'-spectrum X, the underlying continuous functor Th® — 79 of the
orthogonal G—spectrum (co)ind, X: Thg — 7¢ is isomorphic to the composition

resy

6.9) ThG I, X, g1 O 6.

In fact, since resy oresg—»1 = resr— 1, the underlying naive orthogonal G—spectra
of (co)ind, X and (6.9) agree, and so the claim follows from the last sentence in
Theorem 4.12. Explicitly, this means that for any finite-dimensional G-representation U
we have

(6.10) ((co)ind, X)(U) = (co)ind, (X (resq U)),
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and this applies in particular to the case G =T"/ N , indy(—) = (—)/N and coindy (—) =
(=)™ Notice that an analogous simplification does not exist for restriction, because
there is no continuous functor f: Th! — ThC such that f oresr—1 = resg_i.
However, given an orthogonal G-spectrum X the underlying continuous functor
ThT — 7T of the orthogonal I'—spectrum resy X: Thr — 71 is isomorphic to the
left Kan extension of
G X G TeSy T
Th” 77 —T

along resy: Th® — ThT, by a similar argument. Explicitly, for any finite-dimensional
G-representation U we have

(6.11) (resq X)(resq U) = resq (X (U)).

Remark 6.12 (naive is not naive) Going back and forth between nonnaive and
naive orthogonal spectra it is easy to turn change-of-group results for spaces into
corresponding results for orthogonal spectra. Essentially every natural formula or
construction involving change of groups that we are used to for spaces remains valid
for orthogonal spectra. We illustrate this in two examples.

Example 6.13 For all naive orthogonal G—spectra X there are natural G—isomorphisms
indgresq X = G/a(T')+ AX and coindgy resy X = map(e(I)\G4+, X),

induced by the space-level isomorphisms in (6.4). The same isomorphisms then also
hold for nonnaive orthogonal G—spectra X , even though the definitions of (co)induction
and in particular of restriction are more complicated. This follows at once from the
last sentence in Theorem 4.12, since the desired isomorphisms hold for the underlying
naive orthogonal spectra.

Example 6.14 For spaces restriction is a strict monoidal functor, ie res, W Aresq X =
resq (W A X) for all pointed G—spaces W and X . So it follows that for all pointed
G-spaces W and naive orthogonal G—spectra X there are natural I'-isomorphisms

resq W Atesy X = resy (W A X)),

and by the same argument as above the same is also true for nonnaive orthogonal
G—spectra X .

Construction 6.15 (underlying nonequivariant fixed point spectra) Let H be a
subgroup of G, not necessarily normal. For any orthogonal G—spectrum X we
denote by res; X ¥ the underlying nonequivariant orthogonal spectrum given by the
composition

_\H
releH:'ﬂl—gﬂmGiTGL)T.
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The next result collects some important properties of the change-of-group functors in
the special case where « is the inclusion of a subgroup H < G.

Theorem 6.16 Let H be a subgroup of G.

(i) For any orthogonal H—spectrum X there is a natural  «+—isomorphism
W:indg<g X — coindg<g X,
called the Wirthmiiller isomorphism.

(i) Restriction, induction and coinduction
resSg<G: SpG — SpH, (co)indgy <¢: SpH — sp¢
all preserve 1 x—isomorphisms.

(iii) If X is an orthogonal G—spectrum, then X is (almost) good if and only if
resg<g X is (almost) good.

(iv) Induction preserves good spectra, and coinduction preserves almost good spectra.

Proof For (i) see [24; 6, Proposition 11.6.12, page 148; 13, Theorem 11.6.2, page 89]
and in particular [20, Theorem 4.9] for a proof in the setting of orthogonal spectra. Here
we only recall the definition of the Wirthmiiller map W', because its explicit description
is needed in Section 12. On the space level there is a natural transformation W between
the functors
indg<g =G+ I/L\I — and coindg<g = map(G4, "

from 7H to 7€ introduced in (6.1) and (6.2). For any pointed H-space X, W is
defined as

(6.17) Wy = WH=%: G, A X —map(Gy, e,
if H
(g rx) sy (rg)x ifyge ‘
pt ifygd H

If X: Th > TH is a naive orthogonal H—spectrum, W induces a G—map of naive
orthogonal G—spectra G+ Ag X — map(Gy, X)H . Using Theorem 4.12, as ex-
plained in Remark 6.12, we get for any nonnaive orthogonal H-spectrum a G—map of
orthogonal G-spectra

Wx: G+1/L\IX — map(G4., X)¥,
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that for each finite-dimensional G—representation U is given by

W Gespr= U): Gt 1y X (respr<g U) — map(G, X (respr<g U)™

as in (6.17).
(ii) For restriction notice that, if X is an orthogonal G—spectrum, then
(6.18) n*H(X) ~ JT*H(I'CSHsg X).

This follows easily from the definitions, using (6.11) and the fact that resg<g U is a
complete H—universe if I/ is a complete G—universe.

For coinduction we use that, if ¥ is an orthogonal H-spectrum, then

(6.19) 7H(Y) = 78 (coindg<g Y);

see for example [20, (4.10)]. The statement then follows from (6.19), (6.18) and the
double coset formula.

The statement that also induction preserves 7 x—isomorphisms follows then from the
Wirthmiiller isomorphism (i).

(iii) This follows immediately from Lemma 5.10(vi).

(iv) This is implied by (iii) and Lemma 5.10(iv), as for any orthogonal H—spectrum Y
we have resj<g indg<g ¥ = \/g/g Y and res;<g coindg<¢g Y = [[mg Y- O

We close this section with the following well-known lemma. It says that for orthogonal
G-Q—spectra the naive fixed points are well-behaved homotopically. Notice that
analogous results for orbits exist only under very strong cofibrancy assumptions;
compare the proof of Corollary 1.8. Since in the construction and proof of the Adams
isomorphism we need to control homotopically both orbits and fixed points at the same
time, we are led to use equivariant homotopy equivalences in the sense of Definition 4.16;

see for example Proposition 10.1.
Lemma 6.20 Let X be an orthogonal G -Q2—spectrum.
(i) For all subgroups H of G and for all n € 7 we have
(X (0)H ifn>0;
Jr,fI(X)gn,i(releH)g{n( © )H T
(X (R™TH™)  ifn <.

(ii) If N is a normal subgroup of G then X is a G/N-Q-spectrum, and for all
subgroups H of G containing N and for all n € 7Z. we have
N (XN) = 2 H (X).

(iii) If f: X —Y isa my«—isomorphism of G-Q—spectraand N is a normal subgroup
of G, then fN: XN — YN isa m,—isomorphism of G/N-Q-spectra.
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Proof Part (i) follows immediately from Lemma 5.12(iii).

To prove (ii), let p: G — G/ N be the projection. We have to show that for all finite-
dimensional G/N —representations U and V' the adjoint 55( g of the structure map
(4.7) is a G/ N-weak equivalence. Using (6.10), (6.3) and the isomorphism

QUX(p*U e p* V)N = (7YX (p*U @ p*V))",
the map 65 ; can be identified with
* N
Gpev )™ X(p*U)Y > (VX (p*U @ p*V))

Since ElfﬁU PV is by assumption a G—weak equivalence, the claim follows. So XV
is an orthogonal G/ N -Q—spectrum, and using (i) we conclude that for all n € Z

aHIN(XN) = my(res) (X V)YHIN) = 1, (res; X ) = 2 (X).

Finally, (iii) is an immediate consequence of (i) and (ii). a

7 Functoriality of €2 sh

This section is devoted to the proof of the following proposition, on which the con-
struction of Q¥(X) in Theorem 1.1 is based.
Proposition 7.1 Let X be an orthogonal G—spectrum. Then the assignment
U 0oYX)=QYsh¥x
from Definition 4.17 extends to a continuous G —functor
0(X): £ — Spg,

ie for any pair of finite-dimensional G-representations U and V there is a G—map of
orthogonal G—spectra

(72) euy: LU, V)4 A QY(X) - 0V(X)
such that, for all finite-dimensional G -representations U, V and W , the diagram

idAou. v

LV W) ALWU V) A QY(X) ———= LIV, W)1 A QY(X)

(1.3) onl lw,w

LU W)4 A QY(X) > 07(X)

Yu.w
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commutes, and the composition
iAid

(7.4) SO 0YX) 25 LU.U) 4 A 0Y(X) T QY (X)
is the canonical isomorphism, where i is the inclusion of the identity.
We first illustrate the idea behind the definition of the maps in (7.2). Let U and V be

finite-dimensional G-representations and let f € L(U, V') be a linear isometry. Then
@y, yields a map

fe 07(X) = (X)),
and fy is G—equivariant if f is, ie if f € £(U, V)©. Here are two examples.
Example 7.5 If dimU = dim V then f is induced by “conjugation by f”, ie for
any finite-dimensional G-representation Z, the map
[ QUXU e 2)=0"X)(2) - 0"(X)(2)=Q"X (Ve Z)
sends w: SY — X (U & Z) to the composition

sr! X (f@id
s L svl xvez) XY xv e 2).

Example 7.6 If U is a G—subrepresentation of V and f is the G—equivariant inclu-
sion, then f; is the map
wey: 0Y(X) - 0¥(X)

defined in (4.22). In particular, if U = 0 and f is the zero map to V, then the
composition of f; with the natural isomorphism X =~ Q%X) is 6y, the adjoint of
the spectrum-level structure map defined in (4.20); compare Remark 4.23.

For the proof of Proposition 7.1 we need the following observation about the functoriality

in U of shY X, which follows at once from Lemma 3.11. Notice the difference in the

source categories between Proposition 7.1 and Lemma 7.7.

Lemma 7.7 Let X be an orthogonal G—spectrum. Then the assignment
UrsshX =Xo(U®-)

extends to a continuous G—functor

shX: Thg — Spg.
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ie for any pair of finite-dimensional G-representations U and V there is G—map of
orthogonal G—spectra

Yuy: ThU, V) Ash X — shV X
satisfying the associativity and unitality axioms.

Remark 7.8 From the commutativity of diagram (3.12) in Lemma 3.11 it follows that
when U = 0 the composition

SYAX =Th(0, V) AshOX 2% sV X

is the spectrum-level structure map oy defined in (4.19), where the isomorphism in
the source is the evident one. Similarly, from the commutativity of diagram (3.13) it
follows that when U is a G—subrepresentation of V' the composition

cy Aid Yu,
SV=U A x 2728 vy ash? x 225 s x

is the internal spectrum-level structure map oycy defined in (4.21), where aycy is
defined in (3.3).

Proof of Proposition 7.1 In order to construct G—maps of orthogonal G—spectra
puy: LUV)+ A QY (X) - 0V(X)
it is enough, by adjunction, to construct G—maps
uy: SV ALU V) AQUsh X — shV X

We define ¢ry,p as the following composition:

SYALWU V)L AQUshUX

E\L untw ™! Aid

Th(U, V)ASY AQUshU X

(79) \L idAev
Th(U, V) AshY X

where Yy, is the map from Lemma 7.7. Since all the maps above are G—equivariant,
the same is true for ¢y, and ¢y, .
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From the definition it is clear that the composition in (7.4) is the canonical isomorphism.
It thus remains to show that diagram (7.3) commutes, or equivalently, that the following
adjoint diagram commutes:

(7.10)

SWALV W)L ALWU, V)L AQUshUX SWAL(V,. W)L AQVshVX

id/\O/\idl laV’W

SWALWU, W)L AQUshYU X s sh X

bu.w

idAidAey, v
T,

Now consider the diagram (*) on page 1527, where we use the abbreviations Ly, =
LU, V)4 and Thy,y = Th(U, V). The diagrams labeled [C], [E], and [H] commute
by definition of ¢, and so the outer boundary of () is just diagram (7.10). Moreover:
and [ F ] evidently commute; [ B | commutes because untwisting is compatible with
composition by Lemma 3.9; [ D | commutes because ev is the counit of the adjunction;
commutes because sh(?) X is a functor Thg — Spg by Lemma 7.7.

This proves the commutativity of () and (7.10), and therefore also of (7.3). a
We close this section with the following observation.

Lemma 7.11 For all finite-dimensional G-representations U and W there is a G—
isomorphism
duw: 07 0Y(X) — oY (X)

which is a natural isomorphism of bifunctors, ie the following diagram commutes:
LU, V)1 ALW, Z)1+ A Q7 QY (X) — 070Y(X)
(7.12) —®—A ﬁU,Wl/ lﬁV.Z

LUW,V®2Z)+ A QY (X) —— 0V®4(X)
Proof The isomorphism ¥y, comes from the fact that sh" QU = QUsh" | com-
bined with the natural isomorphisms Q7' QU =~ QU®W and sh”sh¥ =~ shUeW
To check that (7.12) commutes, we consider the adjoint diagram, as in the proof of

Proposition 7.1. This adjoint diagram commutes because all three maps in (7.9) satisfy
an appropriate compatibility with direct sums. a

8 Bifunctorial replacements by €2 -spectra

Let X be an orthogonal G—spectrum and let &/ be a G-representation, not necessarily
finite-dimensional. This section is devoted to the construction of QY(X) and to the
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proof of Theorem 1.1. The key ingredient for the construction is given by Proposition 7.1
in the previous section, which says that Q()(X): E’g‘ — Spg is a continuous G-
functor.

Definition 8.1 Given an orthogonal G—spectrum X and a G-representation I/, define
0"(X) = Lan 0OX))@)
LECLg

to be the evaluation at ¢/ of the left Kan extension of Q(X): Eg“ — Sp along the
inclusion LﬁGn C L. The isomorphism X = 0°(X) together with the inclusion 0 C ¢/
gives a natural G—map r: X — QY(X).

Left Kan extensions are reviewed in the proof of Proposition 8.3. Since Kan extensions
of continuous G—functors are again continuous G—functors, Definition 8.1 immediately
implies part (i) of Theorem 1.1 and Corollary 1.2. Here is another consequence of
continuity.

Corollary 8.2 If f: U — V is a G—equivariant isometry between complete G-
universes, then the induced map fx: Q“(X) — QY(X) is G—homotopic to an isomor-
phism.

Proof Since U/ and V are complete G—universes, there is also a G—isomorphism
f': U — V; compare Definition 5.1. By Lemma 10.4 there is a G—homotopy between
f and f’. The fact that Q)(X) is a continuous G—functor implies that fy is G—
homotopic to the isomorphism f}. |

The remaining parts of Theorem 1.1 rely on the following result. Recall that P(U)
denotes the poset of all finite-dimensional G-—subrepresentations of I/ ordered by
inclusion, and consider P(I/f) as a discrete subcategory of Cfg“.

Proposition 8.3 For any orthogonal G—spectrum X and any G-representation U
there is a natural G—isomorphism

colim O~ )(X)—>( Lan Q(_)(X))(L{) — 0%(X).
P) LECL

Proof This is based on the following general principle. Consider a diagram of
topological G—categories and continuous G—functors

“l

14

> Spe

@(TQ
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and let v be a natural transformation from 6y to Bo. Then v induces a natural
transformation
vi: Lang resy, ¥ —resgLang Y,

as we proceed to explain. First we need some notation. Given continuous G—functors
W:C® — Tg and Y: C — Tg we write W A¢ Y for their coend; compare for ex-
ample [12, Definition 2.3, page 116]. If Y: C — Sp¢ is a continuous G—functor, we
can think of Y as a continuous G—functor Y: C X Thg — TG, and so W A¢Y is
a continuous G—functor Thg — 7, ie an orthogonal G—spectrum. If D is another
topological G—category and W: C°’ x D — T is a continuous G—functor, then we get
a continuous G—functor W A¢ Y: D — Sp¢ . For a continuous G—functor §: C — D
define

Ds: CPxD—Tg, (c,d)—D((c),d),
sD: DPxC—Tg, (d,c)—D(d,5(c)).

Notice that by the Yoneda lemma, for any continuous G—functor Z: D — Spg, we
have ress Z =~ §D Ap Z . Recall that Lang Y = DsAc Y.

Therefore we have

Lang res, Y = By /\(,,C /\ Y) = (By A ,,C) /\ Y,

resg Lang Y =~ fﬂ) /\('D(;/\Y) = (ﬂ'D/\'D(g)/\Y ﬂ’DS/\Y
Now let v be the composition
(8.4) v: By //} vC — 8Dpqy ﬁBaDS — gD /B Ds = gDs,
where the first map is induced by the functors f and § together with the natural
transformation v. Then define vy by applying — A¢ Y to v and using the isomorphisms
above. It is then clear that if V is a natural G—isomorphism of continuous G—functors

C°’xB— Tg, then vy is anatural G—isomorphism of continuous G—functors 8 — Sp,
natural in Y.

We now apply this general principle to the diagram

29(X)

PU) — LY > Spg
o2 ]
Lan Q7(X)

Uy —— Lg

where {{/} denotes the trivial category with only one object and one morphism, and the
hooked arrows denote the obvious inclusion functors. Notice that the left-hand square
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in this diagram does not commute, but there is an obvious natural transformation v in
the indicated direction, given by the inclusions U C U.

Since Lany, = colimp,) we get a natural G—map of orthogonal G—spectra
vi: colim QX)) — ( Lan Q(_)(X)) U) = OU(X).
P) cince,

In the case at hand the map v from (8.4) is

v: colim L(V,U) — L(V,U)
UePU)
for any finite-dimensional G-representation V. Since v is a G—isomorphism, natural
in V, the result follows. O

In the proofs below of parts (ii), (iii) and (iv) of Theorem 1.1 we use Proposition 8.3
and identify QY(X) = colimp) 0)(X). We begin with a well-known lemma.

Lemma 8.5 For any orthogonal G—spectrum X and any finite-dimensional G —-repre-
sentation U the spectrum-Ilevel structure map and its adjoint

op: 2YX »>shYX  and 5y: X — 0Y(X)

defined in (4.19) and (4.20) are both & «—isomorphisms. For any finite-dimensional
G -representation V' such that U C V , the map

wey: 0Y(X) - 0¥ (X)

defined in (4.22) is also a 1 x—isomorphism.

Proof For the first statement, see [20, Proposition 3.17(ii)]. The second statement
then follows from the commutativity of diagram (4.25). a

Proof of Theorem 1.1(ii) By Lemmas 5.10(ii) and 8.5, for all finite-dimensional
G-representations U C V the map tycy: QY(X) — Q¥ (X) is a levelwise closed
embedding and a & «+—isomorphism. The conclusion then follows from the following
more general claim: if P is a poset containing a cofinal sequence and F: P — SpG
is a functor such that for all p < ¢ in P the map F, — F; is a levelwise closed
embedding and a 7 «+—isomorphism, then for all 0 € P the map F, — colimp F isa 74—
isomorphism. To prove this claim consider a subgroup H of G and n > 0. Then we have
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HFO o~ coh})nn F, since F, — F, is a w4—isomorphism,

pE

= colim colim 7, ((QY F,(U))H by definition,
olim colim, n(( »(UNT) y

=~ colim colim 7, (Y F,(U))*) by commuting the colimits,
UePU) pEP

~ colim 7y, (colim(QY F,(U))H O]
Solim, n(p ( »(U)7)

~ colim coth F,(U @)
golim 7 (W)™

>~ col QY colim F, (U = 71 (colim F ®
golim 7y (27 colim F( )") = (colim Fy)

For the isomorphisms @, @ and ® we use the fact that P contains a cofinal sequence.
® follows from Facts 5.7(vii); @ follows from the same fact applied to the functor
p—(QUF »(U )H , which also sends any p <¢ to a closed embedding by Facts 5.7(vi)
and (ix); finally @ follows from Facts 5.7(x). The case n < 0 is proved analogously. O

Proof of Theorem 1.1(iii) We begin with a general observation. Let P be a poset
containing a cofinal sequence and F: P — SpG a functor such that F, — F; is a
levelwise closed embedding for all p <¢ in P. For any finite-dimensional G—represen-
tation V', the adjoint (4.20) of the spectrum-level structure map for colimp F factors as

oy
( AR
| 4 ~ V :
cohm F m) cohm Q"(F) —=—— 0 (0071)1m F),

where the isomorphism on the right follows from Facts 5.7(vii). Therefore colimp F

is an orthogonal G-Q—spectrum if and only if the map colimay is a level equivalence
forall V.

We now apply this to P = P({) and F = QC)(X). So we need to show that the top
horizontal map in the following diagram is a level equivalence:

0Y(X) = colim QY(X) colim@y > colim 0V 0Y(X)
UePU) UePU)
I 112
colim QV®%(X) © s colim QU®Y(X)
(8.6) UeP) UePWl)

T,

colim Q% (X) =~ 0"®"(X)
WePU®YV)

Algebraic & Geometric Topology, Volume 16 (2016)



1532 Holger Reich and Marco Varisco

The vertical maps in the square are induced from the isomorphisms in Lemma 7.11,
and the same lemma also implies that the square exists and commutes. The maps ®
and @ are induced by the functors @ and @:

U PU) U

[ ofle ]

U0 PUSDYV) UV
and the map ® is induced by the natural transformation U @0 C U @ V from @ to @.

The functor @ is cofinal, since for any W € P(U & V') the comma category W | @
has an initial object given by the image of W under pr;: Y & V — U. Therefore the
map @ is a G—isomorphism for all V.

Notice that the functor @ is not cofinal: if ¥V 7 0 then (0 V) | @ = &. But we
argue that the composition from QY¥(X) to Q¥®¥(X) along the left side of (8.6) is
G-homotopic to an isomorphism, and so in particular it is a level equivalence. In fact,
this composition is induced by the G—equivariant isometry f: U — U @ V given by
the inclusion of the first summand. Since U @ V' is again a complete G—universe, the
result then follows from Corollary 8.2. a

Notice that in the proofs of Theorem 1.1(ii) and (iii) we only use the assumption that
X is good to conclude that for all finite-dimensional G—representations U C V' the
map Ttycy: 0Y(X) - 0¥(X) is a levelwise closed embedding. Since this is true
also for almost good spectra by Lemma 5.10(ii), our proofs yield the following slightly
stronger statement, which is needed in the proof of Key Lemma 14.3.

Addendum 8.7 Parts (ii) and (iii) of Theorem 1.1 remain true if X is only assumed
to be almost good.

Proof of Theorem 1.1(iv) Let a: I' — G be a group homomorphism. By Theorem 4.12
it is enough to show that there is a natural I'—isomorphism between the underlying naive
orthogonal T'—spectra of resy O¥(X) and Q™ ¥(X). Let T be a finite-dimensional
inner product space, viewed as a trivial I'—representation. Then

(resq QU(X))(T) =resq colim (QY(X)(T)) = colim resq (QY(X)(T)).
UePU) UePU)
Moreover,

resa (QV(X)(T)) =r1esg (QUX (U & T)) = QY resy (X (U & T)),
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and by (6.11) we have that

resq (X (U @ T)) = (resq X)(resq(U & T))
=~ (resq X)((resq U)D T)
= (sh™ U (resy, X))(T),

where in the last two terms 7' is viewed as a trivial G-representation. Therefore
rese (QY(X)(T)) = 0™« Y(resy X)(T'). Since for any V € P(resq U) there is a
U € P(U) such that V Cresy U, the poset {resq U | U € P(U)} is cofinal in P(resq U),
and the result follows. |

We close this section with another consequence of Theorem 1.1.

Corollary 8.8 If X is a good orthogonal G—spectrum and U is a complete G—universe,
then for all subgroups H of G and all integers n there are isomorphisms

rH(X) = n)(res; QU(X)H).

Proof We have
7 (X) = mH (QU(X)) = n )} (res; QUX)T);

the first isomorphism follows from Theorem 1.1(ii) and the second from Lemma 6.20(iii)
since QY(X) is a G-Q-spectrum by Theorem 1.1(iii). |

9 Assembly and coassembly maps

In this section we prove the following consequence of Theorem 1.1.

Proposition 9.1 Let H be a subgroup of G, U a G-representation, X and Y orthog-
onal G- and H-spectra, respectively, and Z a pointed space. Then there are natural
G —maps
asbl: Z A Q4(X) — 0¥ (Z A X),
coasbl: Q(coindg<g Y) — coindg<g Q™ H=¢(Y),

called assembly and coassembly map. If X is good and Z is a pointed CW-complex,
then asbl is a 7 «—isomorphism. If Y is good, then coasbl is a 7 x—isomorphism.

We first explain the definition of the assembly and coassembly maps. It is based on the
following categorical observation, which allows us to treat the examples we need in a
unified way.
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Construction 9.2 Consider the following not-necessarily-commutative diagram of
categories and functors

c—L% ¢
e o

- D
D 7 D
where the vertical functors form two adjoint pairs. Then there are inverse bijections

ASBL
L )
(9.3) nat(ER, R'F) nat(L'E, FL)
COASBL

between the indicated sets of natural transformations; pictorially:

In the examples that we are interested in, there is a distinguished natural transformation
on one side of (9.3) and we then consider the corresponding natural transformation on
the other side, and we refer to it as the corresponding assembly or coassembly map.

In order to describe the bijection (9.3), let ¢ and d be objects in C and D, respectively.
Given a natural transformation vz: ER(d)— R’ F(d) we define ASBL(v).: L'E(¢) —
FL(c) as the adjoint of the composition

Eue c
E(c) =25 ERL(c) 2295 R'FL(0),
where the first map is induced by the unit p of the adjunction L - R and the second
one is induced by v. Coassembly is defined dually using the counit of the adjunction.
These constructions also work for topological categories and continuous functors. Here
are two examples.

Example 9.4 (assembly) Let I' and G be groups and let F: SpF — SpG be a con-
tinuous functor. Given an orthogonal I'-spectrum X, consider the following diagram:

id

T > T
—A XLATSPF(X’_) — A F(X)l"TS‘PF (F(X),—)
r N G
Sp 3 > Sp

A continuous natural transformation SpF(X ,—) —> SpG(F (X), F(—)) is induced by
the functor F itself. The corresponding natural transformation on the other side of (9.3)
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evaluated at Z yields asblz: Z A F(X)— F(Z A X), anatural G—map of orthogonal
G—spectra. Pictorially:

F: SpU(X,—) = SpP(F(X), F(=)) <«— asbl: —A F(X) = F(— A X).

Notice that if 7: F — F’ is a continuous natural transformation then the following
diagram commutes for any pointed space Z:

ZAF(X) —2 5 F(ZAX)

(9.5) idy A txl lmx
Z/\F/(X) T) F/(Z/\X)

Example 9.6 (coassembly) Let H be a subgroup of G and let U/ be a G-representa-
tion. Abbreviate res = resg<g and coind = coindg<g. Consider the following
diagram:

QL{

Sp G Sp G
resl;'TCOind resl%Tcoind
spH Sp

Qresb{

By Theorem 1.1(iv), for every orthogonal G-spectrum X there is a natural H-
isomorphism res Q“(X) =~ Q™Y(res X ). The corresponding natural transformation
on the other side of (9.3) evaluated at an orthogonal H—spectrum Y yields

coasbl: Q%(coind ¥Y) — coind Q™H(Y).
Pictorially:
coasbl: Q%(coind(—)) — coind Q™% (—) «—  res QY(—) = O™ H(res(—)).

Similarly, if W is a pointed G—space we can consider the functors W A — and
(res W) A — instead of QY and Q™ respectively. Then we get

coasbl: W A coind(—) — coind(res W A=) <«— res(W A—) =res W Ares(—),

where the last isomorphism comes from Example 6.14.

Proof of Proposition 9.1 The assembly map comes from Example 9.4 applied to
the case ' = G and F = QY(—). Applying (9.5) to the natural transformation
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r:id — QY(—) from Theorem 1.1, we get the following commutative triangle:

ZANX

©.7) i‘“y *AX

Z/\QU(X) T) QM(Z/\X)

If X is good then so is Z A X by Lemma 5.10(v), and therefore the replacement
maps r are 1 «—isomorphisms by Theorem 1.1(ii). From Lemma 5.13(iii) it follows
that asbl is a m«—isomorphism if Z is a pointed CW-complex.

The coassembly map comes from Example 9.6. Analogously to (9.7), the following
triangle commutes:

coindY

rcomV wd ry

U : : resU
O%(coind Y) i coind Q™(Y)

Now assume that Y is good. Then coind ry is a m «—isomorphism by Theorem 1.1(ii)
and Theorem 6.16(ii). Moreover, coind Y is almost good by Theorem 6.16(iv) and so
Feoind Y 18 @ TTx—isomorphism by Addendum 8.7. Therefore we conclude that coasbl is
a 7 x—isomorphism. O

10 Replacements using incomplete universes

Let N be a normal subgroup of G. Recall from the introduction that F(N) is the
family of subgroups H of G such that H N N = 1. For any family F of subgroups
of G, we denote by EF a universal space for F, ie a G-CW-complex EF such that,
for any subgroup H of G, EFH isempty if H ¢ F, and EFH is nonequivariantly
contractible if H € F. Notice that EF(G) = EG and that resy<g EF(N) = EN.

The following proposition says that after smashing with EF(N) the replacements with
respect to a complete G—universe or with respect to a smaller complete G/ N —universe
are equivariantly homotopy equivalent. Notice that equivariant homotopy equivalence
is the strongest kind of equivalence we consider. It passes immediately to orbits and
fixed points. This is important in our proof of the Adams isomorphism. The proposition
plays a role analogous to the results summarized under the slogan “free spectra live
in the trivial universe” in the setup of [13, see in particular the last paragraph of
page 65]. We recall that all orthogonal spectra already live in the trivial universe;
compare Theorem 4.12.
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Proposition 10.1 Let N be a normal subgroup of G, let U be a complete G—universe,
and let X be an orthogonal G—spectrum. The inclusion t: U™ — U induces a G—map

(10.2) idA e EF(N)4 A QY (X) = EF(N)+ A O¥(X)
which is a natural G—homotopy equivalence, ie there is a G—map
< EF(N)4 A QUX) — EF(N)4 A Q17(X),

natural in X , such that both compositions are G—homotopic as maps of orthogonal
G —spectra to the respective identities.

The only choice involved in the construction of the homotopy inverse « is a map
cw: EF(N) — LU, U") which is a G—weak equivalence. The existence of such a
map is assured by the following proposition.

Proposition 10.3 Let N be a normal subgroup of G, and let U be a complete G—
universe. Let X be a G—CW-approximation of L(U,UN), ie let X be a G—CW-
complex together with a G—weak equivalence cw: X — L(U,UN). Then X is a
model for EF(N).

This proposition is a consequence of the following two lemmas.

Lemma 10.4 [13, Lemma II.1.5, page 60] Let U be a G-representation and V
be a G-universe. Let H be a subgroup of G. If L(U,V)H # @ then L(U,V) is
H—-equivariantly contractible, and hence L(U, V) is contractible.

Lemma 10.5 [13, Lemma I1.2.4(ii), page 63] Let U be a complete G—universe.
Let N be a normal subgroup of G . Then, for each subgroup H of G, LU, UN)H + &
ifand only if H € F(N).

Remark 10.6 In fact, by [23, Theorem 4.9(iii), page 359] and [13, Remarks V1.2.19,
page 322], the space L(U,U™) has the G—homotopy type of a G-CW-complex; see
also [13, Lemma I1.2.11, page 66]. Therefore the map cw of Proposition 10.3 is even
a G-homotopy equivalence.

Proof of Proposition 10.1 We first explain how the homotopy inverse « is defined.
Notice that the map id A ¢« in (10.2) factors as

EF(N)+ A QYN(X) 224 EF(N) L A LWUN U4 A QU™ (X)

(10.7) x l/id/\ ®,N

EF(N)+ A Q*(X)
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where a: EF(N)y — EF(N)y ALUN,U) is the composition
EF(N)4 = EF(N)4 A}y —> EF(N)+ A LUN U+
and ®yn ;, is the map from Corollary 1.2.

Now define a pointed G—map B: EF(N)y — EF(N)+ A LU, UN) ;. as

(id,cw) + N N
EF(N)y =% EFON) x £, uN)) 4 = EF(N) 4 A LU UN) 4,

where cw: EF(N) — LU, UN) is the G-CW-approximation that was chosen in
Proposition 10.3. Then « is defined as the composition

EF(N)1 A QUX) L2 EF(NY . A L@t .uM)y A QH(X)

(10.8) \ lidA CN

EF(N)+ A Q" (X)
in complete analogy with the factorization of id A ¢4 in (10.7).

‘We now show that the composition « o (id A t4) is G—homotopic as a map of orthogonal
G-spectra to the identity. Consider the following diagram, in which we use the
abbreviation E = EF(N):

E+ A QL{N(X) id A s
aAid

E-nLUN U4 A 0¥V (X) dne » E1 A QU(X)

BAidAid lﬁAid
E4 ALUUN) 2 ALUN U4 A QU (X) AR B ALUUN ) A QX)) «

idAoAid lid/\‘tb

Ex ALUN UMY A 04N (X) nd s E4 A QUYN(X) —

id ninclAid | i

E L A{idyn i+ A QUN(X) _—=" idAcanonical iso

The two inner diagrams with solid arrows labeled and commute because of
Corollary 1.2; compare (1.4) and (1.5). The other three remaining inner diagrams
commute by definition and direct inspection.
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By Lemma 10.4 the bottom left solid vertical map id A incl A id has a G—homotopy
inverse, indicated by the dashed arrow, and therefore the bottom triangle with the
dashed arrow commutes up to G-homotopy. Since the bottom diagonal map is an
isomorphism, the composition of it and all the downward left vertical maps is then
G-homotopic to a G—map of the form

y Aid: EF(N)+ A QYN(X) — EF(N)+ A Q4" (X),

and therefore it is G—homotopic to the identity since this is the case for every self
G-map y of EF(N).

The proof that the other composition (id A tx) o k is also G—homotopic to the identity
is completely analogous: one considers the same diagram but with the roles of 2/
and U, o and B, and id A ¢4 and « interchanged. O

Remark 10.9 In the proofs of Proposition 13.10 and Key Lemma 14.3 we use that
the definition of « in (10.8) implies immediately the following equality:

@y, yyn o (cw Aid) = pry oc: EF(N)4+ A Q4(X) — 0¥ (X).

11 Transfer maps

In this section we describe transfer maps in the category of equivariant orthogonal
spectra. The bifunctorial replacement construction from Section 8 is used in order
to ensure uniqueness of transfer maps up to homotopy. The geometric heart is the
Pontryagin—Thom construction, and the corresponding results in the stable homotopy
category are of course well-known; see for example [5, Section 7.6, pages 188—193]
and [13, Section IL.5, pages 84—88]. On first reading the reader should probably focus
on the case where H is trivial and I/ is a complete universe, which is all that is needed
for the definition of the Adams map in Construction 13.7. The more general case is
needed for Key Lemma 14.3 in the proof of the Adams isomorphism; see Remark 14.7.

First some notation. A I'- H-space is a space A equipped with a left '-action and a
right H-action such that the two actions commute, ie (ya)h = y(ah). For a pointed
I'-H-space A and a pointed left (I" x H)-space X we write

ANX
H

for the left I'—space obtained from 4 A X by identifying ah A x with a A hx, and
equipped with the diagonal I'-action. We use the same notation if X is a spectrum.
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Given a I'-H-map p: A — B of finite ['-H-sets and an orthogonal (I" x H)-
spectrum X one obtains a I'—map of orthogonal I'—spectra

Aid: A ANX > B A X
P A1 +4 + 4

which is clearly natural in X . In this section we construct and study a natural transfor-
mation

! 1%
By AX — Ar AKX
P By 0“(A+ A )
in the opposite direction, which we call the transfer map associated with p, X and U.

The following condition relating p and &/ will ensure the existence of p' for all X .

Definition 11.1 (large enough universes) Given a I'-H-map p: A — B between
finite I'- H—sets we say that a (not-necessarily-complete) I'—universe U is large enough
for p if there exists an injective I'- H—equivariant map i: A — U x B such that

UxB

A

A—)B

commutes. Here we always equip ¢/ with the trivial right H-action.

Notice that ¢/ being large enough for p also imposes a condition on p. If there exists
a I'—universe U that is large enough for p, then

(I1.2)  forall a € A the restriction p|,g to the right H-orbit of « is injective.

A complete I'-universe is large enough for all p satisfying (11.2): for i use the map
A — A/H x B defined by a — (aH, p(a)) together with a '—equivariant embedding
of A/H into U.

Theorem 11.3 Suppose that p: A — B is a I'-H—map of finite I"-H—sets. Let U be
a I'—universe that is large enough for p.

(i) Existence For every orthogonal (I' x H)-spectrum X Construction 11.11
yields a I'-map
! 124
By AX — A N X
P By A 0"(A+ A )
which is natural in X , ie p' is a natural transformation of functors from SpFXH
to SpF.
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(i)

(iii)

(iv)

)

Uniqueness The natural transformation p' depends on the choice of a certain
embedding u (see (11.12)) and hence p’ = p,!l. But for different choices u
and u’ there is a I —equivariant homotopy between pL and pL, that is natural
in X.

Pullbacks Suppose

SN

—
a
—

& < W

SN

p
is a pullback diagram of I"-H—sets. Then U is also large enough for p, and for
suitable choices of p* and p' the following diagram commutes:

bA idl lQ“(a Aid)

U
Bin X — 0 (A+§X)

Products Suppose that C is a third finite I'- H—set and assume that the right
H-action on A and B is trivial. Then U is also large enough for p x id¢c, and
we can choose the transfer (p x idc)! associated with

pxidc: AxC —-BxC and X

such that under the obvious isomorphisms it coincides with the transfer p'
associated with

p: A— B and C+§X.

Change of universes If f: U — V is a ['—equivariant isometry between I'—
universes, then for suitable choices of transfers the diagram

! QU(A+/\X)
B /\Xp/ lH
+H «

commutes. Here fi comes from Theorem 1.1(i), and if U is complete then f
is a I'-homotopy equivalence by Corollary 8.2.
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(vi) Change of groups If a: I'" — T is a group homomorphism, then for a suit-
able choice of the transfer (resq p)' associated with the map of T”-H-sets
resy p: resq A — resq B, the orthogonal (I x H)—spectrum resy, X , and the
I —universe resq U, the diagram

|
res, :
resy By Atesq X % Qe u(resa A4 Aresy X)
H H

=] T=

resg(By AX) ————— resqg QY (A4 A X
(x( +H ) resa(p!) (xQ ( +H )

commutes. Both vertical maps are isomorphisms. The map on the left is the
isomorphism from Example 6.14, and the map on the right is induced from that
isomorphism composed with the natural isomorphism from Theorem 1.1(iv).

In the remainder of this section, we describe two important examples of Theorem 11.3,
then we explain the definition of the transfer map p' in Constructions 11.7 and 11.11,
collect some facts about these constructions, and finally we complete the proof of
Theorem 11.3. But first a remark about functoriality of transfers.

Remark 11.4 (functoriality in the stable homotopy category) If X is good then
in the stable homotopy category of I'—spectra HoSpF the replacement maps r are
invertible by Theorem 1.1(ii). If we define p” =r~1o p', then using Facts 11.10
and 11.15 it is easy to check that (g o p)" = p" og" and id" =id in HoSpF.

The following two special cases of Theorem 11.3 are used later in the construction of
the Adams map and in the proof of the Adams isomorphism.

Example 11.5 If H = 1, U is a complete ['—universe, A4 is a finite I'—set, and
p = c: A — pt is the projection to a point, then we obtain for every orthogonal
I'=spectrum X a I'-map

¢ X = 0% (A4 A X).

If X is good, then so is A4+ A X by Lemma 5.10(v), and after taking homotopy
groups of the underlying nonequivariant spectra the transfer map fits into the following
commutative diagram:

mi(c)

e (X) ——— m (Q"(A1 A X))
diagl/ ;nl(r)
| *
Pl (X) —=— xl(A4 A X)
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Here the left-hand vertical map is the inclusion of the diagonal, the right-hand vertical
isomorphism is induced by the replacement map from Theorem 1.1, and the bottom
isomorphism is induced by the (nonequivariant) inclusions of the wedge summands in
Ax AN X =\, 4 X . The commutativity follows easily by inspecting the definition of
¢! in Construction 11.1 1, and noticing that, with the notation from Construction 11.7,
for every a € A the composition

coll pr,
SU—8Vndr=\/ sV Y
acA

is nonequivariantly homotopic to the identity.

Example 11.6 Suppose that N is a normal subgroup of I' = G, and denote by
p: G — G/N the projection to the quotient. For a subgroup H < G we consider p
as a map

p: G— p*G/N

of G-H-sets with respect to the actions given by left and right multiplication. If
H N N =1, then the restriction of p to each right H—orbit is injective, and therefore
for any complete G—universe ¢/ and any orthogonal H-spectrum X we obtain a
transfer map

Pt p*G/Ny AX - OY(G4 ~X).

We now explain the construction of the transfer map associated with a map of finite
I'-H-sets p: A — B, an orthogonal (I' x H)-spectrum X, and a I"-universe ¢/. Of
course the main ingredient is the Pontryagin—Thom collapse construction.

Construction 11.7 (Pontryagin—Thom collapse) Let U be a finite-dimensional I'—
representation. Equip it with the trivial right H—action. Consider the trivial vector
bundles with fiber U over A and over B. Suppose that u: U x A — U x B is a
I'- H—equivariant embedding between the total spaces such that the diagram

UxA %3 UxB

| [

A——— B
commutes. Then on the associated Thom spaces we get the usual collapse map
coll,: SY A By — SU A Ay
which sends every point in the image of u in

UxBCTh(UxB— B)~SYAB,
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to its preimage and all other points to the basepoint.
We need the following facts about collapse maps.

Fact 11.8 (homotopy) A I'-H-equivariant homotopy u#; of embeddings leads to an
embedding U x Ax I — U x B x I and hence to a pointed I'- H—equivariant homotopy
between colly, and coll,, .

Fact 11.9 (stabilization) Let V' be another finite-dimensional I"-representation that
contains U and let incl denote the inclusion U C V. If inclyu: VXA —V xB is
the embedding that via the obvious isomorphism (V —U) x U = V corresponds to
idy_y xu, then incly u is again an embedding and the associated collapse map

collinel,, u: SY A By — SV A A4
corresponds under the obvious isomorphism S¥~Y A SU =~ SV to
idgr—u Acoll,: SV UASYUABL - SV UASYU A4,

Fact 11.10 (composition) If g: B — C is another I'-H-map and v: U xB — U xC
is an equivariant embedding with pr, ov = g o pr,, then collyo, = coll, ocoll,.

Construction 11.11 (transfer) Suppose that the I'—universe U/ is large enough for
p: A — B in the sense of Definition 11.1. Since A is finite, there exists a finite-
dimensional I'—subrepresentation U C ¢/ and a I'-H-map j: A — U such that

(j.p): A—>UXxB, ar(j(a), p(a))
is injective. For suitable € > 0 the I'- H—map
(1112) u=uje:UxA—-UxB, (x,a)— (j(a)+earctan(|x|)x/|x|, p(a))
is then an embedding, and so Construction 11.7 produces a collapse map
coll,: SY ABy — sY ANAg.
The transfer map p! = pi, will depend on u# and hence on the choice of U, j and €.
Now we apply the functor — Ag X to coll, and get a '—map
(11.13) SYABAX)=(SYABH)AX
H H
coll, Aid
R

SUAANAX =SY A(42 A X).
( +)H (+H )
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where for the isomorphisms in the source and target it is important that the right H—
action on SY is trivial. The desired transfer map P1!4 is defined as the composition

B+ 2 X
@\L coll,T;\ id
QU(SY A(4+ £ X))
@]
UU _ nU
Q% sh (A.,.QX)_ 0 (A+1/L\IX)
Cll
u
0“(4+ 1 X)
where @ is the adjoint of the map in (11.13), @ is induced by the natural transforma-

tion oy from SY A — to shY (—) in (4.19), and ® is the natural map induced by the
inclusion U C Y. It is clear that p), is natural in X .

The following facts follow from Facts 11.8 and 11.9.

Fact 11.14 (homotopy) A I'-H-equivariant homotopy u,; of embeddings leads to a
I'~homotopy between PLO and pi, , thatis natural in X.

Fact 11.15 (stabilization) If U € V C U/ are I"'-subrepresentations, then associated
with the embeddings u# and incly # from Fact 11.9 we have the following diagram:

0Y(A+ r X)

@ocolﬁkid/ \@)
J{rUg 14

B+ ANX
H
@Ocollin;:u/\id\ /©\7

0"(4+ 5 X)

0" (41 1 X)

The triangle on the left commutes by inspection. The triangle on the right commutes
by functoriality of Q(_)(A+ Ag X). The two horizontal compositions are the transfer
maps associated with u and incly u, respectively.

Proof of Theorem 11.3 (i) The existence of p' and its naturality in X is discussed
in Construction 11.11.

(i) We use Facts 11.14 and 11.15 repeatedly. Consider u = u;  with j: A — U as
in (11.12). Clearly, shrinking € yields a homotopy through embeddings. So we assume
€ sufficiently small for all constructions and fixed in the following. With the notation
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from Facts 11.9 and 11.15, there exists a homotopy between incly u; ¢ and Uincioj e
and hence between the associated transfer maps. If ' = ujs ¢ is a second embedding
with j’: A — U’ we can hence always enlarge the representations and assume that j
and j' bothmapto V =U + U’. Now if U N U’ = {0} the linear homotopy from j
to j’ induces a homotopy between the associated transfer maps. If not, we can arrange
this: use that I/ is a universe in order to enlarge the representation further so that it
contains another copy of V' orthogonal to the original one, and then homotope one of
the j into the new copy of V.

(iii) Consider u = uj ¢ as in (11.12). With j=joaalsou= UF e is an embedding,
and the square

UX/TL)UXE

id xal lid xb
UxA T> UxB
commutes. Since by assumption A is the pullback one checks that
(id xb) (imu) = im 7.

This is needed to verify that the associated square with the collapse maps (horizontal
arrows reversed) also commutes. Applying the remaining steps in Construction 11.11
clearly leads to the desired commutative diagram.

(iv) To construct (p xidc)' use (a,¢) > j(a) instead of j and hence u xidc instead
of u. Since coll,xiq corresponds to coll, Aidc, , the claim follows.

(v) Define fiu such that

UxA —% s UxB

f|xidl/; glﬂxid

commutes. This leads to the following commutative diagram:

V(44 A X) —2 5 o%(44 ~X)

®ocolT;7\id/
Jf [ J/ *

By ;\I X
@ocollf:;m

(vi) To construct (resy p)! start with res,, u instead of u and inspect the definitions. O
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12 Wirthmiiller isomorphism and transfer

This section is devoted to the following theorem, which says that under the Wirthmiiller
isomorphisms from Theorem 6.16(i) the transfer map p' of Example 11.6 corresponds
to the usual functoriality of map(—, X)# .

Theorem 12.1 Let N be a normal subgroup of G and let p: G — G/N denote the
quotient map. Let H be a subgroup of G with H N N =1, and consider H also as a
subgroup of G/ N . Let U be a complete G—universe. Then the following diagram of
orthogonal G —spectra commutes up to a G—equivariant homotopy that is natural in X :

*G/Ny A X L s OU(GL A X

P G/Ny A o%( + A )
p*WHSG/Nl lQU(WHSG)

(12.2) * H 1% H
p " map(G/N4, X) Q" (map(G+, X)™)

r *l lcoasbl

P map(G/ N+, QX)) ——— map(Gy, 0" (X)"

The map r4 is induced by the replacement map from Theorem 1.1, the coassembly
map coasbl comes from Proposition 9.1, and the Wirthmiiller maps W are defined
explicitly in the proof of Theorem 6.16(i). For the definition of the transfer map p',
consider U = R[G/H]. Since H N N = 1, the G- H—-equivariant map

u:UxG—-UxG/N, (y,g)+— (gH +earctan(|y|)y/|y|,gN)

is an embedding for sufficiently small € > 0. The associated collapse map from
Construction 11.7 can then be used to define p! = PL as in Construction 11.11.

The main ingredient in the proof of Theorem 12.1 is the following lemma.
Lemma 12.3 For every pointed H—space X , the two ways through the following
diagram are G—equivariantly homotopic via a homotopy that is natural in X :

coll, Aid

SYUADP*G/NL A X s SUANGLAX
P/+H + 4

idA WHSG/Nl lid/\ wH=G

SY Amap(p*G/N4, X)) B AN SY Amap(G4, X))

lcoasbl

map(Gy,resg<a SYUA X)H
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Proof It suffices to show that the adjoints of the two maps under the adjunction
between res = resgy<g and map(Gy, —)H are H-homotopic. Hence we apply res
to the diagram and postcompose with the counit of the adjunction, which is given
by evaluation at the unit element and denoted ev. This leads to the left half of the
following diagram:

colly ; Aid

[ )

res(SUA p*G/ N4 IQTX) % res(SYA G+I/}X) AT, es SUA Hy QX

@ |idaw H=G/N lid/\WHfG ®|idanwH=H

idAp* idAi g
res(SYAmap(p*G/ Ny, X)) d%’) res(SYA map(G+,X)H)lﬁ>[ res SUA map(Hy, X)¥

lcoasbl lid/\evl

res map(G ,res SUA X)H — s resSYnX

The map ® is induced from the H-equivariant inclusion ig: Hy — G4, and the
map @ from the projection pg: G4+ — Hy thatleaves H fixed and sends G— H to the
base point. Both squares on the right commute. Let u¢ and u be the H-H—equivariant
embeddings resU x H —resU xres p*G/N given by

uo(y, h) = (eH +earctan(|y|) y/|y|. AN) and wu;(y,h) = (p,hN).
A computation shows that for the associated collapse maps we have
@o® =colly, Aid and ®o®o®@ = o (coll,, Aid).

Clearly there exists an H-H—-equivariant homotopy through embeddings between
and u;. With Fact 11.8 the claim follows. a

The rest of the proof of Theorem 12.1 is now formal. Since we managed twice to
produce a proof of this using a nonexistent arrow, we give the argument.

Proof of Theorem 12.1 Consider the diagram (1) on page 1549, whose boundary
is (12.2). The unlabeled parts commute by naturality or definition. Diagram
commutes by inspection, B ] by definition of r, and [ C]| by naturality of coassembly,
compare Section 9. The statement of Lemma 12.3 remains true for orthogonal spectra X
in place of X ; compare Remark 6.12. Therefore the two ways through diagram
composed with @ are naturally homotopic. From these facts it follows that the two
ways along the boundary of the diagram are naturally homotopic. a
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13 Construction of the Adams map

In this section we define the Adams map of Main Theorem 1.7 and show that it satisfies
the naturality condition (i) in that theorem. Given a normal subgroup N of G, an
orthogonal G—spectrum X, and a complete G—universe I/, we want to define an
equivariant map of orthogonal G/ N —spectra

(13.1) A: EF(N)+ IQX — QUx)N

and show that A4 is natural in X, ie A is a natural transformation of functors SpG —
SpG/ N The construction of A uses the semidirect product N x G and the follow-
ing blueprint.

Construction 13.2 (blueprint) The conjugation action of G on N gives rise to the
semidirect product N x G, the group with underlying set N x G and multiplication
(n,g)(,g) = (nging™!, gg). Define group homomorphisms ¢, u: N x G — G by
q(n,g)=g and u(n, g) = ng, and notice that the following square is a pullback:

NxG —%1 4G

(13.3) ul l”

G —— G/N

Define N to be the set N equipped with the N x G—action given by (1, g)i =ngng'.
Then, for every G—spectrum X, the action map Ny A X — X yields an (N x G)—

equivariant map
(13.4) act: Ny Ag*X — u*X.

This is obviously true for spaces and so also for naive orthogonal spectra, and therefore
it remains true for nonnaive orthogonal spectra; compare Remark 6.12.

Observe that ¢ induces an isomorphism (N x G)/(N x 1) = G, and therefore for any
orthogonal (N xG)—spectrum Z we can consider Z V> as an orthogonal G—spectrum.
There are natural isomorphisms of orthogonal G/ N —spectra

(13.5) (¢*X)V/N =~ X/N and ((u*X)N*1)/N = xV.
So, in order to define a G/ N —map of orthogonal G/N —spectra
/i X/N—>YVN,
where X and Y are orthogonal G—spectra, it is enough to construct an (N x G)-map

f1q*X > 1y,
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and then let
f=(V/NC XN = (¢ X)V/N = (W XON/N = XN
Then by definition the following diagram commutes:

x L sy

(13.6) i I

X/N — YN

Notice that in the special case N = G Construction 13.2 simplifies; see the beginning
of Section 15.

Construction 13.7 (Adams map) Using Construction 13.2, in order to define the
Adams map A in (13.1) it is enough to construct an equivariant map of orthogonal
(N x G)-spectra
(13.8) A g (EF(N)+ A X) = p* 04(X),
which we call the pre-Adams map. Then we define A by taking the (N x 1)—fixed
points followed by the N—orbits of 4, ie

A= (ANY/N.

Choose a complete (N x G)—universe V. Then define the pre-Adams map A in (13.8)
as the composition

q*(EF(N)+ A X)
@] =
q*EF(N)+ Aq*X

@l idAc!
q*EF(N)+ A QY(N+ Aq*X)
@\L id A QV(act)
q*EF(N)4 A QY(u*X)
@\Ldma
LYV, WU+ A OY(W*X)
®] @
QW U(u*X)
®] =

w*OU(X)
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of the maps @ through ® explained below:
@ is the natural (N x G)—isomorphism from Example 6.14.

® is induced by the transfer map ¢': ¢*X — OQY(N4 A¢*X) from Theorem 11.3
associated with the projection ¢: N — pt, a map of (N x G)-1-sets; see Example 11.5.

@ is induced by applying the functor Q¥(—) to the (N x G)—equivariant map act
in (13.4).

@ is induced by the map d: ¢* EF(N) — L(V, u*U) defined as follows. First of
all, g* EF(N) = q*EgF(N) = ENxgq*F(N), where H € ¢* F(N) if and only
if g(H) € F(N). By inspecting the definitions we see that ¢*F(N) € F(ker i).
Therefore there is an (N x G)-map

(13.9) j:q EGgF(N) — EpnwugF(ker ),

unique up to (N x G)-homotopy. By Proposition 10.3 there is an (N x G)-weak
equivalence
ew: EnsgF(ker ) — LV, VR,

Since Vkerf is a complete G—universe, we can choose an (N x G)—isomorphism
k: Vkerk s 1*U, and k then induces an (N x G)—isomorphism

few: LOVVTRY S5 20, 1 U).
The map d is defined as the composition k« ocw o of these three maps.
® is the map Py, =4 expressing the functoriality of O)(u*X) from Corollary 1.2.
® is the inverse of the (N x G)—isomorphism from Theorem 1.1(iv).

This completes the definition of the pre-Adams map A in (13.8) and hence of the
Adams map (13.1).

The definition depends on the choice of 1, on the choice of a transfer map in step @,
and on the choices of j, cw, and k in step @. Using the uniqueness of complete
universes together with Theorem 11.3(ii) and (v), the uniqueness up to homotopy of
universal spaces and CW-approximations, and Lemma 10.4, we can easily see that
different choices yield equivariantly homotopic maps.

By inspecting the definition, we see that A and hence A are natural in X . This proves
part (i) of Main Theorem 1.7.

We conclude this section with the following result, which describes the effect of the
pre-Adams map on the homotopy groups of the underlying nonequivariant spectra.
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Proposition 13.10 For every good orthogonal G—spectrum X , the diagram

1 T
TH(EF(N)+ A X) —02 5 1)

) (Z)l lfsz

7y (QU(X)) ¢—— —— 1 (X)

. (r)

[

¥ =
—~

commutes, where the right-hand vertical homomorphism is left multiplication with
Y nwen I € Z[N] < Z|G], the norm element of N .

Proof Consider the following diagram:

1 .
TN EF(N)+ A X) T oxl(x) —2 L Drlx)
N
rlGdAch) ml(ch) ;
1 P oy TR s T g
T (EF(N)+ A QYN+ Ag* X)) = mH(QY(N+ Ag* X)) == ml (N4 A X)
mL(d A Q(act)) 71 (Q(ac)) wl (aCt)l
1 e Vi ok m{(Prz) 1 V\, * JT}‘(V) 1
T (EF(N)+ A Q¥ (1™ X)) ——= 1, (Q"(n* X)) «——=— 7, (X)
wl(®o(d Aid)) ) (t*ok,jl)/\g H
M 7l(r)
74 (Q*(X)) Ta(QH(X)) ——— i (X)

The leftmost vertical composition is by definition 7} (Av) , and the composition 7} (act)o
diag is left multiplication by ) |, . s . As explained in Example 11.5, the square in the
top right corner commutes. The square in the bottom left corner also commutes. To see
this, recall that d = kyocw o, and let ¢ denote the inclusion VX"# C V. By naturality
it suffices to show (4 0P o (cw A id) =~ pr,. This holds because Proposition 10.1 implies
that (4 o pr, ok =~ pr,, and by Remark 10.9 we have that ® o (cw Aid) = pr, ok. All
other diagrams commute by naturality. a

14 Proof of the Adams isomorphism

This section is devoted to the proof of part (ii) of Main Theorem 1.7. We start with an
easy observation.

Lemma 14.1 The following two statements are equivalent:
(i) For all good and N —free orthogonal G—spectra X, Ax is a 7 x—isomorphism;
(i) For all good orthogonal G-spectra X , AEr(N), A X IS & TTx—isomorphism.
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Proof Let X be an orthogonal G—spectrum. By Lemma 5.10(v), if X is good then
sois also EF(N)+ A X.

Consider the projection on the second factor pry: EF(N)+ A X — X . Since
(14.2) idApry, =pry Aid: EF(N)+ AEF(N)+ ANX — EF(N)+ A X,

and pri: EF(N);+ AEF(N); — EF(N)4+ is a G-homotopy equivalence, it fol-
lows that the map in (14.2) is a G—homotopy equivalence and so in particular a
7t «—isomorphism of orthogonal G—spectra. Thus EF(N)+ A X is N—free, and (i) im-
plies (ii).

Conversely, consider the commutative square

EF(N) 4+ AX

(EF(N)4 A EF(N)+ AX)/N = QUEF(N)4 A X)N
(id Apry)/ Nl lQ“(prz)N
(EF(N)+ A X)/N » QUX)N

Ax

induced by pr, via the naturality of the Adams map. As observed above, id A pr, is a
G-homotopy equivalence of orthogonal G—spectra, and therefore (id A pr,)/N is a
G/ N -homotopy equivalence and so a 7 «—isomorphism of orthogonal G/N —spectra.

Now assume that X is N—free, ie assume that pr, is a ms—isomorphism. If X is
good, then so is EF(N)+ A X by Lemma 5.10(v), and hence by Theorem 1.1(ii)
and (iii) it follows that QY(pr,) is a m«—isomorphism of G-Q—spectra. Then with
Lemma 6.20(iii) we conclude that Q%(pr,)" is a 7 x—isomorphism. a

Given a good orthogonal G-spectrum X, in order to show that Agrn), A x IS a
1 x—isomorphism we proceed by induction on the cellular filtration of EF(N). All
the G—cells of EF(N) have the form D" x G/H with H <G suchthat HNN = 1.
The base case of the induction is established in the next key lemma. This is by far the
hardest step in the proof. In the special case when N = G the base case simplifies, as
we explain in the next section; see Lemma 15.1.

Key Lemma 14.3 Let H < G be suchthat HN N = 1. Let X be a good orthogonal
G —spectrum. Then the Adams map

Agiry nx: EF(N)+ NG/ Hy A X) = QUG Hi A XN

is a 7 «—isomorphism.

Algebraic & Geometric Topology, Volume 16 (2016)



On the Adams isomorphism for equivariant orthogonal spectra 1555

Proof We use the G—equivariant isomorphism

(14.4) G/Hy AN X =G4 ;\IresHﬁg X

from Example 6.13. By Theorem 6.16(iii), resg<g X is good if and only if X is
good. Therefore we need to show that Ag, A, x is a 7«—isomorphism for every good
orthogonal H—spectrum X of the form X =resg<g Y.

Consider the following diagram:

q*(E.F(N)+/\G+1/L\IX)
O]

q*E]—'(N).,./\q*G.;.QX P2 > q*G+;\1X
®@|idnc! q'

(145) q"EF(N)1 7 Q" (Ny Aq* G X) T2 QW UNL A g™ Gy A X)

® |id A QY(act) QM U(act)
do(d Aid) *
*E N Vv *G X wrY *G ANX
g EF(N)+ A Q" (1 +4 ) 0@ o "(u + A )
®
* AU
G AX
wO( + A )

The composition of the maps labeled @ through ® is by definition the pre-Adams
map /TG + ag X from Construction 13.7. The square labeled [ B | commutes by naturality.
We now explain the square [A]and show that it commutes up to (N x G)-homotopy.
This is a delicate step in the proof, based on the results from Sections 10 and 11.
The main point about [A] is that for induced spectra G4+ Ag X the Adams map can
be described using the transfer q! associated with the smaller universe p*U, as we
proceed to explain.

Consider N as a (N x G)-H-set with trivial right H-action, and X as an orthogonal
(N % G) x H-spectrum with trivial (N x G)-action. Then by Theorem 11.3(iv) and (ii)
the transfer ¢' associated with

¢: N —>pt and q*G+§X

is (N x G)—homotopic to the transfer ¢' associated with

g: N x¢*G - ¢*G and X,
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where ¢ is the projection onto the second factor. In symbols,
(14.6) ¢ ~q" q*G+§X — QV(]V+/\q*G+§X).

Recall from step @ in Construction 13.7 that k& denotes the choice of an (N x G)-

equivariant isometric isomorphism k: VX'# =5 ;1*1/, and let ¢ denote the inclusion
Vit cyp,

Notice that the universes u*U and V¥'# are large enough for ¢ in the sense of
Definition 11.1, because

N xq*G — u*G/H x¢*G, (n,g) (ngH,g)

is (N x G)- H-equivariant and injective since H N N = 1 by assumption, and because
the complete G—universe U certainly contains R[G/H]. Hence q! can also be defined
using the universes pu*U or VK#

Remark 14.7 Notice that, unless N = 1, the transfer ¢' cannot be defined with the
universe u*U, because u*U is not large enough for ¢ in the sense of Definition 11.1.

We proceed with the proof of Key Lemma 14.3. For simplicity we introduce the
abbreviations

Y:q*GJrI/LI\X and Z:N+/\q*G+§X:]V+/\Y.

By Theorem 11.3(v) and (ii) the following diagram commutes up to (N x G )-homotopy:

(14.8) \
Vkeru

(Z2) =5 0*"™"(Z)

Consider the following diagram, whose top left triangle is obtained by smashing the
left half of (14.8) with ¢* EgF(N)+:

(14.9)
G*EGF(N)4 AY e %
id/\q! l |
lid/\q! \ q
1 * er k* T *
G*EGF(N)4 AQV(Z) 28 g*EGF(N)4 A QV"(Z) =22, ou'U(Z)
lj Aid lj Aid H

EnsgF(ker )4 A QY(Z) 0 E0 G Flker w4 A 0V"(2) o 22
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The upper half of this diagram commutes up to (N x G)-homotopy, because the
same is true for (14.8). The lower right square also commutes. In the map j
was introduced in (13.9), and the map « is the (N x G)-homotopy inverse of id A ¢
from Proposition 10.1. Since [ C] obviously commutes when going from right to left, it
follows that the entire diagram (14.9) commutes up to (N x G')-homotopy.

We claim that each of the two ways along the boundary of diagram (14.9) is homotopic
to the corresponding way along the boundary of [A]in (14.5), and so also [ A | commutes
up to (N x G)-homotopy. For the composition going through the upper right corner
there is nothing to prove. For the one going through the lower left corner we use that
idAg' ~id Ac', as observed in (14.6), and that ky o pry ok o (j Aid) = ® o (d Aid);
the last equality follows from Remark 10.9, the definition of d =k ocwoj in step @
of Construction 13.7, and the naturality of ®.

Since we have now established that (14.5) commutes up to (N x G)-homotopy, in
order to finish the proof it is enough to show that the composition

®o Q“*u(act) o q! opryo®

in diagram (14.5) induces a z4«—isomorphism after taking (N x 1)—fixed points and
then N —orbits.

It is clear that

((pry o NN /N =pr, /N: (EF(N)+ AG4 ﬁx)/zv — (G4 A X)/N;

compare (13.5). This map is a G/ N-homotopy equivalence and hence a 7 x—isomor-
phism because of (14.4) and the fact that pr,: EF(N)+ AG/Hy — G/Hy isa G-
equivariant homotopy equivalence.

It remains to analyze ® o Q“*u(act) og¢'. To this end we consider the pullback square
of (N x G)-H-sets

Nx¢g*¢ ——2 5 4*G
actl/ lq*l?
n*G i w*p*G/N =q*p*G/N

coming from the pullback square of groups (13.3). Then by Theorem 11.3(iii) and (ii)
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the diagram

q*G+I/}X ;) Q/L*Z/{(]\_[+ /\q*G+§X)

N idl lQ“*“(act)

*D*G/Ny A X —— QR U(*Go A X
WPTGINs (X s QM ("G 5 X)

commutes up to (N x G)—homotopy, and so Q¥ U(act) o ¢' ~ (u*p)' o (¢* p Aid).
Using (13.5) we see that

((q* p Aid)N*Y) /N = id: G/Ny A X —G/Np A X.

Finally, by Theorem 11.3(vi) and (ii), the composition ®o(u* p)' is (N xG)—homotopic
to u*(p'), where
' p*G/ N4 1/1\(X — QY(G+ I/}X)

is the transfer map associated with the projection p: G — p*G/N, a map of G-H—-
sets; see Example 11.6. By (13.5), the proof will be complete once we show that (p*)
is a w«—isomorphism.

By Theorem 12.1 the following diagram commutes:

1

*G/Ni A X ? s OU(G4 A X
r G/ + A oY + A )
p*WHSG/Nl/ l/QM(WHiG)
(14.10)
p* map(G/ Ny, X)) 0%(map(G4, X))

r*l l/coasbl

p* map(G/ N, QX)) —— map(Gy, 0H(X))"

On the three terms on the left of this diagram N acts trivially, and therefore taking
N —fixed points yields
H=G/N

G/ N X s map(G/ N, X)L map(G/ N, QX ).

By the Wirthmiiller isomorphism, Theorem 6.16(i), WH=G/N 54 TT x—isomorphism.
Since X is good, Theorem 1.1(ii) implies that r: X — Q™ (X)) is a 1 s+—isomorphism,
and so ry above is also a my«—isomorphism by Theorem 6.16(i1).
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Now consider the right-hand side of (14.10). By Theorem 6.16(i) and (iv), the Wirth-
miiller map WH=C is a 7,—isomorphism, G+ Ag X is good and map(G 4, X)H#
is almost good. Therefore Theorem 1.1(ii) and (iii) and Addendum 8.7 imply that
OQUWH=G) is a 7,—isomorphism of orthogonal G-Q-spectra, and therefore also
QUMW H=G)N i5 a 5 ,—isomorphism by Lemma 6.20(iii). By Proposition 9.1, coasbl
is a m4—isomorphism. Since we are assuming that X =resg<g Y, Theorem 1.1(iv)
and Example 6.13 give isomorphisms

map(G+, 0"*(X))H =~ map(G4,res Q“(Y))? = map(H\G, Q“(Y)),

and the latter spectrum is a G-Q2—spectrum by Lemma 5.12(v) and Theorem 1.1(iii).
Then it follows from Lemma 6.20(iii) that also coasbl? is a 7T x—isomorphism.

Finally, since

(map(G4, Q"4(Xx ) #

we see that after taking N —fixed points the bottom horizontal map in (14.10) is just
the identity of map(G/N4, Q™(X))H . Therefore also (p')V is a 7 x—isomorphism,
and the result is proved. a

)N ~ map(G/Ny, QY X)H

Lemma 14.11 For each good orthogonal G—spectrum X and each integer n > 0 there
is a commutative diagram

idAAx

S" AMEF(N)+ A X) =255 stA QUx)N

(14.12) l l

EF(N); A(S"AX) — QXS" A X)N
N Asn A x

whose vertical maps are 1 «—isomorphisms. Therefore Ax is a mwyx—isomorphism if
and only if Agn A x is one.

Proof Since the pre-Adams map is a natural transformation, by (9.5) there is a
commutative diagram

idA Ax

S"AGH(EF(N)4 AX) —22X 0 87 A 1n* O¥(X)

asbl’ l lasbl

G (EF(N)+ AN(S" A X)) ——— p*QU(S" A X)

Asn/\x

where the vertical maps are the assembly maps of Example 9.4.
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By inspection, the left-hand assembly map asbl’ is the evident (N x G)—isomorphism.
Since all groups act trivially on S, after taking (N x 1)—fixed points and then N—
orbits the map asbl’ induces the left-hand vertical map in (14.12), which is thus a
G/ N —isomorphism.

Similarly, after fixed points and orbits the map asbl induces the right-hand vertical
map in (14.12). Since X is good, asbl is a myx—isomorphism by Proposition 9.1.
Using Lemma 6.20 and the fact that 7X (S" AY) = X (Y), it follows that also the
right-hand vertical map in (14.12) is a 7 x—isomorphism. a

By combining the previous lemma with Key Lemma 14.3 we obtain the following
result.

Corollary 14.13 Let H < G be suchthat HNN = 1. Let X be a good orthogonal
G-spectrum. Then for every n > 0 the Adams map

AsnnG/ay ax: EF(N)4 ]AV(S” AG/Hy AX)— QUS" AG/Hy A X)N

is a 7 «—isomorphism.

To finish the proof that A gr(n), A x 1S @ 7 x—isomorphism by induction on the cellular
filtration of EF(N), we consider the Adams map

Az nx: EF(N)y ]Av(z AX)— Oz A X))V
for any pointed G—space Z.

Lemma 14.14 For every subgroup K of G containing N and every good orthogonal
G-spectrum X , the functors

Z > 7EN(EF(N) 4 NZAX)).
Z = XN %z A X)Y)

send equivariant cofiber sequences of pointed G—spaces to long exact sequences of
abelian groups.

Proof By Lemma 5.10(v), Lemma 6.20(ii), and Theorem 1.1(ii), we have that
K/N
KN oz A X)) = 2K (2 A X).
The lemma below implies that the functor Z — Z A X sends equivariant cofiber

sequences of pointed G'—spaces to levelwise cofiber sequences of orthogonal G—spectra,
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and that Z +— (EF(N)+ A Z A X)/N sends equivariant cofiber sequences of pointed
G—spaces to levelwise cofiber sequences of orthogonal G/ N —spectra. Since equivariant
homotopy groups send levelwise cofiber sequences of orthogonal spectra to long exact
sequences of abelian groups [17, Theorem II1.3.5.(vi), page 46], the statement follows.

O

Lemma 14.15 (i) For each pointed G—space X the functor Z + Z N X preserves
equivariant cofiber sequences of pointed G —spaces.

(ii) The N —orbits functor Z + Z /N sends equivariant cofiber sequences of pointed
G —spaces to equivariant cofiber sequences of pointed G/ N —spaces.

Proof Both functors preserve all colimits since they are left adjoints, so in particular
they preserve quotients. Hence we only need to show that they preserve cofibrations.
For the first functor, recall that a map i: Z — Z’ is a cofibration if and only if
the natural map M (i) — Z’ A I+ from the pointed mapping cylinder of i has a
retraction r; see eg [19, last line of page 56] and [7, Proposition 5.1.2, page 103]. Since
M@ Aid) = M (i) A X, r Aidy is the desired retraction. For the second functor just
inspect the definition directly. a

The next lemma says that both the source and the target of the Adams map are compatible
with arbitrary coproducts.

Lemma 14.16 Let {X;};jcs be an arbitrary family of good orthogonal G—spectra.
Then the natural map

Vjes (EF(N)+ A Xj)— EF(N)+ ]/\\,(\/jej Xj)
is an isomorphism, and the natural map
Vies QXY = 0(Vjes X;

is a 7 «—isomorphism of orthogonal G/ N —spectra.

)N

Proof The first statement follows from the fact that orbits commute with coproducts,
and smash products distribute over coproducts. The second statement follows by
combining Lemma 6.20(ii) and Theorem 1.1 with the fact that homotopy groups
commute with coproducts [17, Theorem II1.3.5.(ii), page 46]. a

Using Corollary 14.13, Lemma 14.14 and Lemma 14.16, we conclude by cellular
induction that the Adams map A gr(n), A x is @ Tx—isomorphism for every good
orthogonal G-spectrum X . By Lemma 14.1 this completes the proof of Main Theorem
1.7(ii).
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15 An easier proof in the special case N = G

In this section we explain some simplifications that occur in the proof of the Adams
isomorphism in the special case when N = G. Notice that then F(G) reduces to the
trivial family, and therefore EF(G) = EG. The Adams map becomes

A: EGy A X — oY(x)°.

In the construction of the Adams map in Section 13 there is no need to consider the
semidirect product G x G. In the blueprint in Construction 13.2 we can instead work
with the direct product G x G. In fact, the map ¥: G x G — G x G defined by
V(h,g) = (hg™', g) is a group isomorphism, and the diagram

AN
GxG — GxG

G

lR{<

commutes. Under this isomorphism G is the set G equipped with the G x G—action
given by (1, g)g = hgg™!, and the pullback diagram (13.3) is replaced by:

GxG 25 G

o]

G —1

So the pre-Adams map from Construction 13.7 can be thought of as a (G x G)—map of
orthogonal (G x G)-spectra

A: pry(EG4+ A X) — pry QU(X).

The structure of the inductive proof of the Adams isomorphism in Section 14 remains
unchanged. However, the base case of the induction becomes much easier when N =G
Key Lemma 14.3 becomes Lemma 15.1 below, whose proof is inspired by [8, proof of
Proposition 6.3.2.5, pages 251-252].

Lemma 15.1 Let X be a good orthogonal G—spectrum. Then the Adams map

AGy nx: BG4 MG AX) = QUG A X)®

is a «—isomorphism of orthogonal spectra.
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Proof As in the beginning of the proof of Key Lemma 14.3, we use the G—equivariant
isomorphism
G ANX =2Gy Aresi<g X

from Example 6.13, and we can assume that X is an orthogonal 1-spectrum of the
form X =resi<g Y.

But now we consider the following diagram:

(15.2)
1 Zzg@)id .
Z[G]%n*(X) > Z[G]<§ﬂ*(X)
&2 2/; N
= e =
NG AX) —Z5 5 7G4 AX)
A |
Prz*% fr*
c@id TNEGL NGy AX) —2 71(Q%G4 AX)) [D] |Teoi
| I
L (EG4 A Gy AX)/G) — mH QUG+ A X)O)
:/ - \z
4 — =~
Z@nl(X) = y ZRmrl(X)
Z 1 Z

The outer rectangle and the two unlabeled inner diagrams evidently commute. The
diagram labeled [ A ] commutes by Proposition 13.10, and [ B | commutes by construction;
see (13.6). So if [D] commutes, then also does, because € is surjective, and therefore
A is a wy—isomorphism.

In order to explain the maps in [D] and show that [ D | commutes, consider the following
diagram, where the map @ is the evident isomorphism and the three other vertical
maps are given by inclusion of fixed points:

U
res QUG A X) w res Q%map(G1, X)) <2 resmap(G4, O™U(X))

] ] e

U G
046G A X)6 L% GUmap(G4. X)E —2NT s map(G. OU(X))E

=]o

Qres U(X)

The Wirthmiiller map W = W1=C is a m,—isomorphism by Theorem 6.16(i). By
Theorem 6.16(iv), G4+ A X is good and map(G+, X) is almost good. Therefore

Algebraic & Geometric Topology, Volume 16 (2016)



1564 Holger Reich and Marco Varisco

Theorem 1.1(ii) and (iii) and Addendum 8.7 imply that Q¥(W) is a & x—isomorphism
of orthogonal G-Q—spectra, and so Lemma 6.20(iii) implies that also Q“(W)€ is a
7 x—isomorphism. By Proposition 9.1, coasbl is a m«—isomorphism. Since we are
assuming that X =res;<g Y, Theorem 1.1(iv) and Example 6.13 give isomorphisms

map(G+, 0"“(X)) = map(G 4, res Q“(Y)) = map(G+, QU(Y)),

and the latter spectrum is a G-Q—spectrum by Lemma 5.12(v) and Theorem 1.1(iii).
Then it follows from Lemma 6.20(iii) that also coasbl? is a TT x—isomorphism.

Using the fact that homotopy groups commute with finite products, one checks that the
composition @ o @ induces the right vertical map in (15.2). a
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