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Abstract

Let G be a Lie group, G its Lie algebra and T ∗G its cotangent bundle. On T ∗G,
we consider the Lie group structure obtained by performing a left trivialization and
endowing the resulting trivial bundle G ×G∗ with the semi-direct product, using the
co-adjoint action of G on the dual space G∗ of G. We investigate the group of auto-
morphisms of the Lie algebraD := T ∗G of T ∗G. More precisely, we fully characterize
the Lie algebra of all derivations of D, exhibiting a finer decomposition into compo-
nents made of well known spaces. Further, we specialize to the cases where G has
a bi-invariant Riemannian or pseudo-Riemannian metric, with the semi-simple and
compact cases investigated as particular cases.
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1 Introduction

Throughout this work, all Lie groups and Lie algebras are overK=R or C, unless otherwise
specified. Let G be a Lie group whose Lie algebra G is identified with its tangent space TεG
at the unit ε. We always look at the cotangent bundle T ∗G of G, as a Lie group obtained
by performing the semi-direct product G nG∗ of G and the Abelian Lie group G∗, where
G acts on the dual space G∗ of G via the co-adjoint action. Here, using the trivialization
by left translations, the manifold underlying T ∗G has been identified with the trivial bundle
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G ×G∗. We sometimes refer to the above Lie group structure on T ∗G, as its natural Lie
group structure. The Lie algebra Lie(T ∗G) = GnG∗ of T ∗G will be denoted by T ∗G or
simply byD.

It is our aim in this work to study the connected component of the unit of the group
Aut(D) of automorphisms of the Lie algebra D. Such a connected component is precisely
the connected subgroup of Aut(D), spanned by the exponentials of the derivations of D.
Therefore, we will work locally, that is, with those derivations and the first cohomology
space H1(D,D), whereD is seen as aD-module for the adjoint representation.

Our motivation for this work comes from several interesting mechanical, algebraic and
geometric problems. Cotangent bundles of Lie groups appear amongst key tools in various
mathematical formulations for the motion of particles (see e.g. [1], [28], [31]). In particular
they are the configuration space of some mechanical systems (see e.g. [27]). They can
also exhibit rich algebraic and geometric structures (see e.g. [4], [11], [16], [17], [24],
[27]). All such structures can be better understood when one can compare, deform or
classify them. This very often involves the invertible homomorphisms (automorphisms) of
T ∗G, if in particular, such structures are invariant under left or right multiplications by the
elements of T ∗G. The derivatives at the unit of automorphisms of the Lie group T ∗G are
automorphisms of the Lie algebra D. Conversely, if G is connected and simply connected,
then so is T ∗G and every automorphism of the Lie algebraD integrates to an automorphism
of the Lie group T ∗G. A problem involving left or right invariant structures on a Lie group
also usually transfers to one on its Lie algebra, with the Lie algebra automorphisms used as
a means to compare or classify the corresponding induced structures.

In the purely algebraic point of view, finding and understanding the derivations of a
given Lie algebra or superalgebra, is in itself an important problem ([7], [8], [9], [15], [18],
[21], [22], [25], [33], [34]).

On the other hand, as a Lie group, the cotangent bundle T ∗G is a common Drinfel’d
double Lie group for all exact Poisson-Lie structures given by solutions of the Classical
Yang-Baxter Equation in G. See e.g. [10]. Double Lie algebras (resp. groups) encode
information on integrable Hamiltonian systems and Lax pairs ([2], [5], [16], [26]), Poisson
homogeneous spaces of Poisson-Lie groups and the symplectic foliation of the correspond-
ing Poisson structures ([10], [16], [26]). To that extend, the description of the group of
automorphisms of the double Lie algebra of a Poisson-Lie structure might be a contribution
towards solving some of the open problems in that field.

We find that the space of derivations of D encompasses spaces of known and wildly
used operators, amongst which the derivations of G, the second space of the left invariant
de Rham cohomology H2

inv(G,K) of G (see Section 3.5), bi-invariant endomorphisms, in
particular operators giving rise to complex group structure in G, when they exist.

Traditionally, spectral sequences are used as a powerful tool for the study of the coho-
mology spaces of extensions of Lie groups or Lie algebras and more generally, of locally
trivial fiber bundles (see e.g. [19], [20], [23], [32] for wider discussions). However, for the
purpose of this investigation, we use a direct approach.

The paper is organized as follows. In Section 2, we explain some of the material and
terminology needed to make the paper more self contained. Sections 3 and 4 are the actual
core of the work where the main calculations and proofs of theorems are carried out. We
discuss some examples in low dimension in Section 5. We will see that some of those
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examples give rise to contact Lie algebras. See [12], [13], for wider discussions on contact
Lie algebras.

2 Preliminaries

Although not central to the purpose of the work within this paper, the following material
might be useful, at least, as regards parts of the terminology used throughout this paper.

Throughout this paper, given a Lie group G, we will always let G nG∗ stand for the
Lie group consisting of the Cartesian product G×G∗ as its underlying manifold, together
with the group structure obtained by semi-direct product using the co-adjoint action of
G on G∗. Recall that the trivialization by left translations, or simply the left trivialization
of T ∗G is given by the following isomorphism ζ of vector bundles, ζ : T ∗G → G ×G∗,
(σ,νσ) 7→ (σ,νσ ◦TεLσ), where Lσ is the left multiplication Lσ : G→G, τ 7→ Lσ(τ) := στ
by σ in G and TεLσ is the derivative of Lσ at the unit ε. In this paper, T ∗G will always be
endowed with the Lie group structure such that ζ is an isomorphism of Lie groups. The Lie
algebra of T ∗G is then the semi-direct productD :=GnG∗. More precisely, the Lie bracket
onD reads: for any two elements (x, f ) and (y,g) ofD,

[(x, f ), (y,g)] := ([x,y],ad∗xg−ad∗y f ). (2.1)

We will refer to an object which is invariant under both left and right translations in
a Lie group G, as a bi-invariant object. We discuss in this section, how T ∗G is naturally
endowed with a bi-invariant pseudo-Riemannian metric.

A bi-invariant (Riemannian or pseudo-Riemannian) metric in a connected Lie group G,
corresponds to a symmetric bilinear non-degenerate scalar form µ in its Lie algebra G, such
that the adjoint representation of G lies in the Lie algebra O(G,µ) of infinitesimal isometries
of µ, or equivalently

µ([x,y],z)+µ(y, [x,z]) = 0, (2.2)

for any x,y,z in G. This means that µ is invariant under the adjoint action of G. In this
case, we will simply say that µ is adjoint-invariant. Lie groups with bi-invariant metrics
and their Lie algebras are called orthogonal or quadratic (see e.g. [29], [30]). Every
orthogonal Lie group is obtained by a series of so-called double extension constructions
introduced by Medina and Revoy ([29], [30]). Consider the isomorphism of vector spaces
θ :G→G∗ defined by 〈θ(x),y〉 := µ(x,y), where 〈, 〉 on the left hand side is the duality pairing
〈x, f 〉= f (x) between elements x ofG and f ofG∗. Then, θ is an isomorphism ofG-modules
in the sense that it is equivariant with respect to the adjoint and co-adjoint actions of G on
G and G∗ respectively; i.e. for any x in G, θ ◦adx = ad∗x ◦ θ. We also have, for all element x
of G, θ−1 ◦ad∗x = adx ◦ θ

−1. The converse is also true. Precisely, a Lie group (resp. algebra)
is orthogonal if and only if its adjoint and co-adjoint representations are isomorphic. See
Theorem 1.4. of [30].

Semisimple Lie groups (with their Killing form), compact Lie groups, or more gener-
ally, reductive Lie groups, are examples of orthogonal Lie groups.

The cotangent bundle of any Lie group (with its natural Lie group structure, as above)
and in general any element of the larger family of the so-called Drinfel’d doubles, are or-
thogonal Lie groups ([16]), as explained below. As above, letD :=GnG∗ be the Lie algebra
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of T ∗G with the Lie bracket given in (2.1). Let µ0 stand for the duality pairing 〈, 〉, that is,
for all (x, f ), (y,g) inD,

µ0
(
(x, f ), (y,g)

)
= f (y)+g(x). (2.3)

Then, µ0 satisfies the property (2.2) on D and hence gives rise to a bi-invariant (pseudo-
Riemannian) metric on T ∗G.

3 Group of automorphisms ofD := T ∗G

3.1 Derivations ofD := T ∗G

Consider a Lie group G of dimension n, with Lie algebra G, over K. Let us also denote
byD the vector space underlying the Lie algebraD of the cotangent bundle T ∗G, regarded
as a D-module under the adjoint action of D. Consider the following complex with the
coboundary operator ∂, 0→D→Hom(D,D)→Hom(Λ2D,D)→·· ·→Hom(Λ2nD,D)→0.
The coboundary ∂φ of the element φ of Hom(D,D):={φ :D→D,φ linear} is the element
of Hom(Λ2D,D) defined by ∂φ(u,v) := adu

(
φ(v)

)
−adv

(
φ(u)

)
−φ([u,v]), for any elements

u= (x, f ) and v= (y,g) inD. An element φ of Hom(D,D) is a 1-cocycle if ∂φ = 0, i.e.

φ([u,v]) = adu
(
φ(v)

)
−adv

(
φ(u)

)
= [u,φ(v)]+ [φ(u),v], (3.1)

for all elements u,v of D. In other words, 1-cocycles are the derivations of the Lie al-
gebra D. In Section 3.6, we will characterize the first cohomology space H1(D,D) :=
ker(∂2)/Im(∂1) of the associated Chevalley-Eilenberg cohomology, where for clarity, we
have denoted by ∂1 and ∂2 the restrictions of the coboundary operator ∂, as follows:
∂1 : D→ Hom(D,D) and ∂2 : Hom(D,D)→Hom(∧2D,D).

Theorem 3.1. Let G be a Lie group, G its Lie algebra, T ∗G its cotangent bundle and
D := GnG∗ the Lie algebra of T ∗G. A 1-cocycle (for the adjoint representation) hence a
derivation ofD, has the following form:

φ(x, f ) =
(
α(x)+ψ( f ),β(x)+ ξ( f )

)
, (3.2)

for any (x, f ) in D; where α : G → G is a derivation of the Lie algebra G, β : G → G∗ is
a 1-cocycle of G with values in G∗ for the co-adjoint action of G on G∗, ξ : G∗ →G∗ and
ψ : G∗→G are linear maps satisfying the following conditions:

[ξ,ad∗x] = ad∗α(x), ∀ x ∈ G, (3.3)

ψ◦ad∗x = adx ◦ψ, ∀ x ∈ G, (3.4)

ad∗ψ( f )g = ad∗ψ(g) f , ∀ f ,g ∈ G∗. (3.5)

Proof. Aiming to get a simpler expression for the derivations, let us write φ in terms of
its components relative to the decomposition of D into a direct sum D = G⊕G∗ of vector
spaces as follows: for all (x, f ) inD,

φ(x, f ) =
(
φ11(x)+φ21( f ),φ12(x)+φ22( f )

)
, (3.6)
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where φ11 : G→ G, φ12 : G→ G∗, φ21 : G∗→G and φ22 : G∗→G∗ are all linear maps. In
(3.6) we have made the identifications: x = (x,0), f = (0, f ) so that (x, f ) can also be written
x+ f . Likewise, we can write φ(x) = (φ11(x),φ12(x)) and φ( f ) = (φ21( f ),φ22( f )), for any x
in G and any f in G∗; or simply φ(x) = φ11(x)+φ12(x) and φ( f ) = φ21( f )+φ22( f ). In order
to find the φi j’s and hence all the derivations of D, we are now going to use the cocycle
condition (3.1). For x,y in G ⊂D we have:

φ([x,y]) = φ11([x,y])+φ12([x,y]) (3.7)

and

[φ(x),y]+ [x,φ(y)] = [φ11(x)+φ12(x),y]+ [x,φ11(y)+φ12(y)]

= [φ11(x),y]−ad∗y(φ12(x))+ [x,φ11(y)]+ad∗x(φ12(y)). (3.8)

Comparing (3.7) and (3.8), we first get φ11([x,y]) = [φ11(x),y]+ [x,φ11(y)], for all x,y in
G. This means that φ11 is a derivation of the Lie algebra G. Secondly, for any x,y in G,
φ12([x,y]) = ad∗x(φ12(y))−ad∗y(φ12(x)). That is φ12 is a 1-cocycle of G with values on G∗ for
the co-adjoint action of G on G∗.

Now we are going to examine the following case: for all x in G and all f in G∗,

φ([x, f ]) = φ(ad∗x f ) = φ21(ad∗x f )+φ22(ad∗x f ) (3.9)

and

[φ(x), f ]+ [x,φ( f )] = [φ11(x)+φ12(x), f ]+ [x,φ21( f )+φ22( f )]

= ad∗φ11(x) f + [x,φ21( f )]+ad∗x
(
φ22( f )

)
. (3.10)

Identifying (3.9) and (3.10) we get on the one hand φ21(ad∗x f ) = [x,φ21( f )] = adx(φ21( f )),
for all x ∈ G and f ∈ G∗. We write the above as φ21 ◦ ad∗x = adx ◦φ21, for all x in G. That
is, φ21 : G∗ → G is equivariant (commutes) with respect to the adjoint and the co-adjoint
actions of G on G and G∗ respectively. On the other hand, for all x in G and f in G∗,
φ22(ad∗x f ) = ad∗x(φ22( f ))+ad∗φ11(x) f . This can be rewritten as φ22 ◦ad∗x−ad∗x ◦φ22 = ad∗φ11(x).

That is, for any element x of G, [φ22,ad∗x] = ad∗φ11(x). Last, for any f and g in G∗, we have

φ([ f ,g]) = 0, (3.11)

and

[φ( f ),g]+ [ f ,φ(g)] = [φ21( f )+φ22( f ),g]+ [ f ,φ21(g)+φ22(g)],

= ad∗φ21( f )g−ad∗φ21(g) f . (3.12)

From (3.11) and (3.12), for all elements f ,g of G∗, we have ad∗φ21( f )g = ad∗φ21(g) f .
Noting α := φ11, β := φ12, ψ := φ21 and ξ := φ22, we get a proof of Theorem 3.1. �

Remark 3.2. (Notations ) From now on, if G is a Lie algebra, then
(1) der(G) will stand for the space of all derivations of G ;
(2) E will stand for the space of linear maps ξ :G∗→G∗ satisfying Equation (3.3), for some
derivation α of G;
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(3) G0 :=
{
φ :D→D,φ(x, f )= (α(x), ξ( f )) : α∈der(G), ξ∈E, [ξ,ad∗x] = ad∗α(x),∀x ∈ G

}
;

(4) we may let Q stand for the space of 1-cocycles β :G→G∗ as above, whereas Ψ may be
used for the space of equivariant linear ψ :G∗→G as in (3.4), which satisfy (3.5);
(5) we will denote by G1, the direct sum G1 := Q⊕Ψ of the vector spaces Q and Ψ.

Remark 3.3. The spaces der(G), Q and Ψ, as in Remark 3.2, are all subsets of der(D), as
follows. A derivation α of G, an equivariant map ψ ∈ Ψ, a 1-cocycle β ∈ Q are respectively
seen as the elements φα,φψ,φβ of der(D) as follows : for all (x, f ) inD,

φα(x, f ) := (α(x),− f ◦α) ; φψ(x, f ) := (ψ( f ),0) ; φβ(x, f ) := (0,β(x)).

Proposition 3.4. Let G be a Lie algebra. With the same notations as above, we have:
(a) if G has an invertible derivation, then so does T ∗G. (b) if the Lie algebra der(D) is
unimodular, then dim(Ψ) = dim(Q); (c) der(D) is never nilpotent.

Proof. (a) Let α be a linear map G→G. Then α is in der(G) if and only if φα is in der(D).
Moreover, ker(φα) = ker(α)⊕ (Im(α))o, where (Im(α))o is the subspace of G∗ consisting of
those f , with f ◦α = 0. Hence (a) is proved. For (b) and (c), see Section 3.3.1. �

3.2 A structure theorem for the group of automorphisms ofD

Lemma 3.5. The space E, as in Remark 3.2, is a Lie algebra. Namely, if ξ1, ξ2 in E satisfy
[ξi,ad∗x] = ad∗αi(x), i = 1,2, for all x in G and some α1,α2 in der(G), then their Lie bracket
[ξ1, ξ2] is in E and satisfies [[ξ1, ξ2],ad∗x] = ad∗[α1,α2](x).

Proof. Jacobi’s identity in the Lie algebra gl(G∗) of endomorphisms of the vector space G∗,
gives, for any x in G

[[ξ1, ξ2],ad∗x] = [[ξ1,ad∗x], ξ2]+ [ξ1, [ξ2,ad∗x]] = [ad∗α1(x), ξ2]+ [ξ1,ad∗α2(x)]

= −ad∗α2◦α1(x)+ad∗α1◦α2(x) = ad∗[α1,α2](x). �

Lemma 3.6. The space G0, as in Remark 3.2, is a Lie subalgebra of der(D).

Proof. This is a consequence of Lemma 3.5. If φ1 := (α1, ξ1) and φ2 := (α2, ξ2) are in G0,

then [φ1,φ2] = ([α1,α2], [ξ1, ξ2]). Indeed, for every (x, f ) ∈ D, we have

[φ1,φ2](x, f ) = φ1
(
α2(x), ξ2( f )

)
−φ2

(
α1(x), ξ1( f )

)
=

(
α1 ◦α2(x) , ξ1 ◦ ξ2( f )

)
−

(
α2 ◦α1(x) , ξ2 ◦ ξ1( f )

)
=

(
[α1,α2](x), [ξ1, ξ2]( f )

)
. �

Lemma 3.7. Let β ∈Q and ψ ∈Ψ. Then [β,ψ]= (−ψ◦β,β◦ψ) belongs toG0. More precisely
β◦ψ is in E, ψ◦β is in der(G) and [β◦ψ,ad∗x] = −ad∗ψ◦β(x), for any x in G.

Proof. First, β being a 1-cocycle is equivalent to

β◦adx(y) = ad∗x ◦β(y)−ad∗y ◦β(x), (3.13)
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for all x,y in G. Now for every x in G and every f in G∗, we have

[β◦ψ,ad∗x]( f ) = β◦ψ◦ad∗x( f )−ad∗x ◦β◦ψ( f )

= β◦adx ◦ψ( f )−ad∗x ◦β◦ψ( f ), now take y = ψ( f ) in (3.13)

= ad∗x ◦β◦ψ( f )−ad∗ψ( f )β(x)−ad∗x ◦β◦ψ( f ),

= −ad∗ψ( f )β(x), take g = β(x) in (3.5)

= −ad∗ψ◦β(x) f = ad∗α(x) f , where α = −ψ◦β.

Next, the proof that ψ◦β is in der(G), is straightforward. Indeed, we have

ψ◦β[x,y] = ψ
(
ad∗xβ(y)−ad∗yβ(x)

)
= adx ◦ψ◦β(y)−ady ◦ψ◦β(x)

= [x,ψ◦β(y)]+ [ψ◦β(x),y],

for all vectors x,y in G. Hence [β,ψ] belongs to G0, for any β in Q and any ψ in Ψ. �

Lemma 3.8. Let φ := (α,ξ) be in G0, β : G→ G∗ and ψ : G∗→G be respectively in Q and
Ψ. Then both [φ,β] and [φ,ψ] are elements of G1. More precisely [φ,β] is in Q and [φ,ψ] is
in Ψ. Moreover, we have [Q,Q] = 0 and [Ψ,Ψ] = 0.

Proof. Let φ = (α,ξ) be in G0, β : G→G∗ a 1-cocycle and ψ : G∗→G an equivariant linear
map. Using φβ and φψ as in Remark 3.3, we obtain

[φ,φβ](x,y) = φ
(
0,β(x)

)
−φβ

(
α(x), ξ( f )

)
=

(
0, ξ ◦β(x)

)
−

(
0,β◦α(x)

)
=

(
0 , (ξ ◦β−β◦α)(x)

)
.

Now, let us show that β̃ :=ξ ◦β−β◦α :G→G∗ is a 1-cocycle. On the one hand, we have

ξ ◦β([x,y]) = ξ
(
ad∗xβ(y)−ad∗yβ(x)

)
=

(
[ξ,ad∗x]+ad∗x ◦ ξ

)(
β(y)

)
−

(
[ξ,ad∗y]+ad∗y ◦ ξ

)(
β(x)

)
= ad∗α(x)β(y)+ad∗x(ξ ◦β(y))−ad∗α(y)β(x)−ad∗y(ξ ◦β(x))

= ad∗x(ξ ◦β(y))−ad∗y(ξ ◦β(x))+ad∗α(x)β(y)−ad∗α(y)β(x). (3.14)

for all x,y in G. On the other hand, we also have: for any x,y in G,

β◦α([x,y]) = β
(
[α(x),y]

)
+β

(
[x,α(y)]

)
= ad∗α(x)β(y)−ad∗y(β◦α(x))+ad∗x(β◦α(y))−ad∗α(y)β(x). (3.15)

Subtracting (3.15) from (3.14), we see that β̃[x,y] now reads

β̃[x,y] = ad∗x(ξ ◦β−β◦α)(y)−ad∗y(ξ ◦β−β◦α)(x) = ad∗xβ̃(y)−ad∗y β̃(x).

Hence β̃ is an element of Q. In the same way, we also have: for any (x, f ) inD,

[φ,φψ](x, f ) = φ
(
ψ( f ),0

)
−φψ

(
α(x), ξ( f )

)
=

(
α◦ψ( f ),0

)
−

(
ψ◦ ξ( f ),0

)
=

(
(α◦ψ−ψ◦ ξ)( f ) , 0

)
.
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The linear map ψ̃ := α◦ψ−ψ◦ ξ : G∗→G is equivariant, i.e. is an element of Ψ. As above,
this is seen by first computing, for every elements x of G and f of G∗,

α◦ψ(ad∗x f ) = α
(
[x,ψ( f )]

)
= [α(x),ψ( f )]+ [x,α◦ψ( f )] (3.16)

and

ψ◦ ξ(ad∗x f ) = ψ◦
(
[ξ,ad∗x]+ad∗x ◦ ξ

)
( f ) = ψ

(
ad∗α(x) f

)
+ψ

(
ad∗xξ( f )

)
=

[
α(x),ψ( f )

]
+

[
x,ψ◦ ξ( f )

]
, (3.17)

then subtracting (3.16) and (3.17). We have [φβ,φβ′](x, f ) = φβ(0,β′(x)) − φβ′(0,β(x)) =
0 and [φψ,φψ′](x, f ) = φψ(ψ′( f ),0)− φψ′(ψ( f ),0) = 0, for all (x, f ) in D. In other words,
[Q,Q] = 0 and [Ψ,Ψ] = 0. �

We summarize all the above in the

Theorem 3.9. Let G be a Lie group and G its Lie algebra. The group Aut(D) of automor-
phisms of the Lie algebra D of the cotangent bundle T ∗G of G, is a super symmetric Lie
group. More precisely, its Lie algebra der(D) is a Z/2Z-graded symmetric (supersymmet-
ric) Lie algebra which decomposes into a direct sum of vector spaces

der(D) := G0⊕G1, with [Gi,G j] ⊂ Gi+ j, i, j ∈ Z/2Z = {0,1}, (3.18)

where G0 and G1 are as in Remark 3.2.
Consider the Abelian subalgebras G̃1 := Q and G̃′1 := Ψ of der(D) and set deg(x) = i, if

x ∈ Gi, i=1,2. Then, the spaces G0 ⊕ G̃1 and G0 ⊕ G̃
′
1 are subalgebras of der(D) which are

Lie superalgebras, i.e. they are Z/2Z-graded Lie algebras with the Lie bracket satisfying
[x,y] = −(−1)deg(x)deg(y)[y, x] and [x, [y,z]] = [[x,y],z]+ (−1)deg(x)deg(y)[y, [x,z]].

As a straightforward corollary, we have the following

Proposition 3.10. Let G be a Lie group, G its Lie algebra, T ∗G its cotangent bundle and
D := GnG∗ the Lie algebra of T ∗G. Denote by Ψ the space of linear maps ψ : G∗ → G
satisfying ψ◦ad∗x = adx ◦ψ, ∀ x ∈ G and ad∗ψ( f )g = ad∗ψ(g) f , ∀ f ,g ∈ G∗. (a) If Ψ = {0}, then
der(D) is a Lie superalgebra. (b) In particular, if G is orthogonal with trivial center, e.g. if
G is semi-simple, then der(D) is a Lie superalgebra.

Proof. (a) With the same notations as in Theorem 3.9, if Ψ = {0}, then der(D) = G0 ⊕ G̃1.

(b) In this case Ψ = {0}, see Proposition 4.5 and Section 4.2. �

Remark 3.11. (a) In Propositions 3.12 and 3.13, we will prove that every element ξ of E
is the transpose ξ = ( j−α)t of the sum of an adjoint-invariant endomorphism j ∈ J and a
derivation −α of G. (b) The Lie superalgebras G0⊕G̃1 and G0⊕G̃

′
1 respectively correspond

to the subalgebras of all elements of der(D) which preserve the subalgebra G and the ideal
G∗ of D. The Lie superalgebra G0 ⊕ G̃

′
1 can be seen as part of the more general case of

derivations of a semi-direct product Lie algebra G nN which preserve the ideal N and
which are discussed in [32], amongst other results therein.
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3.3 Maps ξ and bi-invariant tensors of type (1,1)

3.3.1 Adjoint-invariant endomorphisms

Linear operators acting on vector fields of a Lie group G can be seen as fields of endomor-
phisms of its tangent spaces. Bi-invariant ones correspond to endomorphisms j : G → G
of the Lie algebra G of G, satisfying j[x,y] = [ jx,y], for all x,y in G. We sometimes
call such j bi-invariant endomorphisms. If we denote by ∇ the connection on G given
on left invariant vector fields by ∇xy := 1

2 [x,y], then using the covariant derivative, we have
∇ j = 0, (see e.g. [35]). As above, let J be the space of such j. Endowed with the bracket
[ j, j′] := j ◦ j′ − j′ ◦ j, the space J is a Lie algebra. If the dimension of G is even and if in
addition j satisfies j2= −identity, then (G, j) is a complex Lie group. Of course, the identity
map idG of G, is an element of J . We have [φ j,φid] = 0, [φα,φid] = 0, [φid,φψ] = −φψ and
[φid,φβ]= φβ, for every α ∈ der(G), ψ ∈Ψ, β ∈Q and j ∈J .Hence, the adjoint of φid is diago-
nal, with matrix diag(0,1,−1) in the decomposition der(D) = G0⊕Q⊕Ψ. Thus trace(adφid )
= dim(Q)− dim(Ψ). Proposition 3.4 (b) is proved. As Q contains at least coboundaries
β(x) = ad∗x f0 for some 1-form f0, hence Q , 0, therefore adφid and thereby der(T ∗G) are
never nilpotent. This proves Proposition 3.4 (c). Note that, Ψ= [φid,Ψ] and Q = [φid,Q] are
subsets of [der(D),der(D)], hence adφψ and adφβ are traceless, ∀ψ ∈ Ψ, ∀β ∈ Q.

3.3.2 Maps ξ : G∗→G∗

Proposition 3.12. Let G be a Lie algebra and α a derivation of G. A linear map ξ′ :G→G
satisfies [ξ′,adx] = adα(x), for every element x of G, if and only if there exists a linear map
j : G→G satisfying

j([x,y]) = [ j(x),y] = [x, j(y)], (3.19)

for all x,y in G, such that ξ′ = j+α.

Proof. Let α be a derivation and ξ′ an endomorphism of G satisfying the hypothesis of
Proposition 3.12, that is, [ξ′,adx] = adα(x) = [α,adx], for any x in G. We then have,

[ξ′−α,adx] = 0, (3.20)

for any x of G. So the endomorphism j := ξ′−α commutes with all adjoint operators. Now
a linear map j : G→G commuting with all adjoint operators, satisfies: for all elements x,y
of G, 0 = [ j,adx](y) = j([x,y])− [x, j(y)]. We also have that for all x,y in G, 0 = [ j,ady](x) =
j([y, x])− [y, j(x)]. Hence, j([x,y]) = [ j(x),y] = [x, j(y)], for any x,y in G. Thus, (3.20) is
equivalent to ξ′ = j+α, where j satisfies (3.19). �

Proposition 3.13. Let G be a nonabelian Lie algebra and S the space of endomorphisms
ξ′ :G→G such that there exists a derivation α of G and [ξ′,adx] = adα(x) for all x ∈ G. 1) S
is a Lie algebra containing J and der(G) as subalgebras. In the case where G has a trivial
centre, then S is the semi-direct product S = der(G)nJ of J and der(G).
2) The following are equivalent: (a) The linear map ξ : G∗→G∗ is an element of E with
α as the corresponding derivation of G, i.e. ξ satisfies (3.3) for the derivation α. (b) The
transpose ξt of ξ is of the form ξt = j−α, where j is in J and α in der(G). (c) ξt is an
element of S, with corresponding derivation −α. The transposition ξ 7→ ξt of linear maps is
an anti-isomorphism between the Lie algebras E and S.
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Proof. 1) Using the same argument as in Lemma 3.5, if for all x in G, [ξ′1,adx] = adα1(x)
and [ξ′2,adx] = adα2(x), then [[ξ′1, ξ

′
2],adx] = ad[α1,α2](x), for any x in G. Thus S is a Lie

algebra. From Proposition 3.12, there exist ji inJ such that ξ′i = αi+ ji, i = 1,2. Obviously,
S contains J and der(G). Thus, as a vector space, S decomposes as S = der(G)+J . Now,
the Lie bracket in S reads

[ξ′1, ξ
′
2] = [α1+ j1,α2+ j2] = [α1,α2]+ [α1, j2]+ [ j1,α2]+ [ j1, j2]. (3.21)

Of course, [α1,α2] is in der(G). From Section 3.3.1, we know thatJ is a Lie algebra, hence
[ j1, j2] is in J . It is easy to check that [α, j] ∈ J , for all α in der(G) and for all j in J .
Indeed, the following holds

[α, j]([x,y]) = α
(
[ j(x),y]

)
− j

(
[α(x),y]+ [x,α(y)]

)
= [α◦ j(x),y]+ [ j(x),α(y)]− [ j◦α(x),y]− [ j(x),α(y)] = [[α, j](x),y],

for all x,y in G. The intersection der(G)∩J is made of elements j ofJ whose image Im( j)
is a subset of the centre Z(G) of G. Hence if Z(G) = 0, then S =der(G)⊕J and as a Lie
algebra, S = der(G)nJ . Using this decomposition, we can also rewrite (3.21) as

[ξ′1, ξ
′
2] =

[
(α1, j1) , (α2, j2)

]
= ([α1,α2] , [ j1, j2]+ [α1, j2]+ [ j1,α2]) . (3.22)

The equivalence between (b) and (c) comes directly from Proposition 3.12. Now let ξ ∈ E,
with [ξ,ad∗x] = ad∗α(x), α ∈ der(G), then −adα(x) = [ξ,ad∗x]t = −[ξt, (ad∗x)t] = [ξt,adx]. Hence
ξt ∈ S, with adα′(x) = [ξt,adx], for all x ∈ G, where α′ := −α. Thus, (a) implies (c). From
Proposition 3.12, there exists j ∈ J such that ξt = −α+ j. Now it is straightforward that
if (b) ξt = −α+ j with α in der(G) and j in J , then ξ satisfies [ξ,ad∗x] = ad∗α(x), for all x
in G. Hence (c) implies (a). Of course, we also know that [ξ1, ξ2]t = −[ξt

1, ξ
t
2], for every

ξ1, ξ2 ∈ E. �

Lemma 3.14. Let ξ′ : G→ G be a linear map such that there exists α : G→ G linear and
[ξ′,adx]= adα(x), for all x in G. Then ξ′ preserves every idealA of G satisfying [A,A]=A.
In particular, if G is semi-simple and G = s1 ⊕ s2 ⊕ · · · ⊕ sp is a decomposition of G into a
sum of simple ideals s1, . . . ,sp, then ξ′(si) ⊂ si, for i = 1, . . . , p.

Proof. The proof is straightforward. Indeed, every element x of an ideal A satisfying the
hypothesis of Lemma 3.14, is a finite sum of the form x =

∑
i

[xi,yi] where xi,yi are all

elements ofA. But asA is an ideal,

ξ′([xi,yi]) = ξ′ ◦adxi(yi) =
(
[ξ′,adxi]+adxi ◦ ξ

′)(yi)

=
(
adα(xi)+adxi ◦ ξ

′)(yi) = [α(xi),yi]+ [xi, ξ
′(yi)]

is again an element ofA. Hence we have ξ′(x) =
∑

i

(
[α(xi),yi]+ [xi, ξ

′(yi)]
)

is inA. �
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3.4 Equivariant maps ψ : G∗→G

Lemma 3.15. Let G be a Lie algebra and ψ an element of Ψ. Then,
(a) Imψ is an Abelian ideal of G and we have ψ(ad∗ψ(g) f ) = 0, for every f ,g in G∗;
(b) ψ sends closed forms on G in the centre of G;
(c) [Imψ,G] ⊂ ker f , for all f in kerψ;
(d) the map ψ cannot be invertible if G is not Abelian.

Proof. (a) We have, [ψ( f ), x] = −(adx ◦ψ)( f ) = −(ψ ◦ ad∗x)( f ) ∈ Imψ, for every elements
f in G∗ and x in G. Hence Imψ is an ideal of G. Now, for every f ,g in G∗, since ψ( f )
and ψ(g) are elements of G, we also have ψ◦ad∗ψ( f ) = adψ( f ) ◦ψ and ψ◦ad∗ψ(g) = adψ(g) ◦ψ.
On the one hand, (ψ◦ad∗ψ( f ))(g) = (adψ( f ) ◦ψ)(g), that is, ψ(ad∗ψ( f )g) = [ψ( f ),ψ(g)]. On the
other hand, (ψ◦ad∗ψ(g))( f ) = (adψ(g) ◦ψ)( f ) or equivalently ψ(ad∗ψ(g) f ) = [ψ(g),ψ( f )]. From
the latter equations, we get [ψ( f ),ψ(g)]=ψ(ad∗ψ( f )g)=ψ(ad∗ψ(g) f )= [ψ(g),ψ( f )]. The latter
implies that [ψ( f ),ψ(g)]=ψ(ad∗ψ(g) f )=0, for all f ,g in G∗. So (a) is proved.

(b) Let f be a closed form on G, that is, f is in G∗ and ad∗x f = 0, for all x in G. The
relation (3.5) implies that ad∗ψ( f )g = 0, for any g in G∗. Thus, for any y in G and g in G∗, we
have g([ψ( f ),y]) = 0,and hence [ψ( f ),y] = 0. Thus ψ( f ) belongs to the centre of G.

(c) If f ∈ kerψ, then ad∗ψ(g) f = ad∗ψ( f )g = 0, for any g in G∗, or equivalently, for any x in
G and g in G∗, f ([ψ(g), x]) = 0. Then [Imψ,G] ⊂ ker f , for every f of kerψ.

(d) From (a), the map ψ satisfies ψ(ad∗ψ(g) f ) = 0, for any f ,g in G∗. There are two
possibilities here: (i) either there exist f ,g in G∗ such that ad∗ψ(g) f , 0, in which case
ad∗ψ(g) f belongs to kerψ , 0 and thus ψ is not invertible; (ii) or else, suppose ad∗ψ(g) f = 0,
for all f ,g in G∗. This implies that ψ(g) belongs to the centre of G for every g in G∗. In
other words, the centre of G contains Imψ. But since G is not Abelian, the centre of G is
different from G, hence ψ is not invertible. �

Lemma 3.16. The space of equivariant maps ψ : G∗→G bijectively corresponds to that of
G-invariant bilinear forms on the G-module G∗ for the co-adjoint representation.

Proof. Indeed, each such ψ defines a unique co-adjoint-invariant bilinear form 〈, 〉ψ on
G∗ as follows 〈 f ,g〉ψ := 〈ψ( f ),g〉, for all f ,g in G∗, where the right hand side is the du-
ality pairing 〈 f , x〉 = f (x), x in G, f in G∗, as above. The co-adjoint-invariance reads
〈ad∗x f ,g〉ψ+〈 f ,ad∗xg〉ψ = 0, for all x inG and all f ,g inG∗; and is due to the simple equalities
〈ad∗x f ,g〉ψ = 〈ψ(ad∗x f ),g〉 = 〈adxψ( f ),g〉= −〈ψ( f ),ad∗xg〉 = −〈 f ,ad∗xg〉ψ. Conversely, every
G-invariant bilinear form 〈, 〉1 on G∗ gives rise to a unique linear map ψ1 : G∗→G which is
equivariant with respect to the adjoint and co-adjoint representations of G, by the formula
〈ψ1( f ),g〉 := 〈 f ,g〉1. �

If ψ is symmetric or skew-symmetric with right to the duality pairing, then so is 〈, 〉ψ
and vice versa. Otherwise, 〈, 〉ψ can be decomposed into a symmetric and a skew-symmetric
parts 〈, 〉ψ,s and 〈, 〉ψ,a respectively, defined by the following formulas:

〈 f ,g〉ψ,s :=
1
2

[
〈 f ,g〉ψ+ 〈g, f 〉ψ

]
, 〈 f ,g〉ψ,a :=

1
2

[
〈 f ,g〉ψ−〈g, f 〉ψ

]
. (3.23)

The symmetric and skew-symmetric parts 〈, 〉1,s and 〈, 〉1,a of a G-invariant bilinear form
〈, 〉1, are also G-invariant. The radical Rad〈, 〉1 := { f ∈ G∗, 〈 f ,g〉1 = 0,∀g ∈ G∗} of the form
〈, 〉1, contains the co-adjoint orbits of all its points (see a remark in [30, p. 2297]).
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3.5 Cocycles β : G→G∗

The 1-cocycles for the co-adjoint representation of a Lie algebra G over K are linear maps
β : G→G∗ satisfying the condition β([x,y]) = ad∗xβ(y)−ad∗yβ(x), for every elements x,y of
G. To any given 1-cocycle β, corresponds a bilinear form Ωβ on G, by the formula

Ωβ(x,y) := 〈β(x),y〉, (3.24)

for all x,y in G, where 〈, 〉 is again the duality pairing between elements of G and G∗.
The bilinear form Ωβ is skew-symmetric (resp. symmetric, non-degenerate) if and only

if β is skew-symmetric (resp. symmetric, invertible). Skew-symmetric such cocycles β are
in bijective correspondence with closed 2-forms in G, via the formula (3.24). In this sense,
the cohomology space H1(D,D) contains the second cohomology space H2(G,K) ofGwith
coefficients in K for the trivial action of G on K. Hence, H1(D,D) somehow contains the
second space H2

inv(G,K) of left invariant de Rham cohomology H∗inv(G,K) of any Lie group
G with Lie algebra G. Invertible skew-symmetric ones, when they exist, are those giving
rise to symplectic forms or equivalently to invertible solutions of the Classical Yang-Baxter
Equation. The study and classification of the solutions of the Classical Yang-Baxter Equa-
tion is a still open problem in Geometry, Theory of integrable systems. In Geometry, they
give rise to very interesting structures in the framework of Symplectic Geometry, Affine
Geometry, Theory of Homogeneous Kähler domains, (see e.g. [11] and references therein).

If G is semi-simple, then every cocycle β is a coboundary, that is, there exists fβ in G∗

such that β(x) = −ad∗x fβ, for any x in G.

3.6 Cohomology space H1(D,D)

In Theorem 3.17 below, we show that the first cohomology space H1(D,D) of the Chevalley-
Eilenberg cohomology associated with the adjoint action of D on itself, is isomorphic to
H1(G,G)⊕J t ⊕H1(G,G∗)⊕Ψ, where H1(G,G) and H1(G,G∗) are the first cohomology
spaces associated with the adjoint and co-adjoint actions of G, respectively; and J t :=
{ jt, j ∈ J} (space of transposes of elements of J).

Theorem 3.17. The isomorphism

Φ : der(G)⊕J t ⊕Q⊕Ψ→ der(D); (α, jt,β,ψ) 7→ φα+φ j+φβ+φψ, (3.25)

between the vector spaces der(G)⊕J t ⊕Q⊕Ψ and der(D), induces an isomorphism Φ̄ in
cohomology, between the spaces H1(G,G)⊕J t ⊕H1(G,G∗)⊕Ψ and H1(D,D). (a) If G is
semi-simple, then Ψ = {0} and thus H1(D,D) ∼= J t. Moreover if K = C, we have J ∼

= Cp,
where p is the number of simple ideals si of G such that G = s1⊕ · · ·⊕ sp. Hence, of course,
H1(D,D) ∼= Cp. (b) If G is a compact Lie algebra, with centre Z(G) of dimension k, we
get H1(G,G) ∼= End(Z(G)), H1(G,G∗) ∼= L(Z(G),Z(G)∗), Ψ ∼= L(Z(G)∗,Z(G)). Hence, we get
H1(D,D) ∼= (End(Kk))3⊕J t. Here, if E,F are vector spaces, L(E,F) is the space of linear
maps E→ F and L(E,E) := End(E). If K = C, then J ∼

= Cp⊕End(Z(G)), and H1(D,D) ∼=
(End(Ck))4 ⊕Cp, where p is the number of the simple components (ideals) of the derived
ideal [G,G] of G.
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Proof. Following Remarks 3.2 and 3.3, we can embed der(G) as a subalgebra der(G)1 of
der(D), using the linear map α 7→ φα, with φα(x, f ) = (α(x),− f ◦α). In the same way, we
have constructed Q and Ψ as subspaces of der(D). Likewise, J t := { jt, j ∈ J} is seen as
a subspace of der(D), via the linear map jt 7→ φ j, with φ j(x, f ) = (0, f ◦ j). Now an exact
derivation of D, i.e. a 1-coboundary for the Chevalley-Eilenberg cohomology associated
with the adjoint action of D on itself, is of the form φ0 = ∂v0 = adv0 for some element
v0 := (x0, f0) of the D-module D. That is, φ0(x, f ) = (α0(x),β0(x)+ ξ0( f )), where α0(x) =
[x0, x], β0(x) = −ad∗x f0, ξ0( f ) = ad∗x0

f . As we can see φ0 = φα0 +φβ0 = Φ(α0,0,β0,0) and
the linear map Φ in (3.25) induces an isomorphism Φ̄ in cohomology, between the spaces
H1(G,G) ⊕J t ⊕ H1(G,G∗) ⊕Ψ and H1(D,D). The isomorphism in cohomology simply
reads Φ̄(class(α), jt,class(β),ψ) = class(φα+φ j+φβ+φψ).

The proof of the rest of Theorem 3.17 is given by different lemmas and propositions
discussed in Section 4. �

Let us remark that Φ(der(G)⊕J t) = der(G)1⊕J
t = G0 and Φ(Q⊕Ψ) = G1.

4 Case of orthogonal Lie algebras

In this section, we prove that if a Lie algebra G is orthogonal, then der(G) andJ completely
characterize the Lie algebra der(D), and hence the group of automorphisms of the cotangent
bundle of any connected Lie group with Lie algebra G. We also show that J is isomorphic
to the space of adjoint-invariant bilinear forms on G.

4.1 General orthogonal Lie algebras

Let (G,µ) be an orthogonal Lie algebra and consider the isomorphism θ : G → G∗ of G-
modules, given by 〈θ(x),y〉 := µ(x,y), as in Section 2. Of course, θ−1 is an equivariant map.
But if G is not Abelian, invertible equivariant linear maps do not contribute to the space of
derivations of D, as discussed in Lemma 3.15. We pull co-adjoint-invariant bilinear forms
B′ on G∗ back to adjoint-invariant bilinear forms on G, as follows B(x,y) := B′(θ(x), θ(y)).
Indeed, we have, for all x,y,z in G,
B([x,y],z) = B′(θ([x,y]), θ(z)) = B′(ad∗xθ(y), θ(z))= −B′(θ(y),ad∗xθ(z)) = −B(y, [x,z]).

Proposition 4.1. If (G,µ) is an orthogonal Lie algebra, then there is an isomorphism be-
tween any two of the following vector spaces: (a) the space J of linear maps j : G→ G
satisfying j[x,y]= [ jx,y], for every x,y inG; (b) the space of linear maps ψ :G∗→G which
are equivariant with respect to the co-adjoint and the adjoint representations of G; (c) the
space of bilinear forms B on G which are adjoint-invariant, i.e. B([x,y],z)+B(y, [x,z]) = 0,
for all x,y,z in G; (d) the space of bilinear forms B′ on G∗ which are co-adjoint-invariant,
i.e. B′(ad∗x f ,g)+B′( f ,ad∗xg) = 0, for all x in G, f ,g in G∗.

Proof. • The linear map ψ 7→ ψ ◦ θ is an isomorphism between the space of equivariant
linear maps ψ : G∗→G and the space J . Indeed, if ψ is equivariant, we have, for all x,y in
G, ψ◦θ([x,y])=−ψ(ad∗yθ(x))=−adyψ(θ(x))= [ψ◦θ(x),y]. Hence, ψ◦θ is inJ . Conversely,
if j is inJ , then j◦θ−1 is equivariant, as it satisfies j◦θ−1 ◦ad∗x = j◦adx ◦θ

−1 = adx ◦ j◦θ−1.
This correspondence is obviously linear and invertible. Hence, we get the isomorphism



Automorphisms of cotangent bundles of Lie groups 33

between (a) and (b).
• The isomorphism between the space J and adjoint-invariant bilinear forms is given as
follows: j ∈ J 7→ B j, where B j(x,y) := µ( j(x),y). for any x,y in G. For any x,y,z in G
B j([x,y],z) := µ( j([x,y]),z)= µ([x, j(y)],z)=−µ( j(y), [x,z])=−B j(y, [x,z]). Conversely, if B
is an adjoint-invariant bilinear form on G, then the endomorphism j, defined by µ( j(x),y) :=
B(x,y), belongs toJ , as it satisfies µ( j([x,y]),z) := B([x,y],z) = B(x, [y,z]) = µ( j(x), [y,z]) =
µ([ j(x),y],z), for all elements x,y,z of G.
• From Lemma 3.16, the space of equivariant linear maps ψ bijectively corresponds to that
of co-adjoint-invariant bilinear forms on G∗, via ψ 7→ 〈, 〉ψ. �

Now, suppose ψ is skew-symmetric with respect to the duality pairing. Let ωψ denote
the corresponding skew-symmetric bilinear form on G, i.e. ωψ(x,y) := µ(ψ ◦ θ(x),y), for
all x,y in G. Then, ωψ is adjoint-invariant. If we denote by ∂ the Chevalley-Eilenberg
coboundary operator, that is, −(∂ωψ)(x,y,z) = ωψ([x,y],z)+ωψ([y,z], x)+ωψ([z, x],y), the
following formula holds true (∂ωψ)(x,y,z) = −ωψ([x,y],z), for all x,y,z in G.

Corollary 4.2. The following are equivalent: (a) ωψ is closed; (b) ψ◦ θ([x,y]) = 0, for all
x,y in G; (c) Imψ is in the centre of G.
In particular, if dim[G,G] ≥ dimG−1, then ωψ is closed if and only if ψ = 0.

Proof. The above equality also reads: for all x,y,z in G,

∂ωψ(x,y,z) = −ωψ([x,y],z) = −µ(ψ◦ θ([x,y]),z), (4.1)

and gives the proof that (a) and (b) are equivalent. In particular, if G = [G,G] then, obvi-
ously ∂ωψ = 0 if and only if ψ = 0, as θ is invertible. Now suppose dim[G,G] = dimG− 1
and set G = Rx0 ⊕ [G,G], for some x0 in G. If ωψ is closed, we already know that ψ ◦ θ
vanishes on [G,G]. Below, we show that, it also does on Rx0. Indeed, the formula 0 =
−ωψ([x,y], x0) =ωψ(x0, [x,y])= µ(ψ◦θ(x0), [x,y]), for all x,y in G, obtained by taking z = x0
in (4.1), coupled with the obvious equality 0 = ωψ(x0, x0) = µ(ψ ◦ θ(x0), x0), are equivalent
to ψ◦ θ(x0) satisfying µ(ψ◦ θ(x0), x) = 0 for all x in G. As µ is non-degenerate, this means
that ψ ◦ θ(x0) = 0. Hence ψ = 0. Now, as every f in G∗ is of the form f = θ(y), for some y
in G, the formula ψ ◦ θ([x,y]) = ψ ◦ ad∗xθ(y) = adx ◦ψ ◦ θ(y) = [x,ψ ◦ θ(y)], for all x,y in G,
shows that ψ◦ θ([x,y]) = 0, for all x,y of G if and only if Imψ is a subset of the centre of G.
Thus, (b) is equivalent to (c). �

Now we pull any ξ of E back to an endomorphism ξ′ ofG by the formula ξ′ := θ−1◦ξ◦θ.

Proposition 4.3. Let (G,µ) be an orthogonal Lie algebra and G∗ its dual space. Define
θ : G→G∗ by 〈θ(x),y〉 := µ(x,y), and let E and S stand for the same Lie algebras as above.
The linear map U : ξ 7→ ξ′ := θ−1 ◦ ξ ◦ θ is an isomorphism of Lie algebras between E and
S.

Proof. Let ξ be in E, with [ξ,ad∗x] = ad∗α(x), for every x in G. The image U(ξ) =: ξ′ of ξ,
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satisfies, for any x in G,

[ξ′,adx] := ξ′ ◦adx−adx ◦ ξ
′ = θ−1 ◦ ξ ◦ θ ◦adx−adx ◦ θ

−1 ◦ ξ ◦ θ

= θ−1 ◦ ξ ◦ad∗x ◦ θ− θ
−1 ◦ad∗x ◦ ξ ◦ θ

= θ−1 ◦ (ξ ◦ad∗x −ad∗x ◦ ξ)◦ θ = θ
−1 ◦ad∗α(x) ◦ θ, since [ξ,ad∗x] = ad∗α(x);

= θ−1 ◦ θ ◦adα(x), since θ is equivariant ;

= adα(x).

Now we have [U(ξ1),U(ξ2)] = U([ξ1, ξ2]) for all ξ1, ξ2 in E, as seen below.

[U(ξ1),U(ξ2)] := U(ξ1)U(ξ2)−U(ξ2)U(ξ1)

:= θ−1 ◦ ξ1 ◦ θ ◦ θ
−1 ◦ ξ2 ◦ θ− θ

−1 ◦ ξ2 ◦ θ ◦ θ
−1 ◦ ξ1 ◦ θ

= θ−1 ◦ [ξ1, ξ2]◦ θ = U([ξ1, ξ2]). �

Proposition 4.4. The linear map P : β 7→ Dβ := θ−1 ◦ β, is an isomorphism between the
space of cocycles β : G→G∗ and the space der(G) of derivations of G.

Proof. The proof is straightforward. If β : G → G∗ is a cocycle, then the linear map Dβ :
G→G, x 7→ θ−1(β(x)) is a derivation of G, as we have Dβ[x,y] = θ−1(ad∗xβ(y)−ad∗yβ(x)

)
=

[x, θ−1(β(y))]− [y, θ−1(β(x))]. Conversely, if D is a derivation of G, then the linear map
βD := P−1(D) = θ ◦D : G→G∗, is 1-cocycle. Indeed, for every x,y in G, we have
βD[x,y] = θ([Dx,y]+ [x,Dy]) = −ad∗y(θ ◦D(x))+ad∗x(θ ◦D(y)). �

It is now easy to see the following straightforward corollary.

Proposition 4.5. If G is an orthogonal Lie algebra, any derivation of D := T ∗G has the
following form: for any element (x, f ) in T ∗G,

φ(x, f ) =
(
α1(x)+ j2 ◦ θ−1( f ) , θ ◦α2(x)+ ( j1−α1)t( f )

)
, (4.2)

where α1,α2 ∈ der(G), j1, j2 ∈ J and Im( j2) is a subset of the center Z(G) of G.
In particular, the map { j ∈ J , such that Im( j) ⊂ Z(G)} → Ψ, j 7→ j◦θ−1 is an isomorphism.

Proof. Equality (4.2) is already proved above. The condition ad∗
j2◦θ−1( f )g=ad∗

j2◦θ−1(g) f , for

all f ,g in G∗ required for elements j1 ◦ θ−1, j2 ◦ θ−1 of Ψ, is equivalent to θ([ j2(x),y]) =
ad∗j2(x)θ(y)=ad∗j2(y)θ(x) = −θ([x, j2(y)]) = −θ([ j2(x),y]), for all x,y ∈ G. Hence θ([ j2(x),y]) =
0, that is, [ j2(x),y] = 0, for all x,y ∈ G. Proposition 4.1 completes the proof. �

4.2 Case of semi-simple Lie algebras

If G is a semi-simple Lie algebra and G = s1 ⊕ · · · ⊕ sp a decomposition of G into a direct
sum of simple ideals, let us denote by s∗i , the dual vector space to each simple component
si, i = 1, . . . , p. We view each s∗i as the subspace of G∗ made of all those linear forms on
G whose kernel contains all the s j, j , i, except possibly si. This induces a decomposition
of G∗ into the following direct sum G∗ = s∗1 ⊕ · · · ⊕ s

∗
p. Since G is semi-simple, then every

derivation is inner. Thus in particular, the derivation φ11 obtained in Subsection 3.1 is of the
form φ11 = adx0 , for some x0 in G. The semi-simplicity of G also implies that the 1-cocycle
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φ12 obtained in Subsection 3.1 is a coboundary. That is, there exists an element f0 of G∗

such that φ12(x) = −ad∗x f0, for all x in G. Here is a direct corollary of Lemma 3.15.

Proposition 4.6. If G is a semi-simple Lie algebra, then every linear map ψ :G∗→G which
is equivariant with respect to the adjoint and co-adjoint actions of G and satisfies (3.5), is
necessarily identically equal to zero.

Proof. A Lie algebra is semi-simple if and only if it contains no non-zero proper Abelian
ideal. But from Lemma 3.15, Imψ must be an Abelian ideal of G. So Imψ = {0}. �

Remark 4.7. From Theorem 3.17 and Proposition 4.6, the cohomology space H1(D,D) is
determined by the space J , or equivalently, by the space of adjoint-invariant bilinear forms
on G.

Corollary 4.8. If G is a semi-simple Lie group with Lie algebra G, then the space of bi-
invariant bilinear forms on G is of dimension dim H1(D,D).

Proposition 4.9. Suppose G is a simple Lie algebra over K = C. Then,
(a) every linear map j : G→G in J is of the form j(x) = λx, for some λ in C;
(b) every element ξ of E is of the form ξ = ad∗x0

+λidG∗ , for some x0 in G and λ in C.

Proof. Part (a) is obtained from relation (3.20) and Schur’s lemma. From Propositions 3.12
and 3.13, for every ξ in E, there exist α in der(G) and j in J such that ξt = −α+ j. As G is
simple and from part (a), there exist x0 in G and λ in C such that ξt = −adx0 +λidG. �

Proposition 4.10. Let G be a simple Lie group with Lie algebra G over K = C. Let D :=
GnG∗ be the Lie algebra of the cotangent bundle T ∗G of G. Then, the first cohomology
space ofD with coefficients inD is H1(D,D) ∼= C.

Proof. Indeed, a derivation φ : D→ D can be written, for every element (x, f ) of D, as
φ(x, f ) = ([x0, x] , ad∗x0

f − ad∗x f0 + λ f ), where x0 and f0 are fixed elements in G and G∗

respectively. The inner derivations are those with λ = 0. It follows that the first cohomology
space of D with values in D is given by H1(D,D) = {φ :D→D : φ(x, f ) = (0,λ f ),λ ∈ C}
= {λ(0, idG∗),λ ∈ C} = CidG∗ . �

As a direct consequence, we get the

Corollary 4.11. If G is a semi-simple Lie algebra over C, then dimH1(D,D) = p, where p
is the number of simple components of G.

Consider a semi-simple Lie algebra G over C and set G = s1 ⊕ · · · ⊕ sp, p ∈ N∗, where
si, i = 1, . . . , p, are simple Lie algebras. From Lemma 3.14, ξ′ preserves each si. Thus from
Proposition 4.9, the restriction ξ′i of ξ′ to each si equals ξ′i = adx0i

+λiidsi , for some x0i in
si and some λi ∈ C. Hence, ξ′ = adx0 ⊕

p
i=1 λiidsi , where x0 = x01 + · · ·+ x0p ∈ s1⊕ · · ·⊕ sp and

⊕
p
i=1λiidsi acts on an element (x1+ · · ·+ xp) of s1⊕ · · · ⊕ sp as follows: (⊕p

i=1λiidsi)(x1+ · · ·+

xp) = λ1x1+ · · ·+λpxp. In particular, we have proved
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Corollary 4.12. Consider the decomposition of a semi-simple Lie algebra G over C into a
sum G = s1 ⊕ · · · ⊕ sp, of simple Lie algebras si, i = 1, . . . , p ∈ N∗. If a linear map j : G →
G satisfies j[x,y] = [ jx,y], then there exist λ1, . . . ,λp in C such that j = ⊕p

i=1λiidsi . More
precisely j(x1+ · · ·+ xp) = λ1x1+ · · ·+λpxp, if xi is in si, i = 1, . . . , p.

Now, we already know from Proposition 4.6, that ψ vanishes identically. So, a 1-cocycle
φ ofD is given by: for every x in G and every f := f1+ · · ·+ fp in s∗1⊕ · · ·⊕ s

∗
p = G

∗,

φ(x, f ) = ([x0, x],ad∗x0
f −ad∗x f0+

p∑
i=1

λi fi), (4.3)

where x0 is in G, f0 is in G∗ and λi, i = 1, . . . , p, are in C. We then have,

Proposition 4.13. Let G be a semi-simple Lie algebra G over C and D := T ∗G as above.
Then, the first cohomology space of D with respect to the adjoint action, is given by
H1(D,D) ∼= Cp, where p is the number of the simple components of G.

Let G be a semi-simple Lie group with Lie algebra G = s1⊕· · ·⊕ sp, where si are simple
subalgebras (ideals, in fact) over C. Now, make the Abelian Lie algebra Cp naturally act on
G∗ by means of linear maps ρ(λ) as follows. If λ = (λ1, . . . ,λp) is in Cp and f = f1+ · · ·+ fp

belongs to G∗, where fi ∈ s∗i , we set ρ(λ) f := λ1 f1 + · · ·+ λp fp. This lifts up to an action
ρ̃ of Cp on T ∗G by ρ̃(λ)(x, f ) := (0,ρ(λ) f ), for all λ ∈ Cp and (x, f ) ∈ T ∗G. Now the latter
integrates to an actionL of the Abelian Lie group (Cp,+) on T ∗G by, if λ= (λ1, . . . ,λp) ∈Cp

and (σ, f ) ∈ T ∗G as above, then L(λ)(σ, f ) := (σ,eλ1 f1 + · · ·+ eλp fp). We will simply write
λ · f for eλ1 f1+ · · ·+ eλp fp.

Theorem 4.14. Let G be a semi-simple Lie group and G its Lie algebra over C. Then the
group Aut(T ∗G) of automorphisms of the Lie algebra T ∗G is, at least locally, isomorphic to
the semi-direct product Cp nL T ∗G, where p is the number of simple component of G and
L(λ)(σ, f ) = (σ,λ · f ), for all λ ∈ Cp and (σ, f ) ∈ T ∗G.

Proof. The Lie bracket on Cp nρ̃ T ∗G reads: if λ = (λ1, . . . ,λp), t = (t1, . . . , tp) are in Cp and
(x, f ), (y,g) belong to T ∗G as above, then

[(λ; x, f ), (t;y,g)] =

0; [x,y] , ad∗xg−ad∗y f +
p∑

i=1

λigi−

p∑
k=1

tk fk

 . (4.4)

Now consider the linear map Γ :Cpnρ̃T ∗G→ der(T ∗G), (λ; x0, f0) 7→Φλ,x0, f0 , whereΦλ,x0, f0
is defined by (4.3). Let (λ; x0, f0) and (t; x′0, f ′0) be two elements of Cp nρ̃ T ∗G such that
Γ(λ; x0, f0) = Γ(t; x′0, f ′0). Then, for any element (x, f ) of T ∗G, we have Φλ,x0, f0(x, f ) =
Φt,x′0, f

′
0
(x, f ). The latter implies that, for every element (x, f ) of T ∗G,

(
[x0, x],ad∗x0

f −ad∗x f0+∑p
i=1λi fi

)
=

(
[x′0, x],ad∗x′0

f −ad∗x f ′0 +
∑p

i=1 ti fi
)
. We then have, on one hand, [x0, x] = [x′0, x],

for any x in G. Since the centre of G is trivial, then x′0 = x0. On the other hand, taking
account the fact that x0 = x′0, we have, −ad∗x f0+

∑p
i=1λi fi = −ad∗x f ′0 +

∑p
i=1 ti fi, for all x ∈ G

and all f ∈ G∗. If, in particular we take f = 0 in the latter equality, we obtain ad∗x f0 = ad∗x f ′0 ,
for all x ∈ G. Again the triviality of the centre of G implies that f0 = f ′0 . It is now easy to
see that λi = ti, for all i = 1, . . . , p. We have then prove that (λ; x0, f0) = (t; x′0, f ′0) and hence,
Γ is injective. Suppose, for the surjectivity, that Φ is a derivation of T ∗G, then Φ is given by
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(4.3), for some x0 in G, f0 in G∗ and λ = (λ1, . . . ,λp) ∈ Cp. Hence, Γ(λ; x0, f0) = Φ. So, Γ is
an isomorphism between the vector spaces Cp nρ̃ T ∗G and der(T ∗G).

Let us now show that Γ is compatible with the brackets of the two Lie algebras. Consider
two elements (λ; x0, f0) and (t; x1, f1) of Cp nρ̃ T ∗G. We have, on one hand:

Γ
(
[(λ; x0; f0), (t; x1; f1)]

)
=Γ

0; [x0, x1],ad∗x0
f1−ad∗x1

f0+
p∑

i=1

λi f1i−

p∑
k=1

tk f0k

=Φ0,[x0,x1],F ,

where for simplicity we have set F = ad∗x0
f1 − ad∗x1

f0 +
∑p

i=1λi f1i −
∑p

k=1 tk f0k. Now, given
an element (x, f ) of T ∗G, we have

Φ0,[x0,x1],F(x, f ) =

[[x0, x1], x
]
,ad∗[x0,x1] f−ad∗x

(
ad∗x0

f1−ad∗x1
f0+

p∑
i=1

λi f1i−

p∑
k=1

tk f0k
)

=
([

[x0, x1], x
]
,ad∗[x0,x1] f −ad∗x ◦ad∗x0

f1+ad∗x ◦ad∗x1
f0

−

p∑
k=1

λkad∗x f1k +

p∑
k=1

tkad∗x f0k
)

(4.5)

On the other hand, [Γ(λ; x0, f0),Γ(t; x1, f1)]= [Φλ,x0, f0 ,Φt,x1, f1]. For all (x, f ) in T ∗G,

[Φλ,x0, f0 ,Φt,x1, f1](x, f ) = Φλ,x0, f0

(
[x1, x],ad∗x1

f −ad∗x f1+
p∑

i=1

ti fi
)

−Φt,x1, f1

(
[x0, x],ad∗x0

f −ad∗x f0+
p∑

i=1

λi fi
)

=

[x0, [x1, x]
]
,ad∗x0

(
ad∗x1

f −ad∗x f1+
p∑

i=1

ti fi
)
−ad∗[x1,x] f0

+

p∑
k=1

λk
(
ad∗x1

f −ad∗x f1+
p∑

i=1

ti fi
)
k


−

[x1, [x0, x]
]
,ad∗x1

(
ad∗x0

f −ad∗x f0+
p∑

i=1

λi fi
)
−ad∗[x0,x] f1

+

p∑
k=1

tk
(
ad∗x0

f −ad∗x f0+
p∑

i=1

λi fi
)
k


=

([
[x0, x1], x

]
,ad∗[x0,x1] f −ad∗x ◦ad∗x0

f +ad∗x ◦ad∗x1
f0

−

p∑
k=1

λkad∗xk
f1+

p∑
k=1

tkad∗xk
f0
)
. (4.6)

From (4.5) and (4.6), we get that Γ([λ; x0, f0], [t; x1, f1]) = [Γ(λ; x0, f0),Γ(t; x1, f1)]. That is
Γ is actually an isomorphism between the Lie algebras Cp nρ̃ T ∗G and der(T ∗G). We have
then prove that Aut(T ∗G) is locally isomorphic to Cp nL T ∗G. �

4.3 Case of compact Lie algebras

It is known that a compact Lie algebra G decomposes as the direct sum G = [G,G]⊕Z(G)
of its derived ideal [G,G] and its centre Z(G), with [G,G] semi-simple and compact. This
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yields a decomposition G∗ = [G,G]∗ ⊕ Z(G)∗ of G∗ into a direct sum of the dual spaces
[G,G]∗, Z(G)∗ of [G,G] and Z(G) respectively. On the other hand, [G,G] also decomposes
into a direct sum [G,G] = s1 ⊕ · · · ⊕ sp of simple ideals si. From Theorem 3.1, a derivation
φ of D := T ∗G has the form φ(x, f ) =

(
α(x)+ψ( f ),β(x)+ ξ( f )

)
, with conditions listed in

Theorem 3.1. From Lemma 3.15, Imψ is an Abelian ideal of G; thus Imψ ⊂ Z(G). As a
consequence, we have ψ(ad∗x f ) = [x,ψ( f )] = 0, for any x of G and f of G∗.

Lemma 4.15. Let (G̃,µ) be an orthogonal Lie algebra satisfying G̃ = [G̃, G̃]. Then, every g
in G̃∗ is a finite sum of elements of the form gi = ad∗x̄i

ḡi, for some x̄i in G̃, ḡi in G̃∗.

Proof. Indeed, consider an isomorphism θ : G̃ → G̃∗ of G̃-modules. For every g in G̃∗, there
exists xg in G̃ such that g = θ(xg). But as G̃ = [G̃, G̃], we have xg = [x1,y1]+ · · ·+ [xs,ys] for
some xi,yi in G̃. Thus g = θ([x1,y1])+ · · ·+ θ([xs,ys]) = ad∗x1

θ(y1)+ · · ·+ad∗xs
θ(ys) = ad∗x̄1

ḡ1
+ · · ·+ad∗x̄s

ḡs where x̄i = xi and ḡi = θ(yi). �

A semi-simple Lie algebra being orthogonal (with, e.g. its Killing form as µ), then each
ψ in Ψ vanishes on [G,G]∗. This is due to Lemma 4.15 and the equality ψ(ad∗x f ) = 0, for all
x in G, f in G∗.

Of course, the converse is true. Every linear map ψ : G∗ → G with Imψ ⊂ Z(G) and
ψ([G,G]∗) = 0, is in Ψ. Hence we can make the following identification.

Lemma 4.16. Let G be a compact Lie algebra, with centre Z(G). Then Ψ is isomorphic to
the space L(Z(G)∗,Z(G)) of linear maps Z(G)∗→ Z(G).

The restriction of the cocycle β to the semi-simple ideal [G,G] is a coboundary, that is,
there exits an element f0 in G∗ such that for any x1 in [G,G], β(x1) = −ad∗x1

f0. Now for x2
in Z(G), one has 0 = β[x2,y] = −ad∗yβ(x2), for all y of G. In other words, β(x2)([y,z]) = 0,
for all y,z in G. That is, β(x2) vanishes on [G,G] for every x2 ∈ Z(G). Hence, we write
β(x) = −ad∗x1

f0 + η(x2), for all x := x1 + x2 in [G,G]⊕ Z(G), where η : Z(G)→ Z(G)∗ is a
linear map. This simply means the following well known result.

Lemma 4.17. Let G be a compact Lie algebra, with centre Z(G). Then the first space
H1(G,G∗) of the cohomology associated with the co-adjoint action of G, is isomorphic to
the space L(Z(G),Z(G)∗).

It is known that if G is a compact Lie algebra with centre Z(G), then H1(G,G) ∼=
End(Z(G)). We have also already seen that ξ is such that ξt = −α+ j, where α is a derivation
of G and j is an endomorphism of G satisfying j([x,y]) = [ j(x),y] = [x, j(y)]. Both α and j
preserve each of [G,G] and Z(G). Thus we can write α = adx01 ⊕ϕ, for some x01 ∈ [G,G],
where ϕ is in End(Z(G)). Here α acts on an element x = x1 + x2, where x1 is in [G,G], x2
belongs to Z(G), as follows: α(x) = (adx01 ⊕ϕ)(x1+ x2) := adx01 x1+ϕ(x2).

Now suppose, for the rest of this section, that G is a compact Lie algebra over C. We
write j = ⊕p

i=1λiid[G,G]i ⊕ ρ, where ρ is in End(Z(G)), λi ∈ C and j acts on x := x1 + x2 as
follows: if x1 := x11 + x12 + · · ·+ x1p is in [G,G], x2 is in Z(G) and x1i belongs to si, then
j(x) =

(⊕p
i=1λiid[G,G]i ⊕ ρ

)
(x11 + x12 + · · ·+ x1p + x2) =

∑p
i=1λix1i + ρ(x2). Hence, we have

the

Lemma 4.18. Suppose G is a compact Lie algebra over C with centre Z(G).
Then J ∼

= Cp⊕End(Z(G)), where p is the number of simple components of [G,G].
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The expression of the linear map ξ now reads ξ =
[
ad∗x01

+(⊕p
i=1λiid[G,G]∗i )

]
⊕δ,where δt(x2)=

ρ(x2)+ ϕ(x2), for all x2 in Z(G), x01 is in [G,G] and the λi’s are in C. By identifying
End(Z(G)), L(Z(G)∗,Z(G)) and L(Z(G),Z(G)∗) to End(Ck), where k = dim(Z(G)), we get
H1(D,D) = (End(Ck))4⊕Cp. Now, if G = s1⊕· · ·⊕ sp⊕Z(G) and G∗ = s∗1⊕· · ·⊕ s

∗
p⊕Z(G)∗,

then according to what is said above, a derivation φ of D = T ∗G is given as follows: if
x = x1 + x2 is in G = [G,G]⊕ Z(G) and f = f1 + f2 = f11 + f12 + · · ·+ f1p + f2 is in G∗ =
[G,G]∗⊕Z(G)∗, then

φ(x, f ) =
(
[x01, x1]+ϕ(x2)+γ( f2) , ad∗x01

f1−ad∗x1
f0+

p∑
i=1

λi f1i+η(x2)+δ( f2)
)
, (4.7)

where x01 and f0 are some elements of [G,G] and G∗ respectively, ϕ and the transpose δt

of δ are in End(Z(G)), γ : Z(G)∗→ Z(G) and η : Z(G)→ Z(G)∗ are linear maps, λi ∈ C for
all i = 1, . . . , p. Now set dimZ(G) = k and let the Lie algebra Cp × (gl(Ck))4 act on T ∗G as
follows:

ρ̃(λ,A)(x, f ) =

ϕ(x2)+γ( f2),
p∑

i=1

λi fi+η(x2)+δ( f2)

 , (4.8)

for any (x, f ) in T ∗G, where λ = (λ1, . . . ,λp) ∈ Cp, A = (ϕ,γ,η,δ) ∈ (gl(Ck))4. The action
(4.8) of Cp× (gl(Ck))4 on T ∗G integrates to an action L̃ of the Lie group Cp× (GL(Ck))4 on
T ∗G. The Lie bracket of the Lie algebra [Cp× (gl(Ck))4]nρ̃ T ∗G reads

[(λ; A; x, f ), (t; B;y,g)] =
(
0; [A,B]; [x,y]+ϕ(y2)−ϕ′(x2)+γ(g2)−γ′( f2),ad∗xg−ad∗y f

+

p∑
i=1

λig1i−

p∑
i=1

ti f1i+η(y2)−η′(x2)+δ(g2)−δ′( f2)
)
. (4.9)

Hence, if (λ; A; x0, f0) belongs to [Cp× (gl(Ck))4]nρ̃ T ∗G and (x, f ) is in T ∗G, we have:

[(λ; A; x0, f0), (0;0; x, f )] =
(
0;0; [x0, x]+ϕ(x2)+γ( f2),ad∗x0

f −ad∗x f0

+

p∑
i=1

λi f1i+η(x2)+δ( f2)
)
. (4.10)

We have the following result.

Theorem 4.19. Let G be a compact Lie group, whose Lie algebra G (over C) has a k-
dimensional centre and [G,G] decomposes as a direct sum of p simple ideals. Then the Lie
group Aut(T ∗G) of automorphisms of T ∗G is, at least locally, isomorphic to the semi-direct
product [Cp× (GL(Ck))4]nL̃ T ∗G.

Proof. As we need a local isomorphism, we will simply show that the two Lie groups
[Cp× (GL(Ck))4]nL̃ T ∗G and Aut(T ∗G) have isomorphic Lie algebras. But the Lie algebra
of Aut(T ∗G) is der(T ∗G) while, by construction, the one of [Cp × (GL(Ck))4] nL̃ T ∗G is
[Cp× (gl(Ck))4]nρ̃T ∗G. Now consider the linear map ∆ : [Cp× (gl(Ck))4]nT ∗G→ der(T ∗G)
given by ∆(λ; A; x0, f0) := Φλ;A;x0, f0 , where, if A = (ϕ,γ,η,δ) ∈ (gl(Ck))4, x0 = x01+ x02 ∈ G,
f0 ∈ G∗, Φλ;A;x0, f0 is defined by (4.7). It is easy to see that ∆ is actually an isomorphism
between the Lie algebras [Cp × (gl(Ck))4]n T ∗G and der(T ∗G) and hence the Lie groups
Aut(T ∗G) and [Cp× (GL(Ck))4]nL̃ T ∗G are locally isomorphic. �
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5 Some examples

Here, we apply the above results to produce some examples in low dimensions. In the
following, if (e1, . . . ,en) is a basis of some vector space E, then (e∗1, . . . ,e

∗
n) will denote its

dual basis. We will let ei j stand for the linear map of E defined as ei j(ek) = δ jkei where δ jk

is the Kronecker delta δ j j = 1 and δ jk = 0 if j , k. Hence we can express the Lie bracket of
endomorphisms of E as linear combinations of [ei j,ekl] = δ jkeil − δilek j. We may write the

relations (3.2) in a matrix form as φ(x, f ) =
(
α ψ

β ξ

)(
x
f

)
, so that, keeping the same notations

for maps and their matrices in a basis of T ∗G, the matrix of a derivation φ of T ∗G will be of

the form φ =

(
α ψ

β ξ

)
. We note that for some of the examples we treat here, der(D) admits a

contact structure.

5.1 The affine Lie algebra of the real line

The 2-dimensional affine Lie algebra G = aff(R) is solvable nonnilpotent with Lie bracket
[e1,e2] = e2 in some basis (e1,e2). The Lie algebra D = T ∗G of the cotangent bundle of
any Lie group with Lie algebra G, has a basis (e1,e2,e3,e4) with Lie bracket [e1,e2] = e2,
[e1,e4] = −e4, [e2,e4] = e3, where e3 := e∗1 and e4 := e∗2. This is the semi-direct product
Re1 nH3 of the Heisenberg Lie algebra H3 = span(e2,e3,e4) and the line Re1, where e1
acts on H3 by the restriction of the derivation ade1 . According to [14], any derivation of
aff(Rn), n ≥ 1, is an inner derivation. Thus der(G) = span(ade1 ,ade2). Hence, a derivation α
of G, is of the form α(x) = (ax1+bx2)e2, for each x = x1e1+ x2e2 of G, where a,b, x1, x2 are
in R. Whereas, an element ξ of E, related to the above α by (3.3), has the following form
ξ( f ) = [(b+ λ) f 3 − a f 4]e3 + λ f 4e4, for f = f 3e3 + f 4e4, where λ is in R. Now the space
Ψ of equivariant linear maps ψ is reduced to {0} while a cocycle β : G → G∗ is given by
β(x) = (cx1 + dx2)e3 − dx1e4, where c,d are in R. Altogether, a derivation φ of D = T ∗G,
is of the form φ(x, f ) = (α(x),β(x)+ ξ( f )) and in the basis (e1,e2,e3,e4), it has the matrix

φ =


0 0 0 0
a b 0 0
c d b+λ −a
−d 0 0 λ

 = a(e21− e34)+b(e22+ e33)+ ce31+d(e32− e41)+λ(e33+ e44).

The Lie algebra der(D) has a basis (φ1,φ2,φ3,φ4,φ5) where φ1 := e21 − e34, φ2 := e22 +

e33, φ3 := e31, φ4 := −e41 + e32, φ5 := e33 + e44, so that the Lie brackets are [φ2,φ1] = φ1,
[φ2,φ3]= φ3, [φ5,φ3]= φ3, [φ5,φ4]= φ4. As a vector space, der(D) decomposes as der(D)=
G0 ⊕G1, where G0 := span(φ1,φ2,φ5) and G1 := span(φ3,φ4). We see that [G0,G1] = G1,
[G0,G0] = Rφ1 ⊂ G0 and [G1,G1] = {0} ⊂ G0. Hence, der(D) is a supersymmetric Lie
algebra. In fact, here, as Ψ = {0}, then der(D) is a Lie superalgebra (Proposition 3.10).
We can also rewrite der(D) as the semi-direct product R2 nR3 of the abelian Lie algebras
R3 = spanR(φ1,φ3,φ4) and R2 = spanR(φ2,φ5) so that it is easily identified with the Lie alge-
bra number 18, for p = q = 1, in Section 5.2 of [12]. Hence der(D) has a contact structure.
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5.2 The Lie algebra of the group SO(3) of rotations

Consider the Lie algebraG := so(3)= span(e1,e2,e3) with [e1,e2]=−e3, [e1,e3]= e2, [e2,e3]=
−e1. Thus D = span(e1,e2,e3,e4,e5,e6) has the Lie bracket [e1,e5] = −e6, [e1,e6] = e5,
[e2,e4] = e6, [e2,e6] = −e4, [e3,e4] = −e5, [e3,e5] = e4, where e3+i = e∗i , i = 1,2,3. Since
so(3) is simple, we apply the results of Section 4.2. SoΨ= {0}. As any derivation α is inner,
that is of the form α = adx0 , for some x0 ∈ so(3), thus, α and an element ξ = ad∗x0

+λidso(3)∗

of E corresponding to α are given by α(e1) = −ae2−be3, α(e2) = ae1−ce3, α(e3) = be1+ce2
and ξ(e4) = λe4−ae5−be6, ξ(e5) = ae4+λe5−ce6, ξ(e6) = be4+ce5+λe6, for some a,b,c,λ
in R. Moreover, as a cocycle β in Q is a coboundary, it is given by β(x) = −ad∗x f0, for some
f0 in so(3)∗ and any x in so(3). Hence, β(e1)=−de5−ee6, β(e2)= de4− ie6, β(e3)= ee4+ ie5,
for some d,e, i in R. Hence, in the basis (e1,e2,e3,e4,e5,e6), the matrix of a derivation φ of

T ∗so(3) has the form



0 a b 0 0 0
−a 0 c 0 0 0
−b −c 0 0 0 0

0 d e λ a b
−d 0 i −a λ c
−e −i 0 −b −c λ


= aφ1+bφ2+cφ3+dφ4+eφ5+λφ6+ iφ7,

where a,b,c,d,e,λ, i are in R. Hence, we have der(D) = span(φ1,φ2,φ3,φ4,φ5,φ6,φ7),
where φ1 := −e21 + e12 − e54 + e45, φ2 := −e31 + e13 − e64 + e46, φ3 := −e32 + e23 − e65 + e56,
φ4 := −e51+e42, φ5 := −e61+e43, φ6 := e44+e55+e66, φ7 := −e62+e53, so that the Lie alge-
bra structure of der(D) is given by the following Lie brackets [φ1,φ2] = −φ3, [φ1,φ3] = φ2,
[φ1,φ5] = −φ7, [φ1,φ7] = φ5, [φ2,φ3] = −φ1, [φ2,φ4] = φ7, [φ2,φ7] = −φ4, [φ3,φ4] = −φ5,
[φ3,φ5] = φ4, [φ4,φ6] = −φ4, [φ5,φ6] = −φ5, [φ6,φ7] = φ7. As Ψ = {0}, then der(D) is a
super Lie algebra. We can also see that, it is the Lie algebra der(D) = so(3)nGid, where
so(3) = span(φ1,φ2,φ3) and Gid is the semi-direct product Gid = Rφ6nR

3 of the abelian Lie
algebras R3 = span(φ4,φ5,φ7) and Rφ6 obtained by letting φ6 act as the identity map on R3.

Thus der(D) is also a contact Lie algebra, as it is the Lie algebra number 4 of Section 5.3
in [12]. As Ψ = 0, Proposition 3.10 insures that der(D) is also a Lie superalgebra.

5.3 The Lie algebra of the group SL(2) of special linear group

The Lie algebra G := sl(2) of SL(2) has a basis (e1,e2,e3) in which its Lie bracket reads
[e1,e2]=−2e2, [e1,e3]= 2e3, [e2,e3]=−e1. Set e∗1 =: e4, e∗2 =: e5, e∗3 =: e6, the Lie bracket of
D := T ∗G in the basis (e1,e2,e3,e4,e5,e6) is given by [e1,e2]=−2e2, [e1,e3]= 2e3, [e2,e3]=
−e1, [e1,e5] = 2e5, [e1,e6] = −2e6, [e2,e4] = e6, [e2,e5] = −2e4, [e3,e4] = −e5, [e3,e6] = 2e4.
Since sl(2) is simple, the results of Section 4.2 also apply. In particular,Ψ= {0}.A derivation
α = adx0 of sl(2), for some x0 ∈ sl(2), and an element ξ = ad∗x0

+λidsl(2)∗ of E corresponding
to α, are given by α(e1) = −2de2 + 2ce3, α(e2) = −ce1 − ae2, α(e3) = de1 + ae3 and ξ(e4) =
λe4 + ce5 − de6, ξ(e5) = 2de4 + (λ+ a)e5, ξ(e6) = −2ce4 + (λ− a)e6, for some a,λ,c,d in R.
Moreover, a cocycle β ∈ Q is given by β(x) = −ad∗x f0, for some f0 in sl(2)∗ and any x in
sl(2). We have β(e1) = −he5 − ge6, β(e2) = he4 + ee6 and β(e3) = ge4 − ee5, for some e,g,h
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in R. Hence, the matrix of a derivation φ of T ∗sl(2) in the basis (e1,e2,e3,e4,e5,e6), is

φ =



0 −c d 0 0 0
−2d −a 0 0 0 0

2c 0 a 0 0 0
0 h g λ 2d −2c
−h 0 −e c a+λ 0
−g e 0 −d 0 λ−a


= aφ1+λφ2+ cφ3+dφ4+ eφ5+hφ6+gφ7, where a,λ,c,d,e,h,g are real numbers and φ1 :=
−e22+ e33+ e55− e66, φ2 := e44+ e55+ e66, φ3 := −e12+2e31−2e46+ e54, φ4 := e13−2e21+

2e45 − e64, φ5 := −e53 + e62, φ6 := e42 − e51, φ7 := e43 − e61. Hence the Lie algebra der(D)
is 7-dimensional. In the basis (φ1, . . . ,φ7), its Lie bracket reads [φ1,φ3] = φ3, [φ1,φ4] =
−φ4, [φ3,φ4] = 2φ1, [φ1,φ6] = φ6, [φ1,φ7] = −φ7, [φ2,φ5] = φ5, [φ2,φ6] = φ6, [φ2,φ7] = φ7,
[φ3,φ5] = −2φ6, [φ3,φ7] = −φ5, [φ4,φ5] = −2φ7, [φ4,φ6] = −φ5. One realizes that this is the
Lie algebra der(D))= sl(2,R)nGid, where sl(2,R)= span(φ1,φ3,φ4) and as above, Gid is the
semi-direct productGid =Rφ2nR

3 of the abelian Lie algebras R3 = span(φ5,φ6,φ7) and Rφ2
obtained by letting φ2 act as the identity map on R3. Again, der(D) is a Lie superalgebra
and also a contact Lie algebra, with e.g. η := sφ∗1+ tφ∗5 as a contact form, s, t ∈ R−{0}.

5.4 An example of a solvable Lie algebra in dimension 3

Consider G := span(e1,e2,e3) with [e1,e3] = −ae1 − e2, [e2,e3] = e1 − ae2. If as above, we
set e4 := e∗1, e5 := e∗2, e6 := e∗3, then in the basis (e1,e2,e3,e4,e5,e6) the Lie bracket of D :=
T ∗G, reads [e1,e3] = −ae1−e2, [e1,e4] = ae6, [e1,e5] = e6, [e2,e3] = e1−ae2, [e2,e4] = −e6,
[e2,e5] = ae6, [e3,e4] = −ae4+ e5, [e3,e5] = −e4−ae5. Elements α ∈ der(G) are of the form
α(e1) = α11e1 − α12e2, α(e2) = α12e1 + α11e2, α(e3) = α13e1 + α23e2, while a bi-invariant
endomorphisms of G are those j, such that j(x) = λ x, for every x ∈ G, where α11, α12,
α13, α23, λ are scalars. Cocycles β ∈ Q are of the form β(e1) = −β12e5 − β13e6, β(e2) =
β12e4−β23e6, β(e3) = β13e4+β23e5+β33e6, if a = 0 and when a , 0 we have β(e1) = −β13e6,
β(e2) = −β23e6, β(e3) = β13e4 +β23e5 +β33e6. On the other hand, when a = 0, the elements
ψ of Ψ take the form ψ(e1) = −ψ12e5, ψ(e2) = ψ12e4, and ψ(e3) = 0, whereas Ψ = {0} when
a , 0.
(1) Case a = 0: a derivation ofD have a matrix of the form

φ =



α11 α12 α13 0 ψ12 0
−α12 α11 α23 −ψ12 0 0

0 0 0 0 0 0
0 β12 β13 λ−α11 α12 0
−β12 0 β23 −α12 λ−α11 0
−β13 −β23 β33 −α13 −α23 λ


= α11φ1+α12φ2+α13φ3+α23φ4+λφ5+ψ12φ6+β12φ7+β13φ8+β23φ9+β33φ10, with φ1 :=
e11 + e22 − e44 − e55, φ2 := e12 − e21 + e45 − e54, φ3 := e13 − e64, φ4 := e23 − e65, φ5 := e44 +

e55+ e66, φ6 := e15− e24, φ7 := e42− e51, φ8 := e43− e61, φ9 := e53− e62, φ10 := e63. So that,
dimder(D) = 10 and der(D) has Lie bracket: [φ1,φ3] = φ3, [φ1,φ4] = φ4, [φ1,φ6] = 2φ6,
[φ2,φ3] = −φ4, [φ2,φ4] = φ3, [φ2,φ8] = −φ9, [φ2,φ9] = φ8, [φ3,φ7] = φ9, [φ4,φ7] = −φ8,
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[φ5,φ6] = −φ6, [φ5,φ7] = φ7, [φ5,φ8] = φ8, [φ5,φ9] = φ9, [φ5,φ10] = φ10, [φ6,φ7] = −φ1,
[φ6,φ8]=−φ4, [φ6,φ9]= φ3. Moreover, G0⊕G̃1 := span(φ1,φ2,φ3,φ4,φ5,φ6) and G0⊕G̃

′
1 :=

span(φ1,φ2,φ3,φ4,φ5,φ7,φ8,φ9,φ10) are Lie superalgebras.
(2) Case a , 0: the derivations ofD are

φ =



α11 α12 α13 0 0 0
−α12 α11 α23 0 0 0

0 0 0 0 0 0
0 0 β13 λ−α11 α12 0
0 0 β23 −α12 λ−α11 0
−β13 −β23 β33 −α13 −α23 λ


= α11φ1+α12φ2+α13φ3+α23φ4+λφ5+β13φ8+β23φ9+β33φ10, so dimder(D) = 8. The Lie
bracket of der(D) is: [φ1,φ3] = φ3, [φ1,φ4] = −[φ2,φ3] = φ4, [φ2,φ4] = φ3, [φ2,φ8] = −φ9,
[φ2,φ9] = [φ5,φ8] = φ8, [φ5,φ9] = φ9, [φ5,φ10] = φ10. From Proposition 3.10, der(D) is a
Lie superalgebra.

5.5 The 4-dimensional oscillator algebra

The 4-dimensional oscillator Lie algebra is the space G = span{e1,e2,e3,e4} with bracket:
[e1,e3] = e4, [e1,e4] = −e3, [e3,e4] = e2. Set e5 := e∗1, e6 := e∗2, e7 := e∗3, e8 := e∗4. The
Lie bracket of the Lie algebra D = T ∗G reads [e1,e3] = e4, [e1,e4] = −e3, [e3,e4] = e2,

[e1,e7]= e8, [e1,e8]=−e7, [e3,e6]=−e8, [e4,e7]=−e5, [e3,e8]= e5, [e4,e6]= e7. We define
an orthogonal structure µ on G by µ(x,y)= x1y2+ x2y1+ x3y3+ x4y4, for all x = x1e1+ x2e2+

x3e3+ x4e4 and y= y1e1+y2e2+y3e3+y4e4, see [6]. The isomorphism θ :G→G∗ defined by
〈θ(x),y〉= µ(x,y), for all x,y inG, also reads θ(e1)= e6, θ(e2)= e5, θ(e3)= e7, θ(e4)= e8. Any
derivation φ of T ∗G is of the form φ(x, f )=

(
α1(x)+ j2 ◦θ−1( f ) , θ◦α2(x)+ ( j1−α1)t( f )

)
, for

every (x, f ) in T ∗G, where α1,α2 are in der(G) and j1, j2 are in J . Derivations α1 and α2 of
G are given by α1(e1)= a21e2−a23e3−a24e4, α1(e2)= 2a33e2, α1(e3)= a23e2+a33e3−a34e4,
α1(e4) = a24e2+a34e3+a33e4 and α2(e1) = b21e2−b23e3−b24e4, α2(e2) = 2b33e2, α2(e3) =
b23e2 + b33e3 − b34e4, α2(e4) = b24e2 + b34e3 + b33e4, where ai j,bi j ∈ R. Now bi-invariant
tensors j1, j2 : G → G are given by j1(e1) = λe1 + ae2, j2(e1) = λ′e1 + be2, j1(e) = λe and
j2(e) = λ′e, if e ∈ {e2,e3,e4}, where λ, λ′, a and b are real numbers. The condition Im( j2) ⊂
Z(G) = Re2 gives j2(e1) = b′e2, j2(e2) = j2(e3) = j2(e4) = 0. We get j2 ◦ θ−1(e6) = be2 and
j2 ◦θ−1(e5) = j2 ◦θ−1(e7) = j2 ◦θ−1(e8) = 0. Last, we have θ◦α2(e1) = b21e5−b23e7−b24e8,
θ◦α2(e2)= 2b33e5, θ◦α2(e3)= b23e5+b33e7−b34e8, θ◦α2(ě3)= b24e5+b34e7+b33e8. Thus,
derivations φ ∈ der(D) are of the form

φ =



0 0 0 0 0 0 0 0
a21 2a33 a23 a24 0 b 0 0
−a23 0 a33 a34 0 0 0 0
−a24 0 −a34 a33 0 0 0 0
b21 2b33 b23 b24 λ a−a21 a23 a24
0 0 0 0 0 λ−2a33 0 0
−b23 0 b33 b34 0 −a23 λ−a33 a34
−b24 0 −b34 b33 0 −a24 −a34 λ−a33
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= λφ1+a33φ2+a21φ3+a23φ4+a24φ5+a34φ6+bφ7+b21φ8+b33φ9+b23φ10+b24φ11+b34φ12+

aφ13, where φ1 = e55+e66+e77+e88, φ2 = 2e22+e33+e44−2e66−e77−e88, φ3 = e21−e56,

φ4 = e23 − e31 − e76 + e57, φ5 = e24 − e41 − e86 + e58, φ6 = e34 − e43 − e87 + e78, φ7 = e26,

φ8 = e51, φ9 = 2e52 + e73 + e84, φ10 = e53 − e71, φ11 = e54 − e81, φ12 = e74 − e83, φ13 = e56.

So der(D) has dimension 13 , with Lie bracket [φ1,φ7] = −φ7, [φ1,φ8] = φ8, [φ1,φ9] =
φ9, [φ1,φ10] = φ10, [φ1,φ11] = φ11, [φ1,φ12] = φ12, [φ2,φ3] = 2φ3, [φ2,φ4] = φ4, [φ2,φ5] =
φ5, [φ2,φ7] = 4φ7, [φ2,φ9] = −2φ9, [φ2,φ10] = −φ10, [φ2,φ11] = −φ11, [φ2,φ12] = −2φ12,
[φ2,φ13] = 2φ13, [φ3,φ9] = −2φ8, [φ4,φ6] = φ5, [φ4,φ9] = −φ10, [φ4,φ12] = φ11, [φ5,φ6] =
−φ4, [φ5,φ9]=−φ11, [φ5,φ12]=−φ10, [φ6,φ10]=−φ11, [φ6,φ11]= φ10, [φ7,φ9]=−2φ13. Let
G0 := span(φ1,φ2,φ3,φ4,φ5,φ6,φ13), Q := span(φ8,φ9,φ10,φ11,φ12), Ψ = Rφ7. Then G0 ⊕Q

and G0⊕Ψ are Lie superalgebras.

6 Conclusion

Given two left or right invariant structures of the same ‘nature’ (e.g. physical, affine, sym-
plectic, complex, Riemannian,. . . ) on T ∗G, one wonders whether they are equivalent, i.e.
if there exists an automorphism of T ∗G mapping one to the other. By taking the values
of those structures at the unit of T ∗G, the problem translates to finding an automorphism
of Lie algebra mapping two structures of D. The work within this paper may also be seen
as a useful tool for the study of such structures. For more discussions on structures and
problems on T ∗G, see e.g. [1], [4], [11], [16], [17], [24], [27], [28], [31].

Acknowledgements. The authors would like to thank the associated editor, the referees,
Prof. K. H. Neeb, O. R. Abib, M. N. Boyom and E. Okassa for valuable remarks and
suggestions that help improve the present paper. The second author’s Ph.D. thesis was
funded by ICTP-Trieste (Italy) through the ICAC-3 Programme, a part of this work was
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[29] Medina, A. and Revoy, Ph., Algèbres de Lie et produits scalaires invariants. Ann. Sci.
Ecole Norm. Sup. (4) 18 (1985), no. 3, 553-561.
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