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## Introduction

When F. J. Murray and J. von Neumann developed the theory of rings of operators in the 1930's, they first classified all factors acting on separable Hilbert spaces into those of type I, type II and type III. By showing that a factor of type I is isomorphic to the algebra $\mathcal{L}(\mathfrak{F})$ of all bounded operators on some Hilbert space $\mathfrak{F}$, they proved that the algebraic type of a factor of type $I$ is completely determined by its dimension. Namely, the factors of type I are classified into those of type $\mathrm{I}_{n}, n=1,2, \ldots, \infty$. According to their theory, we can not only classify the factors of type I, but also understand explicitly the structure of a factor of type I. The situation is much worse for factors of types II and III. Here we have not a complete classification. Furthermore, we had not been able to construct many different factors until quite recently. To obtain infinitely many non-type

[^0]I factors, we had had to wait for Powers' work in 1967, [15]. He showed the existence of continuously many non-isomorphic factors of type III. After that, the construction of non-isomorphic factors proceeded remarkably quickly. In 1968, Araki and Woods introduced a new algebraic invariant, asymptotic ratio set, and used it to partially classify the factors constructed as infinite tensor product of finite factors of type I, [2]. In 1969, McDuff succeeded in constructing continuously many non-isomorphic factors of types $\mathrm{II}_{1}$ and $\mathrm{II}_{\infty}$, [11] and [12]. Shortly after that, Sakai found an alternative method of constructing continuously many non-isomorphic type $\mathrm{II}_{1}$ factors as well as type $\mathrm{II}_{\infty}$ factors. Thus we now have many non-isomorphic factors. Unfortunately, most of these constructions rely on algebraic invariants and not structure theorems. Of course, it would be desirable to have structure theorems which could distinguish different factors. We have to admit that the present stage of classification theory as well as structure theory is very far from being complete. Therefore, we should try to obtain a structure theorem for reasonably easy cases. This paper is devoted to getting a structure theorem for von Neumann algebras with a homogeneous periodic state.

At the same time as Powers' work appeared, Tomita established the theory of modular Hilbert algebras (Tomita algebras), [22]. According to this theory, a normal faithful state $\varphi$ of a von Neumann algebra $m$ gives rise to a one parameter automorphism group $\sigma_{t}^{q}$ of $m$, the modular automorphism group of $m$ associated with $\varphi$. In [18], we have seen that the modular automorphism group $\sigma_{t}^{\phi}$ is uniquely determined by $\varphi$ subject to the Kubo-MartinSchwinger condition. Furthermore, the factor in question is of type I or type II if and only if $\sigma_{t}^{\varphi}$ is inner. If $\varphi$ is a trace, then $\sigma_{t}^{\varphi}$ is the identity automorphism. Therefore, a very natural class of factors, after the finite ones, consists of those equipped with a state whose associated modular automorphism group is periodic. We develop a structure theory for a certain subclass of this class of factors. Roughly speaking, the factors in question are essentially uniquely expressed as a crossed product of a von Neumann algebra of type $\mathrm{II}_{1}$ by an endomorphism. Most of the results have been announced in [20] and [21].

In § 1, we decompose a von Neumann algebra $m$ with a fixed homogeneous periodic state $\varphi$, and prove that the algebra is generated by the centralizer $m_{0}$ of the state and an isometry which induces an isomorphism $\theta$ of the centralizer onto its reduced algebra.

In § 2, we propose a method of constructing a von Neumann algebra $\mathcal{T}$ with a specified decomposition.

In § 3, we compute the new algebraic invariants $S(\mathcal{M})$ and $T(\mathcal{M})$ introduced by Connes, [3] and [4]. As a corollary, we seen in § 5 that the group of all inner automorphisms is not necessarily closed in the group of all automorphisms under any reasonable topology except the uniform topology.

Section 4 is devoted to the comparison of two inner homogeneous periodic states. We prove that the structure theorem obtained in § 1 essentially uniquely determines the factors in question if the relevant state is inner homogeneous.

In §5, we show, by examples, that we can realize any countable subgroup of the additive group of all real numbers as $T(M)$ for some $m$.

## 1. Decomposition of a von Neumann algebra with respect to a homogeneous periodic state

Let $m$ be a von Neumann algebra. By Aut ( $M$ ), we denote the group of all automorphisms of $m$. For a normal positive linear functional $\varphi$ on $M$ (most of the time we consider only states), we denote by $G(\varphi)$ the group of all automorphisms of $m$ leaving $\varphi$ invariant, that is,

$$
G(\varphi)=\{\sigma \in \operatorname{Aut}(M): \varphi \circ \sigma=\varphi\} .
$$

Definition 1.1. We call $\varphi$ homogeneous if $G(\varphi)$ acts ergodically on $m$, that is, the fixed point algebra $m^{G(\varphi)}$ of $G(\varphi)$ reduces to the scalar multiples of the identity.

Proposition 1.2. If $\varphi$ is homogeneous, then $\varphi$ is faithful.
Proof. Let $s(\varphi)$ denote the support of $\varphi$. We have then, in general, $s(\varphi \circ \sigma)=\sigma^{-1}(s(\varphi))$ for every $\sigma \in \operatorname{Aut}(\mathcal{M})$. Hence $s(\varphi)=\sigma^{-1}(s(\varphi))$ for every $\sigma \in G(\varphi)$. Therefore $s(\varphi)$ must be a scalar multiple of 1 , which means $s(\varphi)=1$. Hence $\varphi$ is faithful.
Q.E.D.

Definition 1.3. A faithful normal positive linear functional $\varphi$ on $m$ is said to be periodic if there exists $T>0$ such that $\sigma_{T}^{T}$ is the identity automorphism $\iota$ of $\mathbb{M}$ where $\sigma_{t}^{\varphi}$ denotes the modular automorphism group of $m$ associated with $\varphi$. The smallest such $T>0$ is called the period of $\varphi$.

We consider a von Neumann algebra $m$ equipped with a faithful homogeneous periodic normal state $\varphi$ as our main subject. Let $T$ be the period of $\varphi$. Put $x=e^{-2 \pi / T}$, $0<x<1$. Considering the cyclic representation of $m$ induced by $\varphi$, we assume that $m$ acts on a Hilbert space $\mathfrak{F}$ with a distinguished vector $\xi_{0}$ such that

$$
\varphi(x)=\left(x \xi_{0} \mid \xi_{0}\right), x \in \mathscr{M}, \quad \text { and } \quad\left[m \xi_{0}\right]=\mathfrak{S},
$$

where we denote by $[\mathfrak{M}]$ the closed subspace spanned by $\mathfrak{M}$ for any subset $\mathfrak{M}$ of $\mathfrak{F}$. Making use of the theory of modular Hilbert algebras (which the author proposes to call Tomita algebras), see [18], we associate the self-adjoint non-singular positive operator $\Delta$ on $\mathfrak{K}$, called the modular operator, and the unitary involution $J$ such that

$$
\left.\begin{array}{rl}
\sigma_{t}^{q}(x) & =\Delta^{i t} x \Delta^{-i t}, \quad x \in M ; \\
\Delta^{i t \xi_{0}}=\xi_{0}, \quad J \xi_{0}=\xi_{0} ; \\
J \Delta^{i t} J=\Delta^{i t}, \quad J \Delta J=\Delta^{-1} ;  \tag{1}\\
J M J=M^{\prime}, \quad J M^{\prime} J=M ; \\
J \Delta^{\sharp} x \xi_{0}=x^{*} \xi_{0}, \quad x \in M_{;} \\
J^{-i} y \xi_{0}=y^{*} \xi_{0}, \quad y \in M^{\prime} .
\end{array}\right\}
$$

By assumption, we have $\Delta^{t r}=1$, so that the spectrum $\operatorname{Sp}(\Delta)$ of $\Delta$ is contained in $\left\{\varkappa^{n}: n \in \mathbf{Z}\right\} \cup\{0\}$, where $\mathbf{Z}$ denotes the set of all integers. Let $E_{n}$ denote the projection of $\mathfrak{F}$ onto the closed subspace

$$
\begin{equation*}
\mathfrak{S}_{n}=\left\{\xi \in \mathfrak{S}: \Delta \xi=\varkappa^{n} \xi\right\}, \quad n \in \mathbf{Z} . \tag{2}
\end{equation*}
$$

We have then the following expressions for $\Delta$ and $\Delta^{i t}$ :

$$
\begin{equation*}
\Delta=\sum_{n \in \mathbf{Z}} x^{n} E_{n}, \quad \Delta^{i t}=\sum_{n \in \mathbb{Z}} x^{i n t} E_{n} . \tag{3}
\end{equation*}
$$

The projections $E_{n}$ are also written as follows:

$$
\begin{equation*}
E_{n} \xi=\frac{1}{T} \int_{0}^{T} x^{-i n t} \Delta^{i t} \xi d t, \quad \xi \in \mathfrak{H} \tag{4}
\end{equation*}
$$

Since $J \Delta J=\Delta^{-1}$, we have

Set

$$
\begin{align*}
J \mathfrak{S}_{n} & =\mathfrak{S}_{-n} \quad \text { and } J E_{n} J=E_{-n}, \quad n \in \mathbf{Z} .  \tag{5}\\
m_{n} & =\left\{x \in m: \sigma_{t}^{\varphi}(x)=x^{i n t} x\right\}, \quad n \in \mathbf{Z} . \tag{6}
\end{align*}
$$

 but the centralizer $m_{\varphi}$ of $\varphi$ in [19]. When $m$ is finite, H. Umegaki studied $m_{0}$ in detail, fixing $m_{0}$ first and then considering all states whose centeralizer contains $m_{0}$, [23]. For each $n \in Z$, we consider the integration:

$$
\begin{equation*}
\varepsilon_{n}(x)=\frac{1}{T} \int_{0}^{T} x^{-i n t} \sigma_{t}^{\varphi}(x) d t, \quad x \in T . \tag{7}
\end{equation*}
$$

We have then the following properties:

$$
\begin{gather*}
\varepsilon_{n}(m)=m_{n} ;  \tag{8}\\
\varepsilon_{n} \circ \varepsilon_{m}=0 \quad \text { if } n \neq m, \varepsilon_{n} \circ \varepsilon_{n}=\varepsilon_{n} ;  \tag{9}\\
\varepsilon_{n}(a x b)=a \varepsilon_{n}(x) b \quad \text { if } a, b \in M_{0} ; \tag{10}
\end{gather*}
$$

$$
\begin{array}{ll}
\varepsilon_{n}(x) \xi_{0}=E_{n} x \xi_{0}, & x \in \mathbb{M} \\
x \xi_{0}=\sum_{n \in \mathbb{Z}} \varepsilon_{n}(x) \xi_{0}, & x \in \mathbb{M} . \tag{12}
\end{array}
$$

By equality (11), we have $m_{n} \xi_{0} \subset \mathfrak{F}_{n}$.
Lemma 1.4. For each $n \in \mathbf{Z}$, we have

$$
\begin{equation*}
\mathfrak{S}_{n}=\left[m_{n} \xi_{0}\right] . \tag{13}
\end{equation*}
$$

Proof. Let $\boldsymbol{\xi}$ be an arbitrary vector in $\mathscr{S}_{n}$. There exists a sequence $\left\{x_{i}\right\}$ in $\mathscr{M}$ such that $\xi=\lim _{i \rightarrow \infty} x_{i} \xi_{0}$. Then we have by (11)

$$
\xi=E_{n} \xi=\lim _{i \rightarrow \infty} E_{n} x_{i} \xi_{0}=\lim _{i \rightarrow \infty} \varepsilon_{n}\left(x_{i}\right) \xi_{0}
$$

Lemma 1.5. For each $n, m \in \mathbf{Z}$, we have

$$
\begin{gather*}
m_{n} m_{m} \subset m_{n+m}  \tag{14}\\
m_{n}^{*}=M_{-n}  \tag{15}\\
m_{n} \mathfrak{S}_{m} \subset \mathfrak{S}_{n+m} \tag{16}
\end{gather*}
$$

Proof. We prove only (16) and the others are verified along the same line. For each $x \in \mathcal{M}_{n}$ and $\boldsymbol{\xi} \in \mathfrak{S}_{m}$, we have

$$
\begin{aligned}
\Delta^{i t} x \xi=\Delta^{i t} x \Delta^{-i t} \Delta^{i t} \xi & =\sigma_{l}^{\varphi}(x) \Delta^{i t} \xi \\
& =x^{i n t} x\left(x^{i m t} \xi\right)=x^{i(n+m) t} x \xi . \quad \text { Q.E.D. }
\end{aligned}
$$

The following lemma is a special case of the more general result shown recently by E. Størmer, [17]. But, for the sake of completeness, we present a proof.

Lemma 1.6. For each $n \in Z$ and $x \in \mathbb{M}$, the following two statements are equivalent:
(i) $x$ belongs to $m_{n}$, that is, $\sigma_{t}^{\varphi}(x)=\chi^{\mathrm{int}} x$;
(ii) $x^{n} \varphi(y x)=\varphi(x y)$ for every $y \in T$.

Proof. (i) $\Rightarrow$ (ii): Suppose $\sigma_{t}^{\varphi}\left(x_{\mathrm{i}}\right)=x^{\operatorname{lnt}} x, t \in \mathbf{R}$. For each $y \in m$, there exists a bounded function $F(\alpha)$ continuous on and holomorphic in the strip, $0 \leqslant \operatorname{Im} \alpha \leqslant 1$, such that

$$
F(t)=\varphi\left(\sigma_{t}^{\varphi}(x) y\right) \quad \text { and } \quad F(t+i)=\varphi\left(y \sigma_{t}^{\varphi}(x)\right)
$$

We have then

$$
F(t)=\varphi\left(\varkappa^{\mathrm{int}} x y\right)=\varkappa^{\mathrm{int}} \varphi(x y) ;
$$

$$
F(t+i)=\varkappa^{i n(t+i)} \varphi(x y)=\varkappa^{-n} \varkappa^{\mathrm{int}} \varphi(x y) ;
$$

hence we have

$$
\varkappa^{\mathrm{int}} \varphi(y x)=\varphi\left(y \sigma_{t}^{\varphi}(x)\right)=F(t+i)=\varkappa^{-n} \varkappa^{\mathrm{int}} \varphi(x y)
$$

Thus we obtain

$$
\varphi\left(y \sigma_{t}^{\varphi}(x)\right)=\varkappa^{-n} \varphi\left(\sigma_{t}^{\Phi}(x) y\right) ; \quad x^{n} \varphi(y x)=\varphi(x y)
$$

so that (ii) follows.
(ii) $\Rightarrow$ (i): Suppose $\varkappa^{n} \varphi(y x)=\varphi(x y)$ for every $y \in m$. We have then

$$
\begin{aligned}
F(t)=\varphi\left(\sigma_{t}^{q}(x) y\right)=\varphi\left(x \sigma_{-t}^{\varphi}(y)\right) & =\varkappa^{n} \varphi\left(\sigma_{-t}^{\varphi}(y) x\right) \\
& =\varkappa^{n} \varphi\left(y \sigma_{t}^{\varphi}(x)\right),
\end{aligned}
$$

so that we get $F(t+i)=\varkappa^{-n} F(t)$. Put

We have then

$$
G(t+i)=\varkappa^{-i n(t+i)} F(t+i)=\varkappa^{-\operatorname{int}} \varkappa^{n} F(t+i)=\varkappa^{-\mathrm{int}} F(t)=G(t)
$$

The holomorphic function $G$ is bounded on the strip and has period $i$. Therefore $G$ is constant. Hence the function $F(\alpha)$ is proportional to $\varkappa^{i n \alpha}$. Thus we get

$$
\varphi\left(\sigma_{t}^{\varphi}(x) y\right)=x^{i n t} F(0)=\varepsilon^{i n t} \varphi(x y)
$$

which means that $\left(y \xi_{0} \mid \sigma_{t}^{\mathscr{P}}\left(x^{*}\right) \xi_{0}\right)=x^{\text {int }}\left(y \xi_{0} \mid x^{*} \xi_{0}\right)$. Since $\mathscr{m} \xi_{0}$ is dense in $\mathfrak{g}$, we have $\sigma_{t}^{q}\left(x^{*}\right) \xi_{0}=x^{-i n t} x^{*} \xi_{0}$, so that $\sigma_{t}^{\varphi}\left(x^{*}\right)=x^{-i n t} x^{*}$ because $\xi_{0}$ is separating. Thus we get $\sigma_{t}^{\psi}(x)=\chi^{i n t} x$.
Q.E.D.

Proposition 1.7. (i) If $\mathcal{A}$ is a maximal abelian self-adjoint subalgebra of $\boldsymbol{m}_{0}$, then $\mathcal{A}$ is maximal abelian in the whole algebra 7 .
(ii) The relative commutant $m_{0}^{\prime} \cap m$ of $m_{0}$ is contained in $m$ as the center $Z_{0}$ of $m_{0}$.

Proof. Let $\mathcal{A}^{c}$ denote the relative commutant $\mathcal{A}^{\prime} \cap 7$ of $\mathcal{A}$ in $m$. Since $\sigma_{l}^{p}$ is the identity automorphism on $\boldsymbol{m}_{0}$, so it is on $\mathcal{A}$; hence trivially $\sigma_{t}^{q}(\mathcal{A})=\mathcal{A}$ which implies that $\sigma_{l}\left(\mathcal{A}^{c}\right)=\mathcal{A}^{c}$. Hence $\mathcal{A}^{c}$ is invariant under $\sigma_{t}^{\rho}$. Therefore we have $\varepsilon_{n}\left(\mathcal{A}^{c}\right) \subset \mathcal{A}^{c}$ because $\varepsilon_{n}$ is defined by (7) and the integration is taken under the $\sigma$-strong operator topology. Let $x$ be an arbitrary element in $\mathcal{A}^{c}$. We have then $\varepsilon_{n}(x)=y \in \mathcal{A}^{c} \cap m_{n}$, so that $y^{*} y$ belongs to $\mathcal{A}^{c} \cap \mathscr{m}_{0}$, so that $y^{*} y$ is in $\mathcal{A}$. The same is true for $y y^{*}$. Therefore $h=\left(y^{*} y\right)^{\frac{1}{2}}$ and $k=\left(y y^{*}\right)^{\frac{1}{2}}$ both belong to $\mathcal{A}$. Let $y=u h=k u$ be the left and right polar decomposition. Since $u$ is in $\mathcal{A}^{c}$, commute with $h$ and $k$, so that

$$
y y^{*}=u h^{2} u^{*}=h u u^{*} h \leqslant h=y^{*} y
$$

$$
y^{*} y=u^{*} k^{2} u=k u^{*} u k \leqslant k^{2}=y y^{*}
$$

Thus we get $y^{*} y=y y^{*}$. On the other hand, $y$ is in $m_{n}$, so that by Lemma 1.6, we have

$$
\varphi\left(y y^{*}\right)=\varkappa^{n} \varphi\left(y^{*} y\right)
$$

Hence $\varphi\left(y^{*} y\right)=0$ unless $n=0$, so that $y=0$. Thus $\varepsilon_{n}(x)=0$ for every non-zero $n \in \mathbf{Z}$. Therefore $x$ falls in $m_{0}$. Hence $x \in \mathscr{m}_{0} \cap \mathcal{A}^{c}=\mathcal{A}$. Thus $\mathcal{A}$ is maximal abelian in $\boldsymbol{m}$.

Assertion (ii) follows from the fact $\boldsymbol{m}_{0}^{\prime} \cap \boldsymbol{M} \subset \mathcal{A}^{c}$ for any maximal abelian self-adjoint subalgebra $\mathcal{A}$ of $m_{0}$. Hence $\boldsymbol{m}_{0}^{\prime} \cap T \subset \mathcal{A}^{c}=\mathcal{A} \subset \boldsymbol{m}_{0}$. Thus $\boldsymbol{m}_{0}^{\prime} \cap \mathbb{M}$ must be the center $Z_{0}$ of $m_{0}$.
Q.E.D.

For each $n \in Z$, we define a normal representation $\left\{\pi_{n}, \mathfrak{S}_{n}\right\}$ of $\boldsymbol{T}_{0}$ and a normal antirepresentation $\left\{\pi_{n}^{\prime}, \mathfrak{F}_{n}\right\}$ as follows:

$$
\left.\begin{array}{r}
\pi_{n}(a) \xi=a \xi, \quad a \in \mathbb{M}_{0}, \quad \xi \in \mathfrak{H}_{n} ;  \tag{17}\\
\pi_{n}^{\prime}(a)=J \pi_{-n}\left(a^{*}\right) J, \quad a \in \mathscr{M}_{0} .
\end{array}\right\}
$$

By (16), $\mathfrak{S}_{n}$ is invariant under $\mathscr{F}_{0}$, so that the representation $\left\{\pi_{n}, \mathfrak{S}_{n}\right\}$ makes sense. Also equality (5) guarantees that the definition of $\left\{\pi_{n}^{\prime}, \mathfrak{S}_{n}\right\}$ makes sense. Since $\pi_{n}^{\prime}(a)$ is the restriction of $J a^{*} J$ to $\mathfrak{S}_{n}$ and since $J a^{*} J \in \mathbb{I}^{\prime}, \pi_{n}\left(\boldsymbol{m}_{0}\right)$ and $\pi_{n}^{\prime}\left(\boldsymbol{M}_{0}\right)$ commute. More precisely, we have the following:

Lemma 1.8. For each $x \in \mathbb{T}_{n}$, we have

$$
\begin{equation*}
\pi_{n}^{\prime}(a) x \xi_{0}=x a \xi_{0}, \quad a \in M_{0} \tag{18}
\end{equation*}
$$

Proof. We have

$$
\begin{align*}
\pi_{n}^{\prime}(a) x \xi_{0}=J \pi_{-n}\left(a^{*}\right) J x \xi_{0} & =J a^{*} J x \xi_{0}=J a^{*} \Delta^{\frac{1}{2}} x^{*} \xi_{0}=J a^{*} \varkappa^{-n / 2} x^{*} \xi_{0} \\
& =\varkappa^{-n / 2} J a^{*} x^{*} \xi_{0}=\varkappa^{-n / 2} \Delta^{\frac{1}{2}} x a \xi_{0}=\varkappa^{-n / 2} x^{n / 2} x a \xi_{0}=x a \xi_{0}
\end{align*}
$$

Remark. So far, we have not used the homogeneity of the state $\varphi$, so that all results obtained above remain true for any periodic state.

Now, we start to discuss the group $G(p)$. We define the unitary representation $\{U(g), \mathfrak{F}\}$ of $G(\varphi)$ by

$$
U(g) x \xi_{0}=g(x) \xi_{0}, \quad x \in \mathbb{M}, g \in G(p) .
$$

The invariance of $\varphi$ under $g \in G(\varphi)$ assures that each $U(g)$ extends to a unitary operator $\mathfrak{S}$ which is also denoted by the same symbol $U(g)$. It is obvious that

$$
U\left(g_{1} g_{2}\right)=U\left(g_{1}\right) U\left(g_{2}\right) \text { and } U\left(g^{-1}\right)=U(g)^{*}
$$

for any $g_{1}, g_{2}$ and $g \in G(\varphi)$. For any $x, y \in m$, we have

$$
\begin{gather*}
U(g) x U(g)^{*} y \xi_{0}=U(g) x g^{-1}(y) \xi_{0}=g\left(x g^{-1}(y)\right) \xi_{0}=g(x) y \xi_{0} \\
U(g) x U(g)^{*}=g(x), \quad x \in \mathbb{m} . \tag{19}
\end{gather*}
$$

so that
Since $g$ and $\sigma_{t}^{\varphi}$ commute by [10] and [19], $g$ leaves $\mathscr{m}_{n}$ invariant, so that $U(g)$ leaves $\mathfrak{F}_{n}$ invariant as well. Furthermore, we have

$$
\left.\begin{array}{l}
U(g) \pi_{n}(a) U(g)^{*}=\pi_{n} \circ g(a)  \tag{20}\\
U(g) \pi_{n}^{\prime}(a) U(g)^{*}=\pi_{n}^{\prime} \circ g(a), a \in M_{0}, g \in G(p) .
\end{array}\right\}
$$

In fact, the first equality follows from (19) and the second one follows from (18) and (19).

Lemma 1.9. If $\mathfrak{S}_{n} \neq\{0\}$, then $\left\{\pi_{n}, \mathfrak{S}_{n}\right\}$ and $\left\{\pi_{n}^{\prime}, \mathfrak{S}_{n}\right\}$ are both faithful.
Proof. Let $\mathfrak{J}=\pi_{n}^{-1}(0)$. Since $\pi_{n}$ is normal, $\mathfrak{J}$ is a $\sigma$-weekly closed ideal of $\prod_{0}$. Hence $\mathcal{J}$ is of the form $\mathcal{J}=m_{0} z$ for some projection $z$ in $Z_{0}$. If $x$ is in $\mathcal{J}$, then $\pi_{n}(x)=0$; so we have, for every $g \in G(\varphi)$,

$$
\pi_{n} \circ g(x)=U(g) \pi_{n}(x) U(g)^{*}=0
$$

hence $g(x)$ falls in $\mathcal{J}$. Therefore, $g(\mathcal{J}) \subset \mathfrak{J}, g \in G(\varphi)$. Considering $g^{-1}$, we get $g(\mathcal{J})=\mathfrak{J}$, which means $g(z)=z$ for every $g \in G(\varphi)$. By the ergodicity of $G(\varphi), z=0$ or 1 . Since $\pi_{n}(1) \neq 0$ by the assumption on $\mathfrak{S}_{n}, z=0$. The assertion for $\pi_{n}^{\prime}$ follows similarly.
Q.E.D.

Lemma 1.10. For every $n \in \mathbf{Z}$, we have

$$
m_{n} \neq\{0\} .
$$

Proof. Let $\mathbf{Z}_{1}=\left\{n \in \mathbf{Z}: \mathscr{m}_{n} \neq\{0\}\right\}$. We first claim that $\mathbf{Z}_{1}$ is a subgroup of the additive group $\mathbf{Z}$. Let $x$ be a non-zero element in $m_{n}$ for a fixed $n \in \mathbf{Z}_{1}$. Then $x^{*} x$ is a non-zero element of $\mathscr{M}_{0}$ by Lemma 1.5. If $\mathscr{m}_{m} \neq\{0\}$, then $\mathfrak{S}_{m} \neq\{0\}$, so that $\pi_{m}\left(x^{*} x\right) \neq 0$ by Lemma 1.9. Since $\mathscr{m}_{m} \xi_{0}$ is dense in $\mathfrak{S}_{m}$ by Lemma 1.4, there exists an element $y \in \mathscr{M}_{m}$ such that $\pi_{m}\left(x^{*} x\right) y \xi_{0} \neq 0$; hence $x y \neq 0$. But $x y$ falls in $m_{n+m}$, so that $m_{n+m} \neq\{0\}$. Hence $\mathbf{Z}_{1}$ is additive. By (15) $\prod_{-n} \neq\{0\}$ if $n \in \mathbf{Z}_{1}$. Thus $\mathbf{Z}_{1}$ is a group.

Let $n_{0}$ be the smallest positive integer in $\mathbf{Z}_{1}$. By the group property of $\mathbf{Z}_{1}$, we have $\mathbf{Z}_{1}=n_{0} \mathbf{Z}$. Therefore, the spectrum of $\Delta$ consists of $\left\{x^{n_{0} n}: n \in \mathbf{Z}\right\}$, Hence we have

$$
\Delta^{i T / n_{0}}=\sum_{n \in \mathbb{Z}} \chi^{i n n_{0} T / n_{0}} E_{n n_{0}}=\sum_{n \in \mathbb{Z}} E_{n n_{0}}=1 .
$$

Unless $n_{0}=1$, this contradicts the fact that $T$ is the period of $\sigma_{t}^{\phi}$.
Q.E.D.

Lemma 1.11. For each $n \in \mathbf{Z},\left\{\boldsymbol{\pi}_{n}\left(\boldsymbol{m}_{0}\right), \mathfrak{S}_{n}\right\}$ admits either a cyclic vector or a separating vector.

Proof. Let $z$ be the greatest projection in $Z_{0}$ such that $\pi_{n}(z)$ is a cyclic projection. The existence of such a projection is assured by the $\sigma$-finiteness of $\boldsymbol{m}_{0}$. For each $g \in G(\varphi)$, $\pi_{n} \circ g(z)=U(g) \pi_{n}(z) U(g)^{*}$ is also a cyclic projection. Hence we have $g(z)=z$ for each $g \in G(\varphi)$. The ergodicity of $G(\varphi)$ implies either $z=0$ or l. If $z=0$, then $\left\{\pi_{n}\left(M_{0}\right), \mathfrak{J}_{n}\right\}$ must admit a separating vector.
Q.E.D.

Lemma 1.12. If $\xi$ is a vector in $\mathfrak{S}_{n}, n \in \mathbf{Z}$, then there exists self-adjoint positive operators $h$ and $k$ affiliated with $\mathcal{M}_{0}$ and a partial isometry $u \in \mathcal{M}_{n}$ such that

$$
\xi=u h \xi_{0}=k u \xi_{0} .
$$

Prof. Since $\xi$ belongs to $\mathcal{D}\left(\Delta^{\frac{1}{2}}\right)$, the domain of $\Delta^{\frac{1}{2}}$, if we define an operator $a_{0}$ on $m^{\prime} \xi_{0}$ by $a y \xi_{0}=y \xi, y \in \mathbb{m}^{\prime}$, then $a_{0}$ is preclosed, see [18; $\S 3$ ]. The preclosed operator $a_{0}$ is transformed by $\Delta^{i t}$ as follows:

$$
\Delta^{i t} a_{0} \Delta^{-i t} y \xi_{0}=\Delta^{i t} a_{0} \Delta^{-i t} y \Delta^{i t} \xi_{0}=\Delta^{i t}\left(\Delta^{-i t} y \Delta^{i t}\right) \xi=y \Delta^{i t} \xi=x^{i n t} y \xi=x^{i n t} a_{0} y \xi_{0}, \quad y \in M^{\prime}
$$

Hence we have $\Delta^{i t} a_{0} \Delta^{-i t}=\chi^{\text {int }} a_{0}$. Let $a$ denote the closure of $a_{0}$ which is the second adjoint $a_{0}^{* *}$ of $a_{0}$. Then we have $\Delta^{i t} a \Delta^{-i t}=\chi^{1 \mathrm{nt}} a$. Suppose $a=u h=k u$ is the left and right polar decomposition of $a$. Then $u$ is in $m$, and $h$ and $k$ are affiliated with $m$. The equality:

$$
\varkappa^{i \mathrm{int}} u h=\Delta^{i t} u h \Delta^{-i t}=\Delta^{i t} u \Delta^{-i t} \Delta^{i t} h \Delta^{-i t}
$$

together with the unicity of the polar decomposition, implies that

$$
\begin{gathered}
\sigma_{t}^{\mathscr{L}}(u)=\Delta^{i t} u \Delta^{-i t}=\varkappa^{i n t} u ; \\
\Delta^{i t} h \Delta^{-i t}=h .
\end{gathered}
$$

Hence $h$ is affiliated with the fixed point algebra $m_{0}$ of $\sigma_{t}^{q}$. Similarly $k$ is affiliated with $m_{0}$. Now, we have

$$
\xi=a_{0} \xi_{0}=a \xi=u h \xi_{0}=k u \xi_{0}
$$

Q.E.D.

Lemma 1.13. For $n \geqslant 1,\left\{\pi_{n}\left(\mathcal{M}_{0}\right) \mathfrak{פ}_{n}\right\}\left(\right.$ resp. $\left.\left\{\pi_{-n}\left(\mathscr{M}_{0}\right), \mathfrak{S}_{-n}\right\}\right)$ does not admit a separating vector (resp. a cyclic vector).

Proof. Let $\xi$ be a separating vector for $\left\{\pi_{n}\left(m_{0}\right), \mathfrak{S}_{n}\right\}$. By Lemma 1.12, $\xi$ is of the form $\xi=u h \xi_{0}$ with $u$ a partial isometry in $m_{n}$ and $h$ a self-adjoint positive operator affiliated with $M_{0}$. By definition, $\pi_{n}(a) \xi=0, a \in M_{0}$, implies $a=0$, so that $a u=0$ implies $a=0$. But $\left(1-u u^{*}\right) u=0$ and $1-u u^{*}$ is in $m_{0}$, so that $u u^{*}=1$. By Lemma 1.6 , we get
a contradiction.

$$
1 \geqslant \varphi\left(u^{*} u\right)=\varkappa^{-n} \varphi\left(u u^{*}\right)=\varkappa^{-n}>1,
$$

Suppose $\xi$ is a cyclic vector for $\left\{\pi_{-n}\left(\mathcal{M}_{0}\right), \mathfrak{S}_{-n}\right\}$. It is then separating for $\pi_{-n}^{\prime}\left(\mathscr{M}_{0}\right)$. By Lemma 1.12, we have $\eta=k v \xi_{0}$ with $v$ a partial isometry in $m_{-n}$ and $k$ a self-adjoint positive operator affiliated with $m_{0}$. Since $\pi_{-n}^{\prime}(a) \eta=0$ implies $a=0$ for any $a \in T_{0}, k v a \eta=0$ implies, by Lemma 1.8, $a=0$; hence $v a=0$ implies $a=0$. Therefore, we get $v^{*} v=1$ since $v\left(1-v^{*} v\right)=0$ and $v^{*} v \in \mathbb{M}_{0}$. But Lemma 1.6 yields the following:

$$
1 \geqslant \varphi\left(v v^{*}\right)=\varkappa^{-n} \varphi\left(v^{*} v\right)=\varkappa^{-n}>1,
$$

a contradiction.
Q.E.D.

As an immediatiate consequence of Lemmas 1.11 and 13, we get the following:
Corollary 1.14. For $n \geqslant 1,\left\{\pi_{n}\left(\mathscr{m}_{0}\right), \mathfrak{F}_{n}\right\}$ (resp. $\left\{\pi_{-n}, \mathfrak{S}_{-n}\right\}$ ) admits a cyclic (resp. separating) vector.

Lemma l.15. The subspace $\mathbb{m}_{1}$ of $\mathbb{m}$ contains an isometry $u$ such that for $n \geqslant 1$,

$$
\begin{aligned}
m_{n} & =m_{0} u^{n} \\
m_{-n} & =u^{* n} m_{0}
\end{aligned}
$$

Proof. By Corollary 1.14, there exists a cyclic vector $\xi$ for $\left\{\pi_{1}, \mathfrak{S}_{1}\right\}$. As seen already, $\xi$ is of the form $\xi=k u \xi_{0}$ with $u$ a partial isometry in $m_{1}$ and $k$ a self-adjoint positive operator affiliated with $m_{0}$. Being cyclic for $\pi_{1}\left(m_{0}\right), \xi$ is separating for $\pi_{1}^{\prime}\left(m_{0}\right)$. Hence $\pi_{1}^{\prime}(a) \xi=0$ implies $a=0$ for any $a \in \mathcal{Z}_{0}$, so that if $u a=0, a \in \mathcal{M}_{0}$, then $\pi_{1}^{\prime}(a) \xi=k u a \xi=0$; hence $a=0$. From the facts that $u\left(u^{*} u-1\right)=0$ and that $u^{*} u \in M_{0}$, it follows that $u^{*} u=1$. Hence $u$ is an isometry. Let $n \geqslant 1$. We have then $\left(u^{n}\right)^{*} u^{n}=1$. If $x$ is in $m_{n}$, then $x\left(u^{*}\right)^{n}$ belongs to $\mathbb{T}_{0}$ by Lemma 1.5 , so that

$$
x=x\left(u^{* n} u^{n}\right)=\left(x u^{* n}\right) u^{n} \in \mathscr{M}_{0} u^{n}
$$

Thus $m_{n} \subset m_{0} u^{n}$. Lemma 1.5 yields that $m_{0} u^{n} \subset m_{n}$. Thus we get $m_{n}=m_{0} u^{n}$. Since $m_{-n}=m_{n}^{*}$, we have $\boldsymbol{m}_{-n}=u^{*^{n}} \boldsymbol{m}_{0}$.
Q.E.D.

Corollary 1.16. The von Newmann algebra $m$ is generated by $m_{0}$ and any isometry $u$ in $m_{1}$. More precisely, in the pre-Hilbert space structure induced by the state $\varphi, m$ is decomposed into a "direct sum" as follows:

$$
m^{\prime \prime}=" \ldots \oplus u^{* n} m_{0} \oplus \ldots \oplus u^{*} m_{\mathbf{0}} \oplus m_{\mathbf{0}} \oplus m_{\mathbf{0}} u \oplus \ldots \oplus m_{0} u^{n} \oplus \ldots
$$

For each $z \in \mathcal{M}$, we denote

$$
\begin{equation*}
x(n)=\varepsilon_{n}(x) \in \mathbb{M}_{n}, \quad n \in \mathbf{Z} \tag{21}
\end{equation*}
$$

We have then

$$
x \xi_{0}=\sum_{n \in \mathbb{Z}} x(n) \xi_{0}
$$

Lemma 1.17. For each $x, y \in T$, we have

$$
\begin{equation*}
(x y)(n) \xi_{0}=\sum_{m \in \mathbf{Z}} x(m) y(n-m) \xi_{0} \tag{22}
\end{equation*}
$$

where the summation is taken in the strong topology in $\mathfrak{5}$.
Proof. First we assume that $y$ is in $m_{m}$. We then have

$$
\begin{aligned}
x y \xi_{0} & =x\left(x^{-m / 2} \Delta^{\frac{1}{2}} y \xi_{0}\right)=\varkappa^{-m / 2} x \Delta^{\frac{1}{2}} y \xi_{0} \\
& =\varkappa^{-m / 2} J J x J J \Delta^{\frac{1}{2}} y \xi_{0}=\varkappa^{-n / 2} J(J x J) y^{*} \xi_{0} \\
& =\varkappa^{-m / 2} J y^{*}(J x J) \xi_{0} \text { since } J x J \in \mathbb{m}^{\prime}, \\
& =x^{-m / 2} J y^{*} J x \xi_{0} \text { since } J \xi_{0}=\xi_{0}, \\
& =\varkappa^{-m / 2} J y^{*} J \sum_{l \in \mathbf{Z}} x(l) \xi_{0} \\
& =\sum_{l \in \mathbf{Z}} x^{-m / 2} J y^{*} J x(l) \xi_{0}=\sum_{l \in \mathbf{Z}} x^{-m / 2} x(l) J y^{*} J \xi_{0}=\sum_{l \in \mathbf{Z}} x(l) x^{-m / 2}\left(\Delta^{\frac{1}{2}} y \xi_{0}\right)=\sum_{l \in \mathbf{Z}} x(l) y \xi_{0} .
\end{aligned}
$$

Therefore, we have, for a general $y \in \mathbb{M}$,
hence

$$
x y \xi_{0}=x \sum_{m \in \mathbf{Z}} y(m) \xi_{0}=\sum_{m \in \mathbb{Z}} x y(m) \xi_{0}=\sum_{m \in \mathbb{Z}} \sum_{l \in \mathbf{Z}} x(l) y(m) \xi_{0}
$$

$$
(x y)(n) \xi_{0}=E_{n} x y \xi_{0}=\sum_{m \in \mathbf{Z}} \sum_{l \in \mathbf{Z}} E_{n} x(l) y(m) \xi_{0}=\sum_{l \in \mathbf{Z}} x(l) y(n-l) \xi_{0} .
$$

Q.E.D.

Lemma 1.18. If $u$ and $v$ are isometries in $m_{n}, n \geqslant 1$, then there exists a partial isometry $w$ in $m_{0}$ such that

$$
v=w u \text { and } u=w^{*} v
$$

Proof. Let $w=v u^{*}$. Then $w$ is in $m_{0}$, and we have

$$
\begin{gathered}
w u=v u^{*} u=v \\
\begin{array}{c}
w^{*} v=\left(v u^{*}\right)^{*} v=u v^{*} v=u . \\
w^{*} w=u v^{*} v u^{*}=u u^{*} \\
w w^{*}=v u^{*} u v^{*}=v v^{*} .
\end{array}
\end{gathered}
$$

Furthermore, we get

Hence $w$ is a partial isometry in $m_{0}$ with the intial projection $u u^{*}$ and the final projection $v v^{*}$.
Q.E.D.

Lemma 1.19. Let $u$ be an isometry in $\mathbb{m}_{n}, n \geqslant 1$, and let $e=u u^{*}$. Then $e$ has uniform relative dimension in $m_{0}$, more precisely, we have

$$
e^{\natural}=x^{n} 1 .
$$

Proof. By Lemma 1.18, there exists, for each $g \in G(\varphi)$, a partial isometry $w(g) \in M_{0}$ such that $g(u)=w(g) u$. Hence we have

$$
\begin{aligned}
g(e) & =g\left(u u^{*}\right)=g(u) g(u)^{*} \\
& =w(g) u u^{*} w(g)^{*}=w(g) e w(g)^{*}
\end{aligned}
$$

By the ergodicity of $G(\varphi)$ on $m_{0}$, we can find nets

$$
\left\{\lambda_{i}^{\alpha}: i=1,2, \ldots, n_{\alpha}\right\} \subset[0,1] \text { and }\left\{g_{i}^{\alpha}: i=1,2, \ldots, n_{\alpha}\right\} \subset G(\varphi)
$$

such that

$$
\varphi(e) 1=w-\lim _{\alpha} \sum_{i=1}^{n_{\alpha}} \lambda_{i}^{\alpha} g_{i}^{\alpha}(e)=w-\lim _{\alpha} \sum_{i=1}^{n_{\alpha}} \lambda_{i}^{\alpha} w\left(g_{i}^{\alpha}\right) e w\left(g_{i}^{\alpha}\right)^{*}=e^{\natural}
$$

On the other hand, we have by Lemma 1.6,

$$
\varphi(e)=\varphi\left(u u^{*}\right)=\varkappa^{n} \varphi\left(u^{*} u\right)=\varkappa^{n} \varphi(1)=\chi^{n}
$$

We now introduce a positive linear map $\operatorname{Ad}(a)$ of $m$ into $m$ for each fixed $a \in m$ as follows:

$$
\begin{equation*}
\operatorname{Ad}(a)(x)=a x a^{*}, \quad x \in \mathbb{M} \tag{23}
\end{equation*}
$$

If $u$ is unitary, then $\operatorname{Ad}(u)$ is an inner automorphism, and if $u$ is an isometry then $\operatorname{Ad}(u)$ is an isomorphism of $m$ onto $e m e$ with $e=u u^{*}$.

Lemma 1.20. Let e be a projection of a von Neumann algebra $n$ such that the central support of $e$ is 1 . If $\theta$ is an isomorphism of $\eta$ onto $e n e$, then there exists uniquely an automorphism $\tilde{\theta}$ of the center $Z$ of $\eta$ such that $\theta(a)=\tilde{\theta}(a)$ e for any $a \in Z$.

Proof. The center of $e \eta_{e}$ is $\mathcal{Z} e$, and the map: $a \in Z \mapsto a e \in Z e$ is an isomorphism of $Z$ onto $Z e$ by the assumption on the central support of $e$. Since $\theta$ is an isomorphism of $\boldsymbol{\eta}$ onto $e$ Ne as assumed, we have $\theta(Z)=Z$ e. Hence we can define an automorphism $\theta$ of $Z$ so that $\theta(a)=\tilde{\theta}(a) e, a \in Z$.
Q.E.D.

By Lemma 1.5, if $u$ is an isometry in $m_{1}$, then $\operatorname{Ad}(u)$ leaves $m_{0}$ invariant, so we denote by $\theta_{u}$ the restriction of $\operatorname{Ad}(u)$ to $m_{0}$. Since $u u^{*}$ is of uniform relative dimension in $m_{0}$ by Lemma 1.20 , the central support of $u u^{*}$ must be 1 . Hence $\theta_{u}$ induces an auto morphism $\tilde{\theta}_{u}$ on $Z_{0}$ by Lemma 1.21.

Lemma 1.21. (i) For any isometries $u$ and $v$ in $\mathbb{m}_{1}$, we have

$$
\tilde{\theta}_{u}(a)=\tilde{\theta}_{v}(a), a \in Z_{0} .
$$

(ii) The inverse $\tilde{\theta}_{u}^{-1}$ is given by

$$
\hat{\theta}_{u}^{-1}(a)=u^{*} a u, a \in Z_{0} .
$$

Proof. By Lemma 1.19, $v$ is of the form $v=w u$ with $w$ a partial isometry in $M_{0}$. Hence we have

$$
\theta_{v}(x)=v x v^{*}=w u x u^{*} w^{*}=w \theta_{u}(x) w^{*}, \quad x \in M_{0}
$$

Let $e=u u^{*}$ and $f=v v^{*}$. We have then, for each $a \in Z_{0}$,

$$
\begin{aligned}
\check{\theta}_{v}(a) f & =\theta_{v}(a)=w \theta_{u}(a) w^{*} \\
& =w \tilde{\theta}_{u}(a) e w^{*}=\tilde{\theta}(a) w e w^{*}=\tilde{\theta}_{u}(a) f
\end{aligned}
$$

so that $\tilde{\theta}_{u}(a)=\tilde{\theta}_{v}(a), a \in Z_{0}$. Let $b=\tilde{\theta}_{u}(a), a \in Z_{0}$. We have then $b e=\theta_{u}(a)=u a u^{*}$, so that

$$
a=u^{*} u a u^{*} u=u^{*} b e u=u^{*} b(e u)=u^{*} b u,
$$

which means that $\tilde{\theta}_{u}^{-1}(b)=u^{*} a u$.
Q.E.D.

Thus, the automorphism $\tilde{\theta}_{u}$ of $Z_{0}$ does not depend on the choice of the isometry $u$ in $m_{1}$, so that we denote it simply by $\tilde{\theta}$.

Proposition 1.22. The center $z^{2}$ of $\mathbb{T}$ is precisely the fixed point subalgebra of $Z_{0}$ under $\tilde{\theta}$. Hence $m$ is a factor if and only if $\tilde{\theta}$ is ergodic.

Proof. The center $z$ of $m$ is obviously contained in the relative commutant $m_{0}^{c}$ of $m_{0}$ in $m$ which is the center $Z_{0}$ of $m_{0}$ by Proposition 1.7. (ii). Since $m$ is generated by $m_{0}$ and an isometry $u$ in $M_{1}$ by Corollary 1.16, the center $Z$ is the set of all elements in $Z_{0}$ commuting with $u$. An element $a \in Z_{0}$ commutes with $u$ if and only if $a=u^{*} a u=\theta^{-1}(a)$; hence if and only if $a$ is a fixed point of $\ddot{\theta}$.
Q.E.D.

Lemma 1.23. For any isometry $u \in \mathcal{M}_{n}, n \geqslant 1$, we have.

$$
\begin{aligned}
\varphi \circ \theta_{u}(x) & =x^{n} \varphi(x), \quad x \in \mathscr{T}_{0} ; \\
\varphi \circ \tilde{\theta}(a) & =\varphi(a), \quad a \in Z_{0} .
\end{aligned}
$$

Proof. For each $x \in \mathbb{T}_{0}$, we have, by Lemma 1.6,

$$
x^{n} \varphi(x)=\varkappa^{n} \varphi\left(x u^{*} u\right)=\varphi\left(u x u^{*}\right)=\varphi \circ \theta_{u}(x)
$$

Choose an isometry $u$ in $m_{1}$ and let $e=u u^{*}$. We have for each $a \in Z_{0}$

$$
\varkappa \varphi(a)=\varphi\left(\theta_{u}(a)\right)=\varphi\left(\bar{\theta}_{u}(a) e\right)=\varphi\left(\tilde{\theta}_{u}(a) e^{\natural}\right)=\varkappa \varphi\left(\bar{\theta}_{u}(a) \quad\right. \text { by Lemma 1.19 }
$$

Thus $\varphi(a)=\varphi(\tilde{\theta}(a))$.
Q.E.D.

Lemma 1.24. If $u$ is an isometry in $m_{n}, n \geqslant 1$, then we have

$$
\theta_{u}(x)^{\natural}=x^{n} \tilde{\theta}^{n}\left(x^{\natural}\right), x \in M_{0} .
$$

Proof. For each $a \in Z_{0}$, we have
so that $\theta_{u}(x)^{\text {鳥 }}=x^{n} \tilde{\theta}^{n}\left(x^{\natural}\right)$.

$$
\begin{aligned}
\varphi\left(\theta_{u}(x)^{\natural} a\right)=\varphi\left(\theta_{u}(x) a\right) & =\varphi\left(u x u^{*} a\right) \\
& =x^{n} \varphi\left(x u^{*} a u\right) \\
& =x^{n} \varphi\left(x \hat{\theta}^{-n}(a)\right) \quad \text { by Lemma 1.21, } \\
& =x^{n} \varphi\left(x^{\natural} \tilde{\theta}^{-n}(a)\right) \\
& =x^{n} \varphi\left(\tilde{\theta}^{n}\left(x^{\natural}\right) a\right), \\
\text { घ). } &
\end{aligned}
$$

Lemma 1.25. For any pair $p, q$ of projections in $\boldsymbol{m}_{0}$, and an integer $n$, the following two statements are equivalent:
(i) There exists a partial isometry $v \in \boldsymbol{M}_{n}$ such that

$$
p=v^{*} v \quad \text { and } \quad q=v v^{*}
$$

(ii) $q^{\natural}=x^{n} \tilde{\theta}^{n}\left(p^{\natural}\right)$.

Proof. (i) $\Rightarrow$ (ii): Considering $v^{*}$ if $n \leqslant-1$, we may assume $n \geqslant 1$. Let $u$ be an isometry in $m_{n}$. Put $w=v u^{*} \in m_{0}$. We have then

$$
u w^{*}=v u^{*} u v^{*}=v v^{*}=q ; \quad w^{*} w=u v^{*} v u^{*}=u p u^{*}=\theta_{u}(p) .
$$

Hence we have, by Lemma 1.24,

$$
q^{\natural}=\theta_{u}(p)^{\natural}=x^{n} \tilde{\theta}^{n}\left(p^{\natural}\right) .
$$

(ii) $\Rightarrow$ (i): Interchanging $p$ and $q$ if $n \leqslant-1$, we may assume $n \geqslant 1$. Choose an isometry $u$ in $m_{n}$. We have then $\theta_{u}(p)^{\natural}=x^{n} \tilde{\theta}^{n}\left(p^{\natural}\right)=q$ by Lemma 1.24. Hence there exists a unitary $w$ in $m_{0}$

$$
q=w \theta_{u}(p) w^{*}=w u p u^{*} w^{*}
$$

Put $v=w u p$. It is then clear that $v$ is a partial isometry in $m_{n}$ such that $v v^{*}=q$ and

$$
v^{*} v=p u^{*} w^{*} w u p=p u^{*} u p=p
$$

Q.E.D.

Lemma 1.26. The von Neumann algebra $m_{0}$ is of type $\mathrm{II}_{1}$.
Proof. Let $u$ be an isometry in $\mathbb{m}_{1}$, and let $e_{n}=u^{n} u^{* n}, n \geqslant 1$. We have then $e_{n}^{\natural}=x^{n} \mathbf{l}$
by Lemma 1.19. Hence $m_{0}$ does not have a direct summand of type $I$, so that it is of type II.
Q.E.D.

We are now in the position to state our first result which has been proved already.

Theorem 1.27. Suppose $m$ is a von Neumann algebra equipped with a faithful homogeneous periodic state $\varphi$ of period $T>0$. Let $x=e^{-2 \pi / x}$. The centralizer $M_{0}$ of $\varphi$ is of type $\mathrm{I}_{1}$ and there exists an isometry $u$ with the following properties:
(i) $m$ is generated by $m_{0}$ and $u$;
(ii) Ad (u) induces an isomorphism of $\mathbb{M}_{0}$ onto $e \mathbb{M}_{0} e$ where $e=u u^{*}$;
(iii) For each positive integer $n$,

$$
m_{n}=m_{0} u^{n} \text { and } m_{-n}=u^{* n} m_{0}
$$

where $M_{n}$ is defined by (6);
(iv) The algebra $m$ is written as:

$$
m^{\prime \prime}=" \ldots \oplus u^{* n} m_{\mathbf{0}} \oplus \ldots \oplus u^{*} m_{\mathbf{0}} \oplus m_{0} \oplus m_{\mathbf{0}} u \oplus \ldots \oplus m_{0} u^{n} \oplus \ldots
$$

where " $=$ " means that for any $x \in \mathbb{M}$ there exists a sequence $\{x(n)\}$ such that $x(n) \in \mathcal{M}_{n}$ and $x=\sum_{n \in \mathbb{Z}} x(n)$ under the Hilbert space metric topology induced by $\varphi$;
(v) The isomorphism $\theta$ of $\mathbb{M}_{0}$ onto $e \mathbb{M}_{0} e$ induces an automorphism $\tilde{\theta}$ of the center $\mathcal{Z}_{0}$ of $m_{0}$ such that the center $Z$ of $m$ is precisely the fixed point subalgebra of $Z_{0}$ under $\tilde{\theta}$;
(vi) For any pair $p, q$ of projections in $m_{0}$ there exists a partial isometry $v$ in $m_{n}$ such that $p=v^{*} v$ and $q=v v^{*}$ if and only if $\varkappa^{n} \bar{\theta}^{n}\left(p^{\natural}\right)=\ddot{\theta}^{n}\left(q^{\natural}\right)$.

Concerning the natural question to what extent the couple ( $\boldsymbol{m}_{0}, u$ ) in Theorem 1.27 determines the structure of the couple ( $M, \varphi$ ), we have the following:

Theorem 1.28. Suppose $m$ and $\bar{m}$ are two von Neumann algebras equipped with faithful homogeneous periodic states $\varphi$ and $\bar{\varphi}$ respectively. Necessary and sufficient conditions that there exists an isomorphism $\sigma$ of $\bar{m}$ onto $\bar{m}$ such that $\bar{\varphi}=\varphi \circ \sigma$ are given by the following:
(i) $T=\bar{T}$, where $T$ and $\bar{T}$ are the period of $\varphi$ and $\bar{\varphi}$ respectively;
(ii) There exist an isomorphism $\sigma_{0}$ of $\bar{m}_{0}$ onto $M_{0}$ and a partiai isometry $w$ in $\prod_{0}$ such that

$$
\begin{aligned}
\bar{\varphi}_{0} & =\varphi_{0} \circ \sigma_{0} ; \\
\theta \circ \sigma_{0}(x) & =w^{*} \sigma_{0} \circ \theta(x) w ; \\
\sigma_{0} \circ \bar{\theta}(x) & =w \theta \circ \sigma_{0}(x) w^{*}, \quad x \in \bar{m}_{0}
\end{aligned}
$$

where $\varphi$ and $\bar{\varphi}_{0}$ mean the restrictions of $\varphi$ and $\bar{\varphi}$ to $T_{0}$ and $\bar{m}_{0}$ respectively, and $\theta$ and $\bar{\theta}$ mean the isomorphisms of $m_{0}$ and $\bar{m}_{0}$ considered in Theorem 1.27 corresponding to $\varphi$ and $\bar{\varphi}$ respectively.

Proof. We keep the same notations as before, putting bars on top of the symbols corresponding to $\bar{m}$ and $\bar{\varphi}$. For example, $\overline{\mathfrak{F}}$ means the representation Hilbert space of $\bar{m}$ and $\bar{\xi}_{0}$ means the cyclic vector in $\overline{\mathfrak{F}}$ such that $\bar{\varphi}(x)=\left(x \bar{\xi}_{0} \mid \xi_{0}\right), x \in \bar{m}$.

Suppose there exists an isomorphism $\sigma$ of $\bar{m}$ onto $m$ with $\bar{\varphi}=\varphi \circ \sigma$. We have then $\sigma_{t}^{\bar{p}}=\sigma^{-1} \circ \sigma_{t}^{\boldsymbol{\varphi}} \circ \sigma, t \in \mathbf{R}$, so that we have

$$
T=\bar{T}, m_{n}=\sigma\left(\bar{m}_{n}\right), \quad n \in \mathbf{Z}
$$

Let $u$ and $\bar{u}$ be isometrics in $m_{1}$ and $\bar{m}_{1}$ respectively such that

$$
\begin{array}{ll}
\theta(x)=u x u^{*}, & x \in \bar{m}_{0} \\
\bar{\theta}(x)=\bar{u} x \bar{u}^{*}, & x \in \bar{m}_{0}
\end{array}
$$

Since $\sigma(\bar{u})$ is an isometry in $\mathbb{M}_{1}$, there exists, by Lemma 1.8, a partial isometry $w$ in $\mathbb{m}_{0}$ with $\sigma(\bar{u})=w u$ and $u=w^{*} \sigma(\bar{u})$. Hence we have, for every $x \in \bar{m}_{0}$,

$$
w \theta \circ \sigma(x) w^{*}=w u \sigma(x) u^{*} w^{*}=\sigma(\bar{u}) \sigma(x) \sigma\left(\bar{u}^{*}\right)=\sigma\left(\bar{u} x \bar{u}^{*}\right)=\sigma \circ \ddot{\theta}(x) .
$$

Thus, statements (i) and (ii) are verified.
Suppose conditions (i) and (ii) hold. We claim first that $w u$ is an isometry in $\boldsymbol{m}_{1}$. But this is seen by the following:

$$
1 \geqslant(w u)^{*}(w u)=u^{*} w^{*} w u \geqslant u^{*} w^{*} \sigma_{0} \circ \bar{\theta}(1) w u=u^{*} \theta \circ \sigma_{0}(1) u=u^{*} \theta(1) u=1 .
$$

Let $v=w u$. We have then $\sigma_{0} \circ \bar{\theta}(x)=v \sigma_{0}(x) v^{*}, x \in \bar{m}_{0}$, and $\sigma_{0} \bar{\theta}^{n}(x)=v^{n} \sigma_{0}(x) v^{* n}$. For each integer $n \geqslant 0$, we define linear maps $U_{n}$ of $\bar{m}_{0} \bar{u}^{n} \xi_{0}$ into $m_{0} u^{n} \xi_{0}$ and $U_{-n}$ of $\bar{u}^{* n} \bar{m}_{0} \bar{\xi}_{0}$ into $u^{* n} m_{0} \xi_{0}$ as follows:

$$
\begin{gathered}
U_{n} x \bar{u}^{n} \xi_{0}=\sigma_{0}(x) v^{n} \xi_{0} \\
U_{-n} \bar{u}^{* n} x \bar{\xi}_{0}=v^{* n} \sigma_{0}(x) \xi_{0}, \quad x \in \bar{m}_{0} .
\end{gathered}
$$

Since $v=w u$ is an isometry in $m_{1}, U_{n}$ and $U_{-n}$ are both subjective. Furthermore, $U_{n}$ and $U_{-n}$ are isometries. In fact, we have for any $x, y \in \bar{m}_{0}$,

$$
\begin{aligned}
\left(U_{n} x \bar{u}^{n} \bar{\xi}_{0} \mid U_{n} y \bar{u}^{n} \bar{\xi}_{0}\right) & =\left(\sigma_{0}(x) v^{n} \xi_{0} \mid \sigma_{0}(y) v^{n} \xi_{0}\right)=\left(v^{* n} \sigma_{0}\left(y^{*} x\right) v^{n} \xi_{0} \mid \xi_{0}\right) \\
& =\varphi_{0} \circ \theta_{v n}\left(\sigma_{0}\left(y^{*} x\right)\right)=x^{n} \varphi_{0} \circ \sigma_{0}\left(y^{*} x\right) \quad \quad \text { by Lemma 1.23 } \\
& =x^{n} \bar{\varphi}_{0}\left(y^{*} x\right)=\varphi_{0} \circ \theta_{\bar{u}^{n}}\left(y^{*} x\right)=\left(x \bar{u}^{n} \bar{\xi}_{0} \mid y \bar{u}^{n} \xi_{0}\right) ; \\
\left(U_{-n} \bar{u}^{* n} x \bar{\xi}_{0} \mid U_{-n} \bar{u}^{* n} y \bar{\xi}_{0}\right) & =\left(v^{* n} \sigma_{0}(x) \xi_{0} \mid v^{* n} \sigma_{0}(y) \xi_{0}\right)=\left(\sigma_{0}\left(y^{*}\right) v^{n} v^{* n} \sigma_{0}(x) \xi_{0} \mid \xi_{0}\right) \\
& =\left(\sigma_{0}\left(y^{*}\right) \sigma_{0} \circ \bar{\theta}^{n}(1) \sigma_{0}(x) \xi_{0} \mid \xi_{0}\right)=\left(\sigma_{0}\left(y^{*}\right) \sigma_{0}\left(\bar{u}^{n} \bar{u}^{* n}\right) \sigma_{0}(x) \xi_{0} \mid \xi_{0}\right) \\
& =\varphi_{0} \circ \sigma_{0}\left(y^{*} \bar{u}^{n} \bar{u}^{* n} x\right)=\bar{\varphi}\left(y^{*} \bar{u}^{n} \bar{u}^{* n} x\right)=\left(\bar{u}^{* n} x \bar{\xi}_{0} \mid \bar{u}^{* n} y \bar{\xi}_{0}\right) .
\end{aligned}
$$

Thus $U_{n}$ and $U_{-n}$ extend to isometries of $\overline{\mathfrak{S}}_{n}$ onto $\mathfrak{S}_{n}$ and $\overline{\mathfrak{S}}_{-n}$ onto $\mathfrak{S}_{-n}$, which we denote by $U_{n}$ and $U_{-n}$ again. Let $U=\sum_{n \in \mathbb{Z}}^{\oplus} U_{n}$. We have then a unitary $U$ of $\overline{\mathfrak{S}}$ onto $\mathfrak{H}$ which sends $\overline{\mathfrak{F}}_{n}$ onto $\mathfrak{S}_{n}$ and $\bar{\xi}_{0}$ into $\xi_{0}$. For any $x, y \in \mathscr{m}_{0}$ and $n \geqslant 1$, we have

$$
\begin{aligned}
U x y \bar{u}^{n} \bar{\xi}_{0} & =U_{n} x y \bar{u}^{n} \xi_{0}=\sigma_{0}(x y) v^{n} \xi_{0}=\sigma_{0}(x) \sigma_{0}(y) v^{n} \xi_{0}=\sigma_{0}(x) U y \bar{u}^{n} \bar{\xi}_{0} ; \\
U x \bar{u}^{* n} y \bar{\xi}_{0} & =U \bar{u}^{* n} \bar{u}^{n} x \bar{u}^{* n} y \bar{\xi}_{0}=U \bar{u}^{* n} \bar{\theta}^{n}(x) y \bar{\xi}_{0}=v^{* n} \sigma_{0} \circ\left(\theta^{n}(x) y\right) \xi_{0} \\
& =v^{* n} \sigma_{0} \circ \bar{\theta}^{n}(x) \sigma_{0}(y) \xi_{0}=v^{* n} v^{n} \sigma_{0}(x) v^{* n} \sigma_{0}(y) \xi_{0} \\
& =\sigma_{0}(x) v^{* n} \sigma_{0}(y) \xi_{0}=\sigma_{0}(x) U \bar{u}^{* n} y \bar{\xi}_{0} .
\end{aligned}
$$

Thus we have

$$
U x U^{*}=\sigma_{0}(x), \quad x \in T_{0}
$$

Furthermore, we get, for each $y \in \bar{m}_{0}$ and $n \geqslant 0$,

$$
\begin{gathered}
U \bar{u} y \bar{u}^{n} \xi_{0}=U \bar{u} y y \bar{u}^{*} \bar{u}^{n+1} \bar{\xi}_{0}=U \bar{\theta}(y) \bar{u}^{n+1} \bar{\xi}_{0}=\sigma_{0} \circ \bar{\theta}(y) v^{n+1} \xi_{0} \\
=v \sigma_{0}(y) v^{*} v^{n+1} \xi_{0}=v \sigma_{0}(y) v^{n} \xi_{0}=v U y y \bar{u}^{n} \xi_{0} \\
U \bar{u} \bar{u}^{* n} y \bar{\xi}_{0}=U \bar{u}^{*(n-1)} y \bar{\xi}_{0}=v^{*(n-1)} \sigma_{0}(y) \xi_{0}=v v^{* n} \sigma_{0}(y) \xi_{0}=v U \bar{u}^{* n} y \bar{\xi}_{0} \quad \text { for } n \geqslant 1 .
\end{gathered}
$$

Thus we have

$$
U \bar{u} U^{*}=v .
$$

By Corollary 1.16, $\bar{m}$ (resp. $m$ ) is generated by $\bar{m}_{0}$ and $\bar{u}$ (resp. $m_{0}$ and $v$ ). Therefore we have

$$
m=U \bar{m} U^{*}
$$

Hence the unitary $U$ induces a spatial isomorphism $\sigma$ of $\bar{m}$ onto $m$ which extends $\sigma_{0}$. Since $U \xi_{0}=\xi_{0}$, we have $\bar{\varphi}=\varphi \circ \sigma$.
Q.E.D.

## 2. Construction of a von Neumann algebra with a specified decomposition

By the results in § 1 , especially Theorems 1.27 and 1.28 , a von Neumann algebra $m$ equipped with a homogeneous periodic state $\varphi$ is essentially determined by the centralizer $m_{0}$ of $\varphi$ and an isomorphism $\theta$ of $m_{0}$ onto $e m_{0} e$, where $e$ is a projection with $e^{\natural}=x$. The natural question now is whether or not we can construct a von Neumann algebra $m$ equipped with a homogeneous periodic state $\varphi$ whoes decomposition is described by a given von Neumann algebra $\prod_{0}$ of type $\mathrm{II}_{1}$ and a given isomorphism $\theta$ of $\mathscr{M}_{0}$ onto $e \mathscr{M}_{0} e$ where $e$ is a projection in $\prod_{0}$ with $e^{\natural}=\varkappa 1$. We shall answer this question afirmatively in this section.

Suppose now $m_{0}$ is a von Neumann algebra of type $\mathrm{II}_{1}$ and $\theta$ is an isomorphism of $m_{0}$ onto $e m_{0} e$ where $e$ is a projection in $m_{0}$ with $e^{\natural}=x 1,0<x<1$. Let $Z_{0}$ denote the center of $\boldsymbol{m}_{0}$. By Lemma 1.20 there exists an automorphism $\tilde{\theta}$ of $Z_{0}$ such that $\theta(a)=\tilde{\theta}(a) e$ for each $a \in Z_{0}$.

Lemma 2.1. For every $x \in \mathbb{m}_{0}$, we have

$$
\begin{equation*}
\theta(x)^{\natural}=x \bar{\theta}\left(x^{\natural}\right) . \tag{1}
\end{equation*}
$$

Proof. Let $x \mathfrak{q}^{\prime}=(1 / x) \tilde{\theta}^{-1}\left(\theta(x)^{\natural}\right)$. We have then, for any $x, y \in \mathcal{M}_{0}$

$$
\begin{gathered}
(x y)^{\mathfrak{q}^{\prime}=}=\frac{1}{\varkappa} \tilde{\theta}^{-1}\left(\theta(x y)^{\text {घ }}\right)=\frac{1}{x} \tilde{\theta}^{-1}\left([\theta(x) \theta(y)]^{\natural}\right)=\frac{1}{x} \tilde{\theta}^{-1}\left([\theta(y) \theta(x)]^{\natural}\right)=\frac{1}{x} \tilde{\theta}^{-1}\left(\theta(y x)^{\text {घ }}\right)=(y x)^{\mathfrak{G}^{\prime}} ; \\
\left(x^{*} x\right)^{\text {घ }}=\frac{1}{x} \tilde{\theta}^{-1}\left(\theta\left(x^{*} x\right)^{\text {घ }}\right) \geqslant 0 .
\end{gathered}
$$

For any $a \in Z_{0}$, we have

$$
\begin{aligned}
(a x)^{\mathfrak{q}^{\prime}=}=\frac{1}{x} \tilde{\theta}^{-1}\left(\theta(a x)^{\text {घ }}\right) & =\frac{1}{x} \tilde{\theta}^{-1}\left([\theta(a) \theta(x)]^{\natural}\right)=\frac{1}{x} \tilde{\theta}^{-1}\left([\tilde{\theta}(a) e \theta(x)]^{\text {घ }}\right) \\
& =\frac{1}{x} \tilde{\theta}^{-1}\left(\tilde{\theta}(a)[e \theta(x)]^{\natural}\right)=\frac{1}{x} \tilde{\theta}^{-1}\left(\tilde{\theta}(a) \theta(x)^{\text {घ }}\right)=a \frac{1}{x} \tilde{\theta}^{-1}\left(\theta(x)^{\text {घ }}\right)=a x^{\natural^{\prime}} ; \\
1^{\text {白 }} & =\frac{1}{x} \tilde{\theta}^{-1}\left(\theta(1)^{\text {घ }}\right)=\frac{1}{x} \tilde{\theta}^{-1}\left(e^{\text {घ }}\right)=\frac{1}{x} \tilde{\theta}^{-1}(x 1)=1 .
\end{aligned}
$$

Thus, the map: $x \mapsto x \natural^{\prime}$ is the center valued trace of $m_{0}$, hence $x q^{\prime}=x \not x^{\natural}$ by the unicity of the center valued trace. Hence $\theta(x)^{\mathfrak{q}}=x \tilde{\theta}\left(x^{\mathrm{q}}\right)$.
Q.E.D.

Suppose there exists a $\tilde{\theta}$-invariant faithful normal state $\varphi_{0}$ on $Z_{0}$. We extend $\varphi_{0}$ to a faithful normal trace on $\boldsymbol{m}_{0}$, putting

$$
\begin{equation*}
\varphi_{0}(x)=\varphi_{0}\left(x^{\natural}\right), \quad x \in \mathbb{M}_{0} . \tag{2}
\end{equation*}
$$

It follows then from Lemma 2.1 that

$$
\begin{equation*}
\varphi_{0} \circ \theta(x)=\varkappa \varphi_{0}(x), \quad x \in \mathbb{M}_{0} . \tag{3}
\end{equation*}
$$

For each integer $n \geqslant 1$, we write

$$
\begin{equation*}
e_{n}=\theta^{n}(1)=\theta\left(e_{n-1}\right), e_{0}=1 \tag{4}
\end{equation*}
$$

For each integer $n \geqslant 0$, we consider the vector spaces $\mathfrak{A}_{n}$ and $\mathfrak{A}_{-n}$ defined by

$$
\left.\begin{array}{rr}
\mathfrak{A}_{n}=m_{0} e_{n}, & n=0,1, \ldots  \tag{5}\\
\mathfrak{A}_{-n}=e_{n} M_{0}, & n=1,2, \ldots
\end{array}\right\}
$$

Let $\mathfrak{A}$ denote the algebraic direct sum of $\left\{\mathfrak{U}_{n}\right\}$, that is,

$$
\begin{equation*}
\mathfrak{A}=\sum_{n \in \mathbf{Z}}^{\prime \oplus} \mathfrak{A}^{n} \tag{6}
\end{equation*}
$$

In $\mathfrak{A}_{0}$, we consider the same involutive algebra structure as in $\prod_{0}$. But we denote by $\eta(x)$ the element in $\mathfrak{M}_{0}$ corresponding to $x \in \mathbb{M}_{0}$. Let $\alpha$ be the element in $\mathfrak{H}_{1}$ corresponding to $e_{1} \in M_{0} e_{1}$, and $\alpha \#$ the element in $\mathscr{A}_{-1}$ corresponding to $e_{1} \in e_{1} M_{0}$. For $n \geqslant 1$, let $\alpha^{n}$ be the element in $\mathfrak{N}_{n}$ corresponding to $e_{n} \in \mathscr{M}_{0} e_{n}$ and $\alpha^{\#^{n}}$ denote the element in $\mathfrak{H}_{-n}$ corresponding to $e_{n} \in e_{n} \mathcal{M}_{0}$. We denote by $\eta(x) \alpha^{n}$ (resp. $\alpha \#^{n} \eta(x)$ ) the elements in $\mathfrak{N}_{n}$ (resp. $\mathfrak{N}_{-n}$ ) corresponding to $x e_{n} \in \mathbb{M}_{0} e_{n}$ (resp. $e_{n} x \in e_{n} \mathscr{M}_{0}$ ). We first define the product of $\mathfrak{A}_{n}$ and $\mathfrak{A}_{m}, m \in \mathbf{Z}$, as follows:

$$
\left.\begin{array}{rlrl}
\eta(x) \alpha^{n} \eta(y) \alpha^{m} & =\eta\left(x \theta^{n}(y)\right) \alpha^{n+m} ; & & \\
\alpha^{\# n} \eta(x) \alpha^{\# m} \eta(y) & =\alpha^{\#(n+m)} \eta\left(\theta^{m}(x) y\right) ; & & \\
\eta(x) \alpha^{n} \alpha^{\# m} \eta(y) & =\eta\left(x \theta^{(n-m)}(y)\right) \alpha^{n-m} & \text { if } & n \geqslant m ;  \tag{7}\\
\eta(x) \alpha^{n} \alpha^{\# m} \eta(y) & =\alpha^{\#(m-n)} \eta\left(\theta^{(m-n)}(x) y\right) & \text { if } & n \leqslant m ; \\
\alpha^{\# n} \eta(x) \eta(y) \alpha^{m} & =\eta\left(\theta^{-n}(x y)\right) \alpha^{m-n} & \text { if } & n \leqslant m ; \\
\alpha^{\# n} \eta(x) \eta(y) \alpha^{m} & =\alpha^{\#(n-m)} \eta\left(\theta^{-m}(x y)\right) & \text { if } & n \geqslant m,
\end{array}\right\}
$$

where $n, m \geqslant 0$. We remark here that in the last two equalities $x y$ falls in $e_{n} m_{0} e_{n}$ or $e_{m} M_{0} e_{m}$ according to whether $n \leqslant m$ or $n \geqslant m$, so that $\theta^{-n}(x y)$ or $\theta^{-m}(x y)$ makes sense. Extending the product defined by (7), we make $\mathfrak{A}$ an algebra over the complex number field C. Namely, we denote by $\boldsymbol{\xi}(n)$ the $\mathfrak{A}_{n}$-component of any $\boldsymbol{\xi} \in \mathfrak{A}$, then for any $\boldsymbol{\xi}, \eta \in \mathfrak{A}$,

$$
\begin{equation*}
(\xi \eta)(n)=\sum_{m \in \mathbf{Z}} \xi(m) \eta(n-m) \tag{8}
\end{equation*}
$$

where the product of $\xi(m)$ and $\xi(n-m)$ are given by (7). We define the involution \#in $\mathfrak{A}$ by

$$
\left.\begin{array}{rl}
\left(\eta(x) \alpha^{n}\right)^{\#} & =\alpha^{\# n} \eta\left(x^{*}\right) ;  \tag{9}\\
\left(\alpha^{\# n} \eta(x)\right)^{\#} & =\eta\left(x^{*}\right) \alpha^{n} ; \\
\xi^{\#}(n) & =\xi(-n)^{\#} .
\end{array}\right\}
$$

Thus we obtain the involutive algebra $\mathfrak{A}$. We remark that $\mathfrak{A}$ is generated by $\mathfrak{A}_{0}$ and $\alpha$ algebraically as an involutive algebra under the relation:

$$
\begin{equation*}
\alpha^{\#} \alpha=\eta(1), \alpha \alpha^{\#}=\eta\left(e_{1}\right) ; \quad \alpha \eta(x)=\eta(\theta(x)) \alpha, x \in m_{0} . \tag{10}
\end{equation*}
$$

Since $\mathfrak{A}$ is determined by $\boldsymbol{m}_{0}$ and $\theta$, we denote it by $\mathfrak{A}\left(\boldsymbol{m}_{0}, \theta\right)$ if necessary.
Lemma 2.2. Suppose $\sigma_{0}$ is a *-homomorphism of $\mathscr{m}_{0}$ into an involutive algebra $\mathfrak{B}$. If $\mathfrak{B}$ is generated algebraically as an involutive algebra by the image $\sigma\left(\mathcal{m}_{0}\right)$ and an element $\beta$ such that $\beta^{*} \beta=1, \beta \beta^{*}=\sigma\left(e_{1}\right)$ and $\beta \sigma(x)=\sigma \circ \theta(x) \beta$ for every $x \in m_{0}$, then there exists uniquely $a^{*}$-homomorphism $\sigma$ of $\mathfrak{A}$ onto $\mathfrak{B}$ such that

$$
\begin{aligned}
\sigma \eta(x) & =\sigma_{0}(x), \quad x \in M_{0} \\
\sigma(\alpha) & =\beta .
\end{aligned}
$$

Proof. The unicity of $\sigma$ follows from the fact that $\mathfrak{Y}$ is generated by $\mathfrak{H}_{0}$ and $\alpha$. For a $\boldsymbol{\xi} \in \mathfrak{M}$, let

$$
\begin{gathered}
\xi(n)=\eta\left(x_{n}\right) \alpha^{n}, \quad x_{n} \in M_{3} e_{n} \\
\xi(-n)=\alpha^{\# n} \eta\left(x_{-n}\right), \quad x_{-n} \in e_{n} m_{0}
\end{gathered}
$$

for $n \geqslant 0$. We write $\xi \sim\left\{x_{n}\right\}$ since $\xi$ is determined by $\left\{x_{n}\right\}$. We define $\sigma$ by

$$
\sigma(\xi)=\sum_{n=0}^{\infty} \sigma_{0}\left(x_{n}\right) \beta^{n}+\sum_{n=1}^{\infty} \beta^{* n} \sigma_{0}\left(x_{-n}\right)
$$

It is easily seen that $\sigma$ is the desired *-homomorphism.
Q.E.D.

Corollary 2.3. The algebra $\mathfrak{A}\left(\mathscr{m}_{0}, \theta\right)$ admits a one complex parameter automorphism group $\Delta(\omega), \omega \in \mathbf{C}$ such that

$$
\begin{gathered}
\Delta(\omega) \boldsymbol{\xi}=\boldsymbol{\xi}, \quad \boldsymbol{\xi} \in \mathfrak{A}_{0} \\
\Delta(\omega) \xi=x^{n \omega} \xi, \quad \xi \in \mathfrak{A}_{n}, \quad n \in \mathbf{Z} .
\end{gathered}
$$

Proof. Let $\beta_{t}=\chi^{i t} \alpha, t \in \mathbf{R}$. The algebra $\mathfrak{A}$ is generated by $\mathfrak{A}_{0}$ and $\beta_{t}$. Applying Lemma 2.2 to the map $\eta: x \in \mathscr{m}_{0} \mapsto \eta(x) \in \mathfrak{M}_{0}$ and $\beta_{t}$, we obtain a *-endomorphism $\Delta(i t)$ of $\mathfrak{A}$ for each $\boldsymbol{t} \in \mathbf{R}$. Since

$$
\Delta(i(s+t)) \alpha=\beta_{s+t}=\varkappa^{i(s+t)} \alpha=x^{i s} x^{i t} \alpha=\varkappa^{i s} \Delta(i t) \alpha=\Delta(i t)\left(\varkappa^{i s} \alpha\right)=\Delta(i t) \Delta(i s) \alpha
$$

we have $\Delta(i(s+t))=\Delta(i s) \Delta(i t)$. Hence $\{\Delta(i t): t \in \mathbf{R}\}$ is a one parameter group of antomorphisms of $\mathfrak{A}$. Putting

$$
\Delta(\omega) \alpha=\varkappa^{\omega} \alpha, \quad \omega \in \mathbf{C},
$$

we obtain the complexification $\Delta(\omega), \omega \in \mathbf{C}$, of $\Delta(i t), t \in \mathbf{R}$. It is then easily seen that

$$
(\Delta(\omega) \xi)^{\#}=\Delta(-\bar{\omega}) \xi^{\#}, \xi \in \mathfrak{M}, \omega \in \mathbb{C}
$$

where $\bar{\omega}$ means, of course, the complex conjugate of $\omega$.
Q.E.D.

We equip the algebra $\mathfrak{A}$ with an inner product as follows; For each $\xi \sim\left\{x_{n}\right\}$ and $\eta \sim\left\{y_{n}\right\}$ in $\mathfrak{N}$, that is

$$
\begin{aligned}
& \xi=\sum_{n=1}^{\infty} \alpha \#^{n} \eta\left(x_{-n}\right)+\eta\left(x_{0}\right)+\sum_{n=1}^{\infty} \eta\left(x_{n}\right) \alpha^{n} ; \\
& \eta=\sum_{n=1}^{\infty} \alpha \#^{\#} \eta\left(y_{-n}\right)+\eta\left(y_{0}\right)+\sum_{n=1}^{\infty} \eta\left(y_{n}\right) \alpha^{n},
\end{aligned}
$$

we define

$$
\begin{equation*}
(\xi \mid \eta)=\sum_{n=1}^{\infty} \varphi_{0}\left(y_{-n}^{*} x_{-n}\right)+\varphi_{0}\left(y_{0}^{*} x_{0}\right)+\sum_{n=1}^{\infty} x^{-n} \varphi_{0}\left(y_{n}^{*} x_{n}\right) \tag{12}
\end{equation*}
$$

Lemma 2.4. If we denote by $\xi_{0}$ the identity $\eta(1)$ of $\mathfrak{A}$, then we have

$$
(\xi \mid \eta)=\left(\eta^{\#} \xi \mid \xi_{0}\right), \xi, \quad \eta \in \mathfrak{A}
$$

Proof. Since both sides of the equality are sesquilinear forms of $\xi$ and $\eta$, it is sufficient to show the equality for $\xi \in \mathfrak{A}_{n}$ and $\eta \in \mathfrak{Q}_{m}, n, m \in \mathbf{Z}$. From the definition, it follows that $\mathfrak{U}_{n}$ and $\mathfrak{A}_{m}$ are orthogonal if $n \neq m$. Hence we may assume that $\xi$ and $\eta$ are in the same $\mathfrak{A}_{n}$ because $\eta \sharp \xi \in \mathfrak{X}_{n-m}$ if $\xi \in \mathfrak{A}_{n}$ and $\eta \in \mathfrak{A}_{m}$, and $\mathfrak{A}_{n-m}$ is orthogonal to $\mathfrak{A}_{0}$ if $n \neq m$. Let $\xi=\eta(x) \alpha^{n}$ and $\eta=\eta(y) \alpha^{n}$ with $x, y \in M_{0} e_{n}$. We have then

$$
\left(\eta^{\#} \xi \mid \xi_{0}\right)=\left(\alpha^{\# n} \eta\left(y^{*} x\right) \alpha^{n} \mid \xi_{0}\right)=\left(\eta\left(\theta^{-n}\left(y^{*} x\right)\right) \mid \xi_{0}\right)=\varphi_{0}\left(\theta^{-n}\left(y^{*} x\right)\right)=\varkappa^{-n} \varphi_{0}\left(y^{*} x\right)=(\xi \mid \eta) .
$$

If $\xi=\alpha^{\# n} \eta(x)$ and $\eta=\alpha \#^{n} \eta(y)$ for some $x, y \in e_{n} m_{0}$, then we have

$$
\left(\eta^{\# \xi} \xi \mid \xi_{0}\right)=\left(\eta\left(y^{*}\right) \alpha^{n} \alpha^{\# n} \eta(x) \mid \xi_{0}\right)=\left(\eta\left(y^{*} x\right) \mid \xi_{0}\right)=\varphi_{0}\left(y^{*} x\right)=(\xi \mid \eta) . \quad \text { Q.E.D. }
$$

Lemma 2.5. For each $\boldsymbol{\xi}, \eta, \zeta \in \mathfrak{A}$, we have

$$
(\xi \eta \mid \zeta)=(\eta \mid \xi \# \zeta) .
$$

Proof. By Lemma 2.4, we have

$$
(\xi \eta \mid \zeta)=\left(\zeta \#(\xi \eta) \mid \xi_{0}\right)=\left((\xi \# \zeta) \# \eta \mid \xi_{0}\right)=(\eta \mid \xi \# \zeta) .
$$

Q.E.D.

Let $\mathfrak{S}$ denote the completion of $\mathfrak{A}$ and $\mathfrak{F}_{n}$ the closure of $\mathfrak{A}_{n}$ in $\mathfrak{F}$. We have then

$$
\mathfrak{H}=\sum_{n \in \mathbb{Z}}^{\oplus} \mathfrak{H}_{n} .
$$

Theorem 2.6. The involutive algebra $\mathfrak{A}$, together with the one complex parameter automorphism group $\Delta(\omega), \omega \in \mathbf{C}$, and the inner product is a Tomita algebra, (a modular Hilbert algebra).

Proof. By the existence of the identity $\xi_{0}, \mathfrak{A}_{q}=\mathfrak{A}$ so that $\mathfrak{A}$ is non-degenerate.
Since $\alpha \# \alpha=\xi_{0}$ and $\pi(\alpha)^{*}=\pi\left(\alpha^{\#}\right)$ by Lemma 2.5, the left multiplication operator $\pi(\alpha)$ by $\alpha$ is an isometry, so that it is bounded). Since $\mathfrak{A}$ is generated by $\mathfrak{A}_{0}$ and $\alpha$, in order to verify that the left multiplication in $\mathfrak{A}$ is bounded, it is sufficient to show that the left multiplication in $\mathfrak{A}$ given by an element of $\mathfrak{A}_{0}$ is bounded, For each $a \in \mathscr{M}_{0}$ and $x \in \mathscr{m}_{0} e_{n}, n \geqslant 1$ we have

$$
\begin{aligned}
\left\|\eta(a) \eta(x) \alpha^{n}\right\|_{p}^{2} & =\left\|\eta(a x) \alpha^{n}\right\|^{2}=\left(\eta(a x) \alpha^{n} \mid \eta(a x) \alpha^{n}\right) \\
& =\varkappa^{-n} \varphi_{0}\left(x^{*} a^{*} a x\right) \leqslant\|a\|^{2} \varkappa^{-n} \varphi_{0}\left(x^{*} x\right) \\
& =\|a\|^{2}\left\|\eta(x) \alpha^{n}\right\|^{2} .
\end{aligned}
$$

For $x \in e_{n} \mathcal{M}_{0}$, we get

$$
\begin{aligned}
\left\|\eta(a) \alpha^{\#^{n}} \eta(x)\right\|^{2}=\left\|\alpha^{\#^{n}} \alpha^{n} \eta(a) \alpha^{\#^{n}} \eta(x)\right\|^{2} & =\| \alpha^{\#^{n}} \eta^{\left.\left(\theta^{n}(a) x\right) \|^{2}=\left(\alpha^{\# n} \eta\left(\theta^{n}(a) x\right) \mid \alpha^{\# n} \eta^{\left(\theta^{n}\right.}(a) x\right)\right)} \\
& =\varphi_{0}\left(x^{*} \theta^{n}\left(a^{*} a\right) x\right) \leqslant\|a\|^{2} \varphi_{0}\left(x^{*} x\right)=\|a\|^{2}\left\|\alpha^{\# n} \eta(x)\right\|^{2} .
\end{aligned}
$$

Therefore, the map $\pi(\eta(a)): \xi \in \mathfrak{A}_{n} \mapsto \eta(a) \xi \in \mathfrak{A}_{n}$ is bounded uniformly for $n \in \mathbf{Z}$; hence it is extended to a bounded operator on $\mathfrak{H}$.

By Corollary 2.3. if we denote by $E_{n}$ the projection of $\mathfrak{F}$ onto $\mathfrak{F}_{n}$, then we have

$$
\Delta(\omega)=\sum_{n \in \mathbb{Z}} x^{n \omega} E_{n} \text { on } \mathfrak{A} .
$$

Hence $\Delta(t), t \in \mathbf{R}$, is essentially self-adjoint, and we get

$$
(\Delta(\omega) \xi \mid \eta)=(\xi \mid \Delta(\bar{\omega}) \eta), \quad \xi, \eta \in \mathfrak{A}
$$

Since the summation

$$
(\Delta(\omega) \xi \mid \eta)=\sum_{n \in \mathbb{Z}} x^{n \omega}(\xi(n) \mid \eta(n))
$$

has only finitely many terms for every $\xi, \eta \in \mathfrak{A}$, the function: $\omega \in \mathbb{C} \rightarrow(\Delta(\omega) \xi \mid \eta)$ is holomorphic on the whole plane $\mathbf{C}$.

Now, we finish the proof with the following calculation for $\xi \sim\left\{x_{n}\right\}$ and $\eta \sim\left\{y_{n}\right\}$ in $\mathfrak{A}$ :

$$
\begin{aligned}
\left(\Delta(1) \xi^{\#} \mid \eta^{\#}\right) & =\sum_{n \in \mathbf{Z}}\left(\Delta(1) \xi(-n) \# \mid \eta(-n)^{\#}\right) \\
& =\sum_{n=1}^{\infty}\left(\Delta(1) \eta\left(x_{-n}^{*}\right) \alpha^{n} \mid \eta\left(y_{-n}^{*}\right) \alpha^{n}\right)+\left(\eta\left(x_{0}^{*}\right) \mid \eta\left(y_{0}^{*}\right)\right)+\sum_{n=1}^{\infty}\left(\Delta(1) \alpha^{\# n} \eta\left(x_{n}^{*}\right) \mid \alpha^{\#^{n}} \eta\left(y_{n}^{*}\right)\right) \\
& =\sum_{n-1}^{\infty} x^{n}\left(\eta\left(x_{-n}^{*}\right) \alpha^{n} \mid \eta\left(y_{-n}^{*}\right) \alpha^{n}\right)+\varphi_{0}\left(y_{0} x_{0}^{*}\right)+\sum_{n=1}^{\infty} x^{-n}\left(\alpha^{\# n} \eta\left(x_{n}^{*}\right) \mid \alpha^{\#} \eta\left(y_{n}^{*}\right)\right) \\
& =\sum_{n=1}^{\infty} x^{n} x^{-n} \varphi_{0}\left(y_{-n} x_{-n}^{*}\right)+\varphi_{0}\left(y_{0} x_{0}^{*}\right)+\sum_{n=1}^{\infty} x^{-n} \varphi_{0}\left(y_{n} x_{n}^{*}\right) \\
& =\sum_{n=1}^{\infty} \varphi\left(y_{-n} x_{-n}^{*}\right)+\varphi_{0}\left(y_{0} x_{0}^{*}\right)+\sum_{n=1}^{\infty} x^{-n} \varphi_{0}\left(y_{n} x_{n}^{*}\right)=(\eta \mid \xi) . \quad \text { Q.E.D. }
\end{aligned}
$$

Let $m$ denote the left von Neumann algebra $\mathcal{L}(\mathfrak{H})$ of $\mathfrak{X}$ and $\varphi$ the state on $m$ defined by

$$
\begin{equation*}
\varphi(x)=\left(x \xi_{0} \mid \xi_{0}\right), \quad x \in \mathbb{M} \tag{13}
\end{equation*}
$$

Since $\xi_{0}$ is the identity of the Tomita algebra $\mathfrak{A}$, the modular automorphism group $\sigma_{t}^{\mathscr{y}}$ of $m$ associated with $\varphi$ is given by

$$
\begin{equation*}
\sigma_{t}^{\varphi}(x)=\Delta^{i t} x \Delta^{-i t}, \quad x \in \mathbb{M} \tag{14}
\end{equation*}
$$

where $\Delta$ denotes the non-singular self-adjoint positive operator given by

$$
\begin{equation*}
\Delta=\sum_{n \in \mathbf{Z}} \varkappa^{n} E_{n}, \tag{15}
\end{equation*}
$$

which is the closure of $\Delta(1)$. We denote by $\mathcal{A}$ the image $\pi(\mathfrak{H})$ of $\mathfrak{A}$ in $\boldsymbol{m}$. Of course, the map: $\xi \in \mathfrak{Y}\left(\mapsto \pi(\xi) \in \mathcal{A}\right.$ is a ${ }^{*}$-isomorphism.

Lemma 2.7. The map: $x \in M_{0} \mapsto \pi(\eta(x)) \in \mathbb{T}$ is a normal isomorphism of $M_{0}$ into $m$.
Proof. Let $\left\{x_{i}\right\}_{i \in I}$ be a bounded net in $\boldsymbol{M}_{0}$ converging $\sigma$-strongly to zero. We have then $\lim \varphi\left(x_{i}^{*} x_{i}\right)=0$, which means that $\left\{\eta\left(x_{i}\right)\right\}_{i \in I}$ converges to zero in $\mathfrak{S}$. For any $\xi \in \mathfrak{A}$, we have

$$
\lim _{i} \pi\left(\eta\left(x_{i}\right)\right) \xi=\lim _{i} \pi^{\prime}(\xi) \eta\left(x_{i}\right)=0
$$

where we recall that every element in $\mathfrak{A}$ is right bounded as well as left bounded, $\mathfrak{M}$ being a Tomita algebra. Since $\left\|\pi\left(\eta\left(x_{i}\right)\right)\right\| \leqslant\left\|x_{i}\right\|$ as seen in the proof of Theorem 2.6, and since $\mathfrak{H}$ is dense in $\mathfrak{H},\left\{\pi\left(\eta\left(x_{i}\right)\right)\right\}_{i \in I}$ converges strongly to zero in $m$.
Q.E.D.

We may therefore identify $m_{0}$ with its image in $m$ under the isomorphism in the lemma.

Lemma 2.8. The von Neumann subalgebra $m_{0}$ of $m$ is the centralizer of the state $\varphi$.

Proof. For any $x \in T_{0}$, we have

$$
\sigma_{t}^{\Phi}(x) \xi_{0}=\Delta^{i t} x \Delta^{-i t} \xi_{0}=\Delta^{i t} x \xi_{0}=\Delta^{i t} \eta(x)=\eta(x)=x \xi_{0}
$$

so that $\sigma_{t}^{\mathscr{L}}(x)=x, t \in \mathbf{R}$. Hence $\mathscr{m}_{0}$ is contained in the centralizer $m_{\varphi}$ of $\varphi$. Suppose an $x \in \mathscr{M}$ is fixed under $\sigma_{t}^{\boldsymbol{p}}$. We see then that $x \xi_{0}$ is fixed by $\Delta^{i t}$, so that $x \xi_{0}$ falls in $\mathfrak{H}_{0}$. Since $x$ is bounded, $x \xi_{0}$ is left bounded with respect to the unimodular Hilbert algebra $\mathscr{A}_{0}$, (in this case there is no difference between left and right boundedness). Hence there exists $a \in \mathscr{M}_{0}$ such that $x \xi_{0}=\eta(a)=a \xi_{0}$ because $\mathscr{M}_{0}$ acting on $\mathfrak{F}_{0}$ is the left algebra of $\mathfrak{U}_{0}$. Hence we have $x=a, \xi_{0}$ being separating for $m$. Thus $x$ falls in $m_{0}$. Therefore, $m_{0}$ is the fixed point subalgebra of $m$ under $\sigma \mathscr{T}$.
Q.E.D.

From (15), it fillows that $\Delta^{i t}$ is periodic. Namely, putting

$$
\begin{equation*}
T=-\frac{2 \pi}{\log x} \tag{16}
\end{equation*}
$$

we have $\Delta^{i T}=1$. Therefore, we have $\sigma_{T}^{\varphi}=\iota$, so that $\varphi$ is periodic.
Let $u=\pi(\alpha)$. As seen in the proof of Theorem 2.6, $u$ is an isometry in $m$, and we have

$$
\sigma_{t}^{\mathscr{q}}(u)=x^{1 t} u, \quad t \in \mathbf{R}
$$

because $\sigma_{t}^{\varphi}(u) \xi_{0}=\Delta^{i t} \alpha=\varkappa^{i t} \alpha=\varkappa^{i t} u \xi_{0}$. Let

$$
m_{n}=\pi\left(\mathfrak{A}_{n}\right), \quad n \in \mathbf{Z}
$$

Lemma 2.9. The subspace $\mathbb{m}_{n}, n \in \mathbf{Z}$, is precisely the set of all elements $x \in \mathbb{M}$ such that $\sigma_{t}^{\varphi}(x)=\varkappa^{\mathrm{Int}} x$.

Proof. It is verified as before that for any $x \in \mathscr{m}_{n}$ we have $\sigma_{t}^{T}(x)=\chi^{\mathrm{int}} x$. Conversely, if $\sigma_{t}^{\Psi}(x)=x^{\text {int }} x$, then we consider an element $y=x u^{* n}$ if $n \geqslant 0$ or $y=u^{n} x$ if $n<0$. We have then $\sigma_{\mathbb{T}}^{\mathscr{T}}(y)=y$, so that $y$ falls in $\mathbb{M}_{0}$ : hence $x=y u^{n}$ if $n \geqslant 0$ or $x=u^{* n} y$ if $n<0$. Thus $x$ falls in $m_{n}$.
Q.E.D.

Theorem 2.10. The von Neumann algebra $m$ admits the decomposition described in Theorem 1.27. Namely, statements (i)-(vi) in Theorem 1.27 hold for $m$ and $u$ with no alteration.

Proof. Except statement (vi) we have verified all the statements, so we will prove only (vi). In Lemma 2.1, replacing $\theta$ by $\theta^{n}, n \geqslant 1$,

$$
\theta^{n}(x)^{\natural}=x^{n} \dot{\theta}^{n}(x \natural), x \in M_{0}, n \geqslant 1 .
$$

Therefore, the proof of Lemma 1.25 works without any alteration.
Q.E.D.

The fact that $m$ is of type III will be verified later, Corollary 3.6, together with the observation of the value of $t$ for which the modular automorphism $\sigma_{t}^{\varphi}$ is inner.

The whole construction of $M$ depends apparently on the choice of the faithful normal $\tilde{\theta}$-invariant state $\varphi_{0}$ on $Z_{0}$. We will see that this dependence is superficial. Namely, the resulting algebra $m$ is uniquely determined by $\left(m_{0}, \theta\right)$ up to isomorphism. We take therefore another $\tilde{\theta}$-invariant faithful normal state $\psi_{0}$ on $\boldsymbol{Z}_{0}$. It is then extended to a faithful normal trace on $m_{0}$ by $\psi_{0}(x)=\psi_{0}\left(x^{\natural}\right), x \in M_{0}$, as in the case of $\varphi_{0}$. We then construct a Tomita algebra $\mathfrak{B}$ based on $\left\{\mathscr{M}_{0}, \theta, \psi_{0}\right\}$. It is obvious that the only difference between $\mathfrak{A}$ and $\mathfrak{B}$ appears in their inner products, and that $\mathfrak{H}$ and $\mathfrak{B}$ are isomorphic as involutive algebras. To distinguish objects related to $\mathfrak{A}$ or $\mathfrak{B}$, we attach the subscripts $\mathfrak{A}$ and $\mathfrak{B}$ to the relevant notations, such as $\pi_{\mathfrak{Y}}, \pi_{\mathfrak{F}}, \eta_{\mathfrak{R}}, \eta_{\mathfrak{B}}$ and so on. Let $\mathcal{B}=\pi_{\mathfrak{F}}(\mathfrak{B})$. Clearly $\mathcal{A}$ and $\mathcal{B}$ are isomorphic as involutive algebras. We denote by $\mathfrak{R}$ the completion of $\mathfrak{B}$ and by $\mathfrak{\Omega}_{n}$ the closure of $\mathfrak{B}_{n}$ the subspace of $\mathfrak{B}$ corresponding to $\mathfrak{N}_{n}$. Let $\beta$ be the element in $\mathfrak{B}$ corresponding to $\alpha$.

Proposition 2.11. There exists a unitary operator $U$ of $\mathfrak{\Re}$ onto $\mathfrak{H}$ such that

$$
\begin{aligned}
U \mathcal{L}(\mathfrak{B}) U^{*}=\mathcal{L}(\mathfrak{A}) ; & U \pi_{\mathfrak{B}}\left(\eta_{\mathfrak{B}}(x)\right) U^{*}=\pi_{\mathfrak{Y}}\left(\eta_{\mathfrak{Y}}(x)\right), x \in \mathscr{M}_{0} ; \\
& U \pi_{\mathfrak{B}}(\beta) U^{*}=\pi_{\mathfrak{B}}(\alpha) ; \quad U \Delta_{\mathfrak{B}} U^{*}=\Delta_{\mathfrak{Y}} .
\end{aligned}
$$

Proof. By the Radon-Nikodym Theorem for traces, there exists a vector $\xi^{\psi}$ in $\left[\eta_{\mathfrak{g}}\left(Z_{0}\right)\right]$ such that

$$
\psi_{0}(x)=\left(\eta_{\mathfrak{A}}(x) \xi^{\varphi} \mid \xi^{\varphi}\right), \quad x \in \mathbb{I}_{0}
$$

Since $\psi_{0}$ is a faithful trace on $\mathscr{m}_{0}$, we have $\mathfrak{S}_{0}=\left[\mathfrak{H}_{0} \xi^{\psi}\right]$. Hence we get $\mathfrak{F}=\left[\mathfrak{H} \xi^{\psi}\right]$.
Let $\varrho$ (resp. $\bar{\varrho}$ ) be the canonical isomorphism of $\mathfrak{B}$ (resp. $\mathcal{B}$ ) onto $\mathfrak{A}$ (resp. A). We claim that

$$
\begin{equation*}
\psi(x)=\left(\bar{\varrho}(x) \xi^{\psi} \mid \xi^{\psi}\right), \quad x \in B . \tag{17}
\end{equation*}
$$

For each $x \in M_{0}$, we have

$$
\psi\left(\pi_{\mathfrak{B}}\left(\eta_{\mathfrak{F}}(x)\right)\right)=\psi_{0}(x)=\left(\pi_{\mathfrak{Y}}\left(\eta_{\mathfrak{A}}(x)\right) \xi^{\psi} \mid \xi^{\psi}\right)=\left(\bar{\varrho} \circ \pi_{\mathfrak{B}}\left(\eta_{\mathfrak{B}}(x)\right) \xi^{v} \mid \xi^{\psi}\right) .
$$

For $n \geqslant 1$, we get

$$
\begin{aligned}
& \psi\left(\pi_{\mathfrak{B}}\left(\eta_{\mathfrak{B}}(x) \beta^{n}\right)\right)=0 ;\left(\bar{\varrho}\left(\pi_{\mathfrak{B}}\left(\eta_{\mathfrak{B}}(x) \beta^{n}\right)\right) \xi^{\psi} \mid \xi^{\psi}\right)=\left(\pi_{\mathfrak{Y}}\left(\eta_{\mathfrak{Y}}(x) \alpha^{n}\right) \xi^{\psi} \mid \xi^{\psi}\right)=0 ; \\
&\left.\psi\left(\pi_{\mathfrak{B}}\left(\beta^{\not{ }^{n}} \eta_{\mathfrak{B}}(x)\right)\right)=0 ; \quad\left(\bar{\varrho}\left(\pi_{\mathfrak{B}}\left(\beta^{\#^{n}} \eta_{\mathfrak{B}}(x)\right)\right) \xi^{\varphi} \mid \xi^{\psi}\right)=\pi_{\mathfrak{F}}\left(\alpha^{\sharp n} \eta_{\mathfrak{F}}(x)\right) \xi^{\psi} \mid \xi^{\psi}\right)=0 .
\end{aligned}
$$

By linearity, equality (17) holds. Therefore, if we define an operator $U$ of $\mathfrak{B}$ onto $\pi_{\mathfrak{2}}(\mathfrak{A}) \xi^{\boldsymbol{\varphi}}$ by:

$$
U \eta=\varrho(\eta) \xi^{\psi}, \quad \eta \in \mathfrak{R}
$$

then the operator $U$ is extended to a unitary operator of $\mathscr{\Omega}$ onto $\mathfrak{W}$ which is also denoted by $U$. The unitary operator $U$ implements the isomorphism $\bar{\varrho}$ of $\mathcal{B}$ onto $\mathcal{A}$, because for any $\xi, \eta \in \mathfrak{B}$, we have

$$
U \pi_{\mathfrak{g}}(\xi) \eta=U \xi \eta=\varrho(\xi \eta) \xi^{\psi}=\varrho(\xi) \varrho(\eta) \xi^{\psi}=\pi_{\mathfrak{Y}}(\varrho(\xi)) U \eta=\bar{\varrho} \circ \pi_{\mathfrak{B}}(\xi) U \eta .
$$

Thus, $\bar{\varrho}$ is extended to the spacial isomorphism of $\mathcal{L}(\mathfrak{B})$ onto $\mathcal{L}(\mathfrak{X})$ implemented by the unitary operator $U$. Since $U$ maps $\mathfrak{R}_{n}$ onto $\mathfrak{S}_{n}$ for each $n \in \mathbb{Z}$, we have

$$
U \Delta_{\mathfrak{B}} U^{*}=\Delta_{\mathfrak{X}}
$$

Q.E.D.

Thus, the von Neumann algebra $\mathcal{L}(\mathcal{H})$, denoted by $\mathcal{M}$, together with its decomposition, is determined uniquely by the pair $\left\{\mathscr{m}_{0}, \theta\right\}$ up to isomorphism. Hence we denote it by $\boldsymbol{R}\left(\mathcal{M}_{0}, \theta\right)$ if necessary. Using this notation, Theorem 1.27 is restated as follows:

Theorem 2.12. A von Neumann algebra $m$ with a homogeneous periodic state is isomorphic to $\overparen{R}\left(M_{0}, \theta\right)$ for some pair $\left(M_{0}, \theta\right)$ of $M_{0}$ and $\theta$.

The von Neumann algebra $\mathfrak{R}\left(\mathscr{m}_{0}, \theta\right)$ is characterized by the following result:
Theorem 2.13. Let $n$ be a von Neumann algebra with a periodic faithful normal state $\psi$ of period $T=-2 \pi / \log 火$. Let $\eta_{0}$ be the centralizer of $\psi$. For the existence of an isomorphism $\sigma$ of $\mathfrak{R}\left(M_{0}, \theta\right)$ onto $n$ for some $M_{0}$ and $\theta$ such that $\sigma\left(M_{0}\right)=\eta_{0}$ and $\varphi=\psi \circ \sigma$, it is necessary and sufficient that $n$ is generated by $\eta_{0}$ and an isometry $v$ such that $\sigma_{t}^{\varphi}(v)=\chi^{i t} v$, $t \in \mathbf{R}$, and $\left(v v^{*}\right)^{\natural}=\chi 1$ in $\boldsymbol{n}_{0}$.

Proof. The necessity of the condition has been verified already; so we have only to prove the sufficiency.

We take $\Pi_{0}$ as $m_{0}$ and $\theta(x)=v x v^{*}$. We have then

$$
\psi\left(v x v^{*}\right)=\varkappa \psi\left(x v^{*} v\right)=\varkappa \psi(x)
$$

We take the restriction $\psi_{0}$ of $\psi$ to $n_{0}$ as $\varphi_{0}$. It is straight forward to prove that $\eta$ is isomorphic to $\boldsymbol{R}\left(M_{0}, \theta\right)$ with this choice.
Q.E.D.

To see when the state $\varphi$ on $\boldsymbol{R}\left(\mathcal{M}_{0}, \theta\right)$ is homogeneous, we provide the following:
Theorem 2.14. Let $\sigma_{0}$ be an automorphism of $m_{0}$. The following statements are equivalent:
(i) There exists an automorphism $\sigma$ such that $\sigma(x)=\sigma_{0}(x), x \in \mathcal{M}_{0}$, and $\varphi \circ \sigma=\varphi$;
(ii) There exists a partial isometry $w$ in $m_{0}$ such that

$$
\begin{aligned}
\theta \circ \sigma_{0}(x) & =w^{*}\left(\sigma_{0} \circ \theta\right)(x) w, \\
\sigma_{0} \circ \theta(x) & =w \theta \circ \sigma_{0}(x) w^{*}, \quad x \in \mathscr{m}_{0} \\
\varphi_{0} \circ \sigma_{0} & =\varphi_{0}
\end{aligned}
$$

Noticing that any partial isometry in a finite von Neumann algebra extends to a unitary element in the algebra, we may say that condition (ii) requires that $\theta$ and $\sigma_{0}$ commute modulo inner automorphisms.

The proof follows the same lines as the proof of Theorem 1.28, so we omit it.
An automorphism of $m_{0}$ satisfying condition (ii) in the theorem is called admissible. If $\tilde{\theta}$ is ergodic, then the condition $\varphi_{0} \circ \sigma_{0}=\varphi_{0}$ follows automatically from the other conditions.

Corollary 2.15. The state $\varphi$ on $\boldsymbol{R}\left(\boldsymbol{m}_{0}, \theta\right)$ is homogeneous if and only if the group of all admissible automorphisms of $m_{0}$ acts ergodically on the center $Z_{0}$ of $m_{0}$.

As in $\S 1$, we define a representation $\pi_{n}$ and an anti-representation $\pi_{n}^{\prime}$ of $m_{0}$ on $\mathfrak{Y}_{n}$ for $n \in \mathbf{Z}$ as follows:

$$
\begin{equation*}
\pi_{n}(a) \xi=a \xi, \quad \xi \in \mathfrak{S}_{n} ; \quad \pi_{n}^{\prime}(a)=J \pi_{-n}\left(a^{*}\right) J, \quad a \in \mathscr{M}_{0} \tag{18}
\end{equation*}
$$

We recall the definition of projection $e_{n}, n \geqslant 0$, as $e_{n}=\theta^{n}(1)$. We define $e_{-n}=J e_{n} J$ for $n \geqslant 1$ We put

$$
\mathfrak{R}_{n}=e_{n} \mathfrak{S}_{0}, \quad n \in \mathbf{Z}
$$

With these notations, we have the following;
Theorem 2.16. For each $n \geqslant 1$, we have

$$
\begin{aligned}
\left\{\pi_{n}, \mathfrak{F}_{n}\right\} & \cong\left\{\pi_{0}, \mathfrak{R}_{-n}\right\} ; \\
\left\{\pi_{-n}, \mathfrak{F}_{-n}\right\} & \cong\left\{\theta^{n}, \mathfrak{I}_{n}\right\},
\end{aligned}
$$

where $\left\{\pi_{0}, \Omega_{-n}\right\}$ means the restriction of $\pi_{0}$ to the invariant subspace $\Omega_{-n}$.
Proof. By definition, we have, for $n \geqslant 1, \mathfrak{S}_{n}=\left[m_{0} u^{n} \xi_{0}\right]$, where $u=\pi(\alpha)$ as before, and

$$
\mathfrak{\Omega}_{-n}=J e_{n} \mathfrak{J}_{0}=J e_{n}\left[M_{0} \xi_{0}\right]=J\left[e_{n} \mathscr{M}_{0} \xi_{0}\right]=\left[M_{0} e_{n} \xi_{0}\right]
$$

Let $V_{-n}$ be the operator of $m_{0} e_{n} \xi_{0}$ onto $M_{0} u_{n} \xi_{0}$ defined by $V_{-n} x e_{n} \xi_{0}=x^{n / 2} x u^{n} \xi_{0}$. We have then

$$
\begin{aligned}
\left(V_{-n} x e_{n} \xi_{0} \mid V_{-n} y e_{n} \xi_{0}\right)=\varkappa^{n}\left(x u^{n} \xi_{0} \mid y u^{n} \xi_{0}\right) & =\varkappa^{n}\left(u^{* n} y^{*} x u^{n} \xi_{0} \mid \xi_{0}\right) \\
& =\varkappa^{n} \varphi_{0} \circ \theta^{-n}\left(e_{n} y^{*} x e_{n}\right)=\varphi_{0}\left(e_{n} y^{*} x e_{n}\right)=\left(x e_{n} \xi_{0} \mid y e_{n} \xi_{0}\right)
\end{aligned}
$$

Hence $V_{-n}$ extends to a unitary operator of $\Omega_{-n}$ onto $\mathfrak{S}_{n}$. It is easy to see that $V_{-n}$ intertwines $\pi_{0}$ and $\pi_{n}$.

Next, we have, for $n \geqslant 1$,

$$
\begin{aligned}
\mathfrak{S}_{-n} & =\left[u^{* n} m_{0} \xi_{0}\right] ; \\
\mathscr{\Omega}_{n} & =\left[e_{n} \mathscr{m}_{0} \xi_{0}\right] .
\end{aligned}
$$

Let $V_{n} e_{n} x \xi_{0}=u^{* n} x \xi_{0}, x \in \boldsymbol{m}_{0}$. We have then

$$
\begin{aligned}
\left(V_{n} e_{n} x \xi_{0} \mid V_{n} e_{n} y \xi_{0}\right)=\left(u^{* n} x \xi_{0} \mid u^{* n} y \xi_{0}\right) & =\left(y^{*} e_{n} x \xi_{0} \mid \xi_{0}\right) \\
& =\varphi_{0}\left(\left(e_{n} y\right)^{*} e_{n} x\right)=\left(e_{n} x \xi_{0} \mid e_{n} y \xi_{0}\right)
\end{aligned}
$$

Hence $V_{n}$ extends to an isometry of $\mathscr{S}_{n}$ onto $\mathfrak{S}_{-n}$. Furthermore, we have, for each $a, x \in \mathbb{M}$,

$$
V_{n} \theta^{n}(a) e_{n} x \xi_{0}=u^{* n} \theta^{n}(a) e_{n} x \xi_{0}=u^{* n} u^{n} a u^{* n} e_{n} x \xi_{0}=a u^{* n} e_{n} x \xi_{0}=\pi_{-n}(a) V_{n} e_{n} x \xi_{0}
$$

Hence we have $V_{n} \theta^{n}(a) V_{n}^{*}=\pi_{-n}(a)$.
Q.E.D.

Corollary 2.17. For each $n$, the representation $\left\{\pi_{n}, \mathfrak{S}_{n}\right\}$ is of uniform multiplicity. More precisely, the coupling operator of $\left\{\pi_{n}\left(m_{0}\right), \mathfrak{S}_{n}\right\}$ is $\varkappa^{n} 1$.

## 3. The algebraic invariants $S(M)$ and $T(M)$ of Connes

In this section, we compute the algebraic invariants $S(M)$ and $T(M)$ introduced recently by A. Connes, see [3] and [4], for the von Neumann algebra $\mathcal{R}\left(M_{0}, \theta\right)$.

For each faithful normal state $\omega$ of $M$, ( $M$ is assumed to be $\sigma$-finite), we denote by $\Delta_{\omega}$ the modular operator associated with $\omega$. Of course, $\Delta_{\omega}$ is defined on the representation space $\mathfrak{F}_{\omega}$ of the cyclic representation $\pi_{\omega}$ of $\boldsymbol{m}$ induced by $\omega$. However, if we fix a faithful normal state $\varphi$ on $\mathscr{m}$, and if we fix a Hilbert space $\mathfrak{H}$, on which $m$ acts, with a cyclic vector $\xi_{0}$ such that $\varphi(x)=\left(x \xi_{0} \mid \xi_{0}\right)$, then any other normal state $\omega$ of $M$ is of the form $\omega(x)=\left(x \xi_{\omega} \mid \xi_{\omega}\right)$ for some unit vector $\xi_{\omega}$ in the closure of $m_{+} \xi_{0}$ by the Radon Nikodym Theorem [18; Theorem 15.1]; therefore, the cyclic representation $\pi_{\omega}$ of $m$ is realized on $\mathfrak{J}$ as follows:

$$
\pi_{\omega}(a) x \xi_{\omega}=a x \xi_{\omega}, \quad a, x \in \mathbb{F} .
$$

Thus the modular operator $\Delta_{\omega}$ associated with a faithful normal state $\omega$ is also defined on the same Hilbert space $\mathfrak{F}$.

Definition 3.1. The spectrum of $\Delta_{\omega}$ is called the spectrum of a faithful normal state $\omega$ and is denoted by $\operatorname{Sp}(\omega)$.

According to Størmer's recent result, [17], we can define $\operatorname{Sp}(\omega)$ without direct use of $\Delta_{\omega}$.

Theorem 3.2. (E. Størmer) For a faithful normal state $\omega$ on a von Neumann algebra m and a non-negative real number $\lambda$, the following statements are equivalent:
(i) $\lambda$ falls in $\operatorname{Sp}(\omega)$;
(ii) For any $\varepsilon>0$, there exists non-zero $x \in \mathbb{M}$ such that

$$
\begin{equation*}
|\lambda \omega(y x)-\omega(x y)| \leqslant \varepsilon \omega\left(y^{*} y\right)^{\frac{1}{2}} . \tag{1}
\end{equation*}
$$

For the proof, we refer to Starmer's original paper [17].
We now consider the algebraic invarients $S(M)$ and $T(M)$ defined by Connes, [3] and [4].

Definition 3.3. The algebraic invariant $S(\mathcal{m})$ of a $\sigma$-finite von Neumann algebra $m$ is defined by

$$
S(m)=\cap \operatorname{sp}(\omega)
$$

where $\omega$ runs over all faithful normal states on $\mathbb{m}$. We call $S(\mathbb{M})$ the modular spectrum of $m$.

From the definition it is obvious that $S(M)$ is an algebraic invariant. Recently A. Connes proved that if $M$ is a factor then non-zero elements in $S(M)$ form a closed subgroup of the multiplicative group $\mathbf{R}_{+}^{*}$ of all positive real numbers.

Theorem 3.4. Let $\boldsymbol{m}=\boldsymbol{R}\left(m_{0}, \theta\right)$ for a couple $\left(m_{0}, \theta\right)$ as before. Suppose $m$ is a factor, equivalently, $\tilde{\theta}$ is ergodic. We conclude the following:
(i) If $\tilde{\theta}$ is periodic in the sense that $\hat{\theta}^{m}=\iota$ for some integer $m \neq 0$, then

$$
S(M)=\left\{\chi^{n_{0} n}: n \in Z\right\} \cup\{0\}
$$

where $n_{0}$ is the smallest positive integer with $\hat{\theta}^{n_{0}}=\iota$. The assumption holds if and only if $\operatorname{dim} \mathfrak{Z}_{0}=n_{0}$.
(ii) If $\tilde{\theta}$ is not periodic, equivalently if $\tilde{\theta}$ is properly ergodic, then

$$
S(M)=\{0,1\} .
$$

Before going into the proof, we recall Connes' result [7], by which we can compute $S(M)$ out of a fixed faithful normal state $\omega$. For a projection $p$ in $T$ and a faithful normal state $\omega$ on $m$, we define a faithful normal state $\omega_{p}$ on $p m p$ by

$$
\omega_{p}(x)=\frac{1}{\omega(p)} \omega(x), \quad x \in p M p
$$

The point is that $\omega_{p}$ may be regarded as a state on $m$ itself in the case that $m$ is a factor of type III because $\mathbb{Z} \cong p m p$. Connes' result says that $S(M)=\cap\left\{\mathrm{Sp}\left(\omega_{p}\right): p\right.$ runs over all non-zero projections in $Z_{\omega}$, the center of the centralizer $\left.m_{\omega}\right\}$ if $m$ is a factor. With the aid of this result, we should compute only $\cap\left\{S p\left(p_{p}\right): p\right.$ runs over all non-zero projections in $\left.\boldsymbol{Z}_{\mathbf{0}}\right\}$.

Proof of Theorem 3.4. Suppose $\tilde{\theta}$ is periodic. Since $\tilde{\theta}$ is ergodic, $Z_{0}$ must be finite dimensional. Let $n_{0}=\operatorname{dim} Z_{0}$ and $p$ be a minimal projection in $Z_{0}$. It is easily seen that $\left\{\hat{\theta}^{n}(p): 0 \leqslant n \leqslant n_{0}-1\right\}$ orthogonal and $\sum_{n=0}^{n_{0}-1} \tilde{\theta}^{n}(p)=1$. We consider $\varphi_{p}$ on $p m_{p}$. Since $\sigma_{t}^{q}(p)=p$, the centralizer of $\varphi_{p}$ is $p M_{p} \cap \prod_{0}=p m_{0} p$. Hence the centralizer of $\varphi_{p}$ is a factor because the center of $p \mathscr{M}_{0} p$ is $Z_{0} p=\mathbf{C} p$. Therefore we have $S(M)=\mathrm{Sp}\left(\varphi_{p}\right)$ by Connes' result as quoted above. The decomposition of $p \mathscr{M} p$ with respect to $\varphi_{p}$ is obviously given by $\left\{p \mathbb{m}_{n} p: n \in \mathbf{Z}\right\}$. We claim that $p \mathbb{m}_{n} p \neq\{0\}$ if and only if $n \in n_{0} \mathbf{Z}$. In fact, for $n \geqslant 1$, with the isometry $u \in M_{1}$ defined in $\S 2$ so that $u x u^{*}=\theta(x), x \in M_{0}$, we have

$$
\begin{gathered}
p M_{n} p=p M_{0} u^{n} p=m_{0} p u^{n} p=m_{0} p u^{n} p u^{*^{n}} u^{n}=m_{0} p \tilde{\theta}^{n}(p) u^{n} \\
p M_{-n} p=p u^{* n} m_{0} p=p u^{* n} p m_{0}=u^{* n} u^{n} p u^{* n} p M_{0}=u^{*^{n}} \tilde{\theta}^{n}(p) p M_{0}
\end{gathered}
$$

Hence $p \mathbb{M}_{n} p \neq\{0\}$ if and only if $p \tilde{\theta}^{n}(p) \neq 0$; if and only if $p=\tilde{\theta}^{n}(p)$; if and only if $n \in n_{0} \mathbf{Z}$. Therefore, in this case, we have $\operatorname{Sp}\left(\varphi_{p}\right)=\left\{\chi^{n_{0} n}: n \in \mathbf{Z}\right\} \cup\{0\}$.

Suppose now $Z_{0}$ is not finite dimensional. By the ergodicity of $\tilde{\theta}$, it follows that $\tilde{\theta}^{n} \neq \iota$ for any non-zero integer $n$. Hence for an integer $n$ there exists a non-zero projection $p \in Z_{0}$ such that $p \tilde{\theta}^{n}(p)=0$. As before, we have $p \mathscr{M}_{n} p=\{0\}$. Hence $p J p J \mathscr{S}_{n}=\{0\}$. Therefore the spectrum of $p J p J \Delta$ does not contain $\varkappa^{n}$. Since the modular operator associated with $\varphi_{p}$ is given by $p J p J \Delta$, we have $\operatorname{Sp}\left(\varphi_{p}\right)=\operatorname{Sp}(p J p J \Delta)$, so that $x^{n} \notin \operatorname{Sp}\left(\varphi_{p}\right)$. Therefore we get $S(M)=\cap \operatorname{Sp}\left(\varphi_{p}\right)=\{0,1\}$.
Q.E.D.

Let Int ( $M$ ) be the group of all inner automorphisms of $m$. Connes proved in [5] that for a fixed $t \in \mathbf{R}, \sigma_{t}^{\omega} \in \operatorname{Int}(m)$ for some faithful normal state $\omega$ on $m$ implies that $\sigma_{t}^{\psi} \in \operatorname{Int}(M)$ for any other faithful normal state $\psi$ on $\mathcal{M}$. Therefore, the set

$$
\begin{equation*}
T(m)=\left\{t \in \mathbf{R}: \sigma_{t}^{\phi} \in \operatorname{Int}(m)\right\} \tag{3}
\end{equation*}
$$

is an algebraic invariant of $m$.
Theorem 3.5. Let $\boldsymbol{m}=\boldsymbol{R}\left(\boldsymbol{m}_{0}, \boldsymbol{\theta}\right)$. For each $t \in \mathbf{R}$, the following statements are equivalent:
(i) $\chi^{i t}$ is a point spectrum of $\tilde{\theta}$. Namely, there is a unitary $v$ in $Z_{0}$ with $\tilde{\theta}(v)=\chi^{i t} v$;
(ii) $t \in T(\mathbb{M})$.

Proof. (i) $\Rightarrow$ (ii): Consider the inner automorphism Ad $\left(v^{*}\right)$ of $m$ induced by $v^{*}$. We have then $\sigma_{t}^{\varphi}(x)=x=\operatorname{Ad}\left(v^{*}\right)(x)$ for any $x \in \mathscr{m}_{0}$ and

$$
\operatorname{Ad}\left(v^{*}\right) u=v^{*} u v=v^{*} u v u^{*} u=v^{*} \theta(v) u=v^{*} \tilde{\theta}(v) u=v^{*}\left(\varkappa^{i t} v\right) u=\varkappa^{i t} u=\sigma_{t}^{\varphi}(u) .
$$

Hence $\operatorname{Ad}\left(v^{*}\right)$ and $\sigma_{t}^{\psi}$ coincide on the generators $m_{0}$ and $u$, so that $\operatorname{Ad}\left(v^{*}\right)=\sigma_{t}^{q}$ is inner.
(ii) $\Rightarrow$ (i): Let $v$ be a unitary in $\mathbb{M}$ such that $\operatorname{Ad}\left(v^{*}\right)=\sigma_{t}$. For any $x \in \mathscr{m}_{0}$, we have

$$
v^{*} x v=\sigma_{t}^{q}(x)=x,
$$

so that $v$ is in the relative commutant $m_{0}^{\prime} \cap m=Z_{0}$ of $m_{0}$. Hence $v$ is a unitary in $Z_{0}$.
Now, we have

$$
\varkappa^{i t} u=\sigma_{t}^{T}(u)=v^{*} u v=v^{*} u v u^{*} u=v^{*} \theta(v) u=v^{*} \tilde{\theta}(v) u ; \quad x^{i t} v u=\tilde{\theta}(v) u,
$$

so that we get

$$
x^{i t} v e_{1}=\varkappa^{i t} v u u^{*}=\tilde{\theta}(v) u u^{*}=\tilde{\theta}(v) e_{1},
$$

which implies $x^{i t} v=\tilde{\theta}(v)$.
Q.E.D.

Corollary 3.6. Let $\boldsymbol{m}=\boldsymbol{R}\left(\mathscr{M}_{0}, \theta\right)$. If the center $\mathcal{Z}_{0}$ of $\boldsymbol{m}_{0}$ has separable predual $\left(Z_{0}\right)_{*}$, then $m$ is always of type III.

Proof. Since the predual of $Z_{0}$ is separable, the ergodic automorphism $\tilde{\theta}$ has at most a countable point spectrum, which can not exhaust the real line. Hence $\sigma_{t}^{\varphi}$ is outer for some $t \in \mathbf{R}$; thus $\mathbb{T}$ is of type III, by [18; Theorem 14.2].

Corollary 3.7. Let $\boldsymbol{m}=\boldsymbol{R}\left(\boldsymbol{m}_{0}, \theta\right)$. If the ergodic automorphism $\hat{\theta}$ of $Z_{0}$ does not have point spectrum except 1, then we have

$$
T(m)=T \mathbf{Z}
$$

where $T=-2 \pi / \log \varkappa$.

## 4. Comparison of periodic states with the same period

Concerning a decomposition of a factor $M$, a natural question is whether the decomposition in Theorem 1.27 is unique in some sense. To attack this problem, we have to compare two periodic states $\varphi$ and $\psi$ on the same factor $m$.

Suppose $\varphi$ and $\psi$ are two faithful normal states on a von Neumann algebra. Following Connes' ideas, we consider the $2 \times 2$ matrix algebra $\mathcal{D}=\boldsymbol{M} \otimes \mathcal{L}\left(\mathfrak{S}_{2}\right)$ over $\boldsymbol{M}$, where $\mathfrak{S}_{2}$
denotes a 2-dimensional Hilbert space. Let $\left\{e_{i, 9}: i, j=1,2\right\}$ be a system of matrix units in $\mathcal{L}\left(\mathfrak{S}_{2}\right)$. Every $x \in D$ is of the form:

$$
\begin{equation*}
x=x_{11} \otimes e_{11}+x_{12} \otimes e_{12}+x_{21} \otimes e_{21}+x_{22} \otimes e_{22}, \tag{l}
\end{equation*}
$$

where $x_{i, j} \in \mathbb{M}, i, j=1,2$ we define a faithful state $\chi$ on $\mathcal{D}$ by

$$
\begin{equation*}
\chi(x)=\frac{1}{2}\left(\varphi\left(x_{11}\right)+\psi\left(x_{22}\right)\right) . \tag{2}
\end{equation*}
$$

Connes showed in [5] that there exists a strongly continuous one parameter family $\left\{u_{t}\right\}$ of unitaries in $M$ such that

$$
\begin{equation*}
\sigma_{t}^{x}\left(1 \otimes e_{12}\right)=u_{t} \otimes e_{12} ; \quad \sigma_{t}^{\psi}(x)=u_{t}^{*} \sigma_{t}^{\psi}(x) u_{t}, x \in \mathscr{m} \tag{3}
\end{equation*}
$$

Noticing that $x \otimes e_{12}=\left(x \otimes e_{11}\right)\left(1 \otimes e_{12}\right), x \in \mathcal{M}$, we have, for each $x$ in $\mathcal{D}$ given by (1),

$$
\begin{equation*}
\sigma_{t}^{\chi}(x)=\sigma_{t}^{\varphi}\left(x_{11}\right) \otimes e_{11}+\sigma_{t}^{\varphi}\left(x_{12}\right) u_{t} \otimes e_{12}+u_{t}^{*} \sigma_{t}^{\varphi}\left(x_{21}\right) \otimes e_{21}+u_{1}^{*} \sigma_{t}^{\varphi}\left(x_{22}\right) u_{t} \otimes e_{22} \tag{4}
\end{equation*}
$$

Lemma 4.1. The one parameter family $\left\{u_{t}\right\}$ satisfies the cocycle equality:

$$
\begin{equation*}
u_{s+t}=\sigma_{t}^{\varphi}\left(u_{s}\right) u_{t}=\sigma_{s}^{\varphi}\left(u_{t}\right) u_{s} \tag{5}
\end{equation*}
$$

Proof. Cocycle equality (5) follows from the simple calculation:

$$
\begin{aligned}
u_{s+t} \otimes e_{12}=\sigma_{s+t}^{\chi}\left(1 \otimes e_{12}\right) & =\sigma_{s}^{x} \circ \sigma_{t}^{x}\left(1 \otimes e_{12}\right) \\
& =\sigma_{s}^{\chi}\left(u_{t} \otimes e_{12}\right)=\sigma_{s}^{\chi}\left(\left(u_{t} \otimes e_{11}\right)\left(1 \otimes e_{12}\right)\right) \\
& =\left(\sigma_{s}^{\varphi}\left(u_{t}\right) \otimes e_{11}\right)\left(u_{s} \otimes e_{12}\right)=\sigma_{s}^{\varphi}\left(u_{t}\right) u_{s} \otimes e_{12} .
\end{aligned}
$$

We consider a one parameter family $\varrho_{t}$ of isometrics of $\boldsymbol{m}$ onto $\boldsymbol{m}$ defined by

$$
\begin{equation*}
\varrho_{t}(x)=\sigma_{t}^{\phi}(x) u_{t}, \quad x \in \mathscr{M} \tag{6}
\end{equation*}
$$

Lemma 4.2. The family $\left\{\varrho_{t}\right\}$ enjoys the following properties:
(i) $\varrho_{s+t}=\varrho_{s} \circ \varrho_{t}$;
(ii) For each fixed $x \in \mathbb{M}$, the map: $t \in \mathbf{R} \mapsto \varrho_{t}(x) \in \mathbb{M}$ is $\sigma$-strongly continuous.

Proof. Property (ii) follows from the facts that $t \mapsto u_{t}$ is strongly continuous, and that the product is jointly continuous on bounded parts of $m$ with respect to the $\sigma$-strong topology.

We have, for any $x \in \mathbb{M}$,

$$
\varrho_{s+t}(x)=\sigma_{s+t}^{\varphi}(x) u_{s+t}=\sigma_{s}^{\varphi} \circ \sigma_{t}^{\varphi}(x) \sigma_{s}^{\varphi}\left(u_{t}\right) u_{s}=\sigma_{s}^{\varphi}\left(\sigma_{t}^{\varphi}(x) u_{t}\right) u_{s}=\varrho_{s} \circ \varrho_{t}(x)
$$

Q.E.D.

Suppose $\varphi$ and $\psi$ have the same period, say $T>0$, and suppose $T$ is a factor. Let $\varkappa=e^{-2 \pi / T}, 0<x<1$, as before. We have then, for any $x \in \mathscr{M}$,

$$
\begin{equation*}
x=\sigma_{T}^{\psi}(x)=u_{T}^{*} \sigma_{T}^{\varphi}(x) u_{T}=u_{T}^{*} x u_{T} \tag{7}
\end{equation*}
$$

Hence $u_{T}$ and $x$ commute. Since $M$ is a factor, there exists $\alpha$ with $x<\alpha \leqslant 1$ such that $u_{T}=\alpha^{i T} 1$. Hence we have the following:

Lemma 4.3. Let $m$ be a factor. If $\varphi$ and $\psi$ have the same period, say $T>0$, then there exists $\alpha$ with $x<\alpha \leqslant 1$ such that

$$
\varrho_{T}(x)=\alpha^{i t} x, \quad x \in \mathbb{M}
$$

where $x=e^{-2 \pi / T}$.
We assume throughout the rest of this section that (i) $M$ is a factor and (ii) $\varphi$ and $\psi$ have the same period $T>0$. We fix the above $\alpha$ and $\kappa$. By Lemma 4.3, we obtain a periodic one parmeter isometry group $\left\{\varrho_{s}^{\prime}\right\}$ on $m$ by the following

$$
\varrho^{\prime}(x)=\alpha^{-i t} \varrho_{t}(x)=\alpha^{-i t} \sigma_{t}^{\psi}(x) u_{t}, x \in \mathbb{M}
$$

We have then $\varrho_{T}^{\prime}=\iota$. For each $n \in Z$,

$$
\begin{equation*}
M_{n}^{\alpha, \psi}=\left\{x \in \mathbb{M}: \varrho_{t}^{\prime}(x)=x^{i n t} x\right\} \tag{8}
\end{equation*}
$$

By (6) and (7), we have also

$$
M_{n}^{\varphi, \psi}=\left\{x \in M: \varrho_{t}(x)=\alpha^{i t} x^{i n t} x\right\}=\left\{x \in \mathbb{M}: \sigma_{t}^{\varphi}(x) u_{t}=\alpha^{i t} \varkappa^{i n t} x\right\}
$$

Lemma 4.4. For some $n \in \mathbb{Z}, \boldsymbol{m}_{n}^{\varphi, \psi} \neq\{0\}$.
Proof. For each $x \in \mathcal{M}$ and $\omega \in m_{*}$, the predual of $m$, we consider a function $f_{x, \omega}(t)=\left\langle\varrho_{t}^{\prime}(x), \omega\right\rangle$. The function $f_{x, \omega}$ has the period $T$ and is non-zero for some $x$ and $\omega$. Hence for some $n \in Z$, we have

$$
a_{n}(x, \omega)=\frac{1}{T} \int_{0}^{T} x^{-i n t} f_{x, \omega}(t) d t \neq 0
$$

It is clear that the map: $\omega \in M_{*} \mapsto a_{n}(x, \omega)$ is linear, and bounded because $\left|f_{x, \omega}(t)\right| \leqslant\|x\|\|\omega\|$. Hence there exists $a_{n} \in \mathcal{M}$ such that $a_{n}(x, \omega)=\left\langle a_{n}, \omega\right\rangle$. We claim that $a_{n}$ falls in $M_{n}^{\varphi, \varphi}$. In fact, we have, for every $\omega \in m_{*}$,

$$
\begin{aligned}
\left\langle\varrho_{s}^{\prime}\left(a_{n}\right), \omega\right\rangle=\left\langle a_{n}, \omega \varrho \varrho_{s}^{\prime}\right\rangle & =\frac{1}{T} \int_{0}^{T} x^{-i n t}\left\langle\varrho_{t}^{\prime}(x), \omega \varrho \varrho_{s}^{\prime}\right\rangle d t \\
& =\frac{1}{T} \int_{0}^{T} x^{-i n t}\left\langle\varrho_{s+t}^{\prime}(x), \omega\right\rangle d t=\frac{1}{T} \int_{0}^{T} x^{-i n t(t-s)}\left\langle\varrho_{t}^{\prime}(x), \omega\right\rangle d t \\
& =x^{i n s} \frac{1}{T} \int_{0}^{T} x^{-n t}\left\langle\varrho_{t}^{\prime}(x), \omega\right\rangle d t=x^{i n s}\left\langle a_{n}, \omega\right\rangle
\end{aligned}
$$

Therefore, $\varrho_{s}^{\prime}\left(a_{n}\right)=\chi^{\text {ins }} a_{n}$, so that $a_{n} \in M_{n}^{q \cdot \varphi} \neq\{0\}$. Q.E.D.

By $\left\{\mathbb{M}_{n}^{\varphi}: n \in \mathbf{Z}\right\}$ and $\left\{\mathbb{W}_{n}^{\varphi}: n \in \mathbf{Z}\right\}$, we denote the decompositions of $\mathbb{M}$ with respect to $\varphi$ and $\psi$ respectively. For example, $m_{0}^{\varphi}$ (resp. $m_{0}^{\psi}$ ) is the centralizer of $\varphi$ (resp. $\psi$ ). We naturally understand the notations $Z_{0}^{\varphi}$, and $Z_{0}^{\varphi}$ and so on.

Lemma 4.5. For each $l, m, n \in \mathbf{Z}$, we have

$$
m_{m}^{\varphi} m_{l}^{\varphi \cdot \psi} m_{n}^{\psi} \subset \mathbb{m}_{m+l+n}^{\varphi \cdot \psi}
$$

Proof. For each $a \in \mathcal{T}_{n}^{\varphi}, b \in \mathcal{M}_{m}^{\varphi}$ and $x \in \mathcal{M}_{l}^{\varphi, \varphi}$, we have

$$
\begin{aligned}
& \varrho_{t}^{\prime}(a x b)=\alpha^{-t t} \sigma_{t}^{q}(a x b) u_{t}=\alpha^{-t t} \sigma_{t}^{\varphi}(a) \sigma_{t}^{q}(x) \sigma_{t}^{\varphi}(b) u_{t} \\
& =\varkappa^{i m t} a \alpha^{-i t} \sigma_{t}^{q}(x) u_{t} u_{t}^{*} \sigma_{t}^{\phi}(b) u_{t}=\chi^{i m t} a \varrho_{t}^{\prime}(x) \sigma_{t}^{\psi}(b) \\
& =\chi^{i m t} a\left(\chi^{i t t} x\right)\left(\chi^{i n t} b\right)=\chi^{i(m+t+n) t} a x b \text {. Q.E.D. }
\end{aligned}
$$


Proof. Let $u \in M_{1}^{\varphi}$ and $v \in \mathcal{M}_{1}^{\varphi}$ be isometries. We choose first an $n \in \mathbb{Z}$ with $\mathbb{M}_{n}^{\varphi, \psi} \neq\{0\}$. We have then, for $k \geqslant 1$,

$$
\begin{align*}
& M_{n+k}^{\varphi, \varphi} \supset u^{k} \mathbb{M}_{n}^{\varphi, \psi} \neq\{0\}, \\
& \mathbb{M}_{n-k}^{\varphi, \varphi} \supset \mathscr{M}_{n}^{\varphi, \varphi} v^{* k} \neq\{0\} .
\end{align*}
$$

We now further assume that $\prod_{1}^{\varphi}$ and $\boldsymbol{m}_{1}^{\varphi}$ contains isometries $u_{\varphi}$ and $u_{\psi}$ respectively such that $\left(u_{\varphi} u_{\varphi}^{*}\right)^{\natural}=x 1$ and $\left(u_{\psi} u_{\psi}^{*}\right)^{\natural}=x 1$. Therefore, by Theorem 2.13, $m$ has two discriptions $M=R\left(M_{0}^{\varphi}, \theta_{\varphi}\right)$ and $\boldsymbol{m}=\boldsymbol{R}\left(\boldsymbol{m}_{0}^{\varphi}, \theta_{\psi}\right)$ with respect to $\varphi$ and $\psi$ respectively. Let $u_{\varphi}$ (resp. $u_{\varphi}$ ) be an isometry in $\mathbb{M}_{1}^{\varphi}$ (resp. $\boldsymbol{m}_{1}^{\varphi}$ ) such that

$$
\begin{equation*}
\theta_{\varphi}(x)=u_{\varphi} x u_{\varphi}^{*}, x \in M_{0}^{\varphi} ; \quad \theta_{\varphi}(x)=u_{\varphi} x u_{\varphi}^{*}, x \in M_{0}^{\psi} \tag{9}
\end{equation*}
$$

Lemma 4.7. For each $n \in \mathbf{Z}$, if $x$ is an element of $\mathcal{M}_{n}^{q, \varphi}$, then we have

$$
\begin{equation*}
\alpha x^{n} \psi(y x)=\varphi(x y), \quad y \in \mathscr{m} \tag{10}
\end{equation*}
$$

Proof. First of all, we observe

$$
\sigma_{t}^{x}\left(x \otimes e_{12}\right)=\sigma_{t}^{q}(x) u_{t} \otimes e_{12}=\alpha^{i t} \varrho_{t}^{\prime}(x) \otimes e_{12}=\left(\alpha x^{n}\right)^{i t} x \otimes e_{12}
$$

Therefore, we get, by Lemma 1.6,

$$
\alpha x^{n} \psi(y x)=2 \alpha x^{n} \chi\left(\left(y \otimes e_{21}\right)\left(x \otimes e_{12}\right)\right)=2 \chi\left(\left(x \otimes e_{12}\right)\left(y \otimes e_{21}\right)\right)=\varphi(x y) . \quad \text { Q.E.D. }
$$

Lemma 4.8. If $\mathbb{M}_{0}^{\varphi}$ and $\boldsymbol{M}_{0}^{p}$ are both factors, then for any pair of non-zero projections $p \in \mathcal{M}_{0}^{\varphi}$ and $q \in \mathcal{M}_{0}^{\psi}$, we have

$$
p M_{n}^{\varphi, \varphi} q \neq\{0\} .
$$

Proof. For a fixed $q \in M_{0}^{\varphi}$, let
for a fixed $p \in \mathbb{M}_{0}^{\varphi}$, let

$$
\mathcal{J}_{q}^{\varphi}=\left\{x \in \boldsymbol{M}_{0}^{\varphi}: x \mathbb{M}_{n}^{\varphi \cdot \psi} q=0\right\} ;
$$

$$
\mathcal{J}_{p}^{\psi}=\left\{x \in \mathbb{M}_{0}^{\varphi}: p \mathbb{M}_{n}^{\varphi, \varphi} x=0\right\} .
$$

Both $J_{q}^{\varphi}$ and $J_{p}^{\psi}$ are $\sigma$-weakly closed ideals of $\prod_{0}^{\varphi}$ and of $\prod_{0}^{\psi}$ respectively, so that they are either $\{0\}$ or all of $\mathbb{M}_{0}^{\varphi}$ or $\mathscr{M}_{0}^{\psi}$ respectively. But if $\mathfrak{J}_{q}^{\varphi}=\mathcal{M}_{0}^{\varphi}$, then $\mathcal{M}_{n}^{\varphi, \varphi} q=\{0\}$, so that $\mathcal{J}_{1}^{\varphi}$ contains $q$. Hence if $q \neq 0$, then $\mathcal{J}_{1}^{\psi}=\prod_{0}^{\psi}$. But this is impossible because $\prod_{n}^{q, \psi} \neq\{0\}$ and $1 \in \mathbb{M}_{0}^{\varphi}$. Therefore $\mathcal{J}_{q}^{\varphi}=\{0\}$ for any non-zero $q$ which means that $p \mathbb{M}_{n}^{\varphi \cdot \varphi} \neq\{0\}$ for any non-zero $p$.
Q.E.D.

Lemma 4.9. For each $x \in \boldsymbol{T}_{n}^{p, \psi}$, if

$$
x=v h=k v, \quad h=\left(x^{*} x\right)^{\frac{1}{1}}, \quad k=\left(x x^{*}\right)^{\frac{1}{1}}
$$

is the left and right polar decomposition of $x$, then $v$ is in $M_{n}^{\varphi, \psi}$ and $h \in M_{0}^{\psi}$ and $k \in M_{0}^{\varphi}$.
Proof. We have

$$
\begin{aligned}
& \varkappa^{i n t} v h=\alpha^{i t} \sigma_{t}^{\mathscr{L}}(v h) u_{t}=\alpha^{i t} \sigma_{t}^{q}(v) u_{\tau} u_{t}^{*} \sigma_{t}^{\psi}(h) u_{t}=\alpha^{i t} \sigma_{t}^{\Psi}(v) u_{t} \sigma_{t}^{\psi}(h) ; \\
& x^{i n t} k v=\alpha^{i t} \sigma_{t}^{\varphi}(k v) u_{t}=\alpha^{i t} \sigma_{t}^{\varphi}(k) \sigma_{t}^{\varphi}(v) u_{t} .
\end{aligned}
$$

Hence the unity of the polar decomposition yields our assertions.
Q.E.D.

Definition 4.10. A faithful mormal state $\varphi$ on a factor $m$ is said to be inner homogeneous if $M_{\varphi}^{\prime} \cap W=\{\lambda 1\}$. ${ }^{(1)}$

Now, we can compare two inner homogeneous periodic states as follows.
Theorem 4.12. Suppose $\varphi$ and $\psi$ are faithful inner homogeneous periodic states on a factor 7 . We conclude then the following:
(i) The periods of $\varphi$ and $\psi$ are same;
(ii) There exist isometries $u$ and $v$ in $I$ such that
(1) After finishing this work, Dr. A. Connes kindly informed the author that he has succeeded in proving the existence of an inner homogeneous periodic state on a factor $\boldsymbol{M}$ with

$$
S(M)=\left\{\lambda^{n}: n \in \mathbf{Z}\right\} \cup\{0\}, 0<\lambda<1 .
$$

He also mentions in the letter that such a factor $\mathcal{M i s}$ written as the crossed product of a $I_{\infty}$ factor by an automorphism, which is closely related to our structure theorem.
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$$
\begin{aligned}
\psi(x) & =\frac{1}{\varphi\left(u u^{*}\right)} \varphi\left(u x u^{*}\right), x \in \mathbb{M} \\
\varphi(x) & =\frac{1}{\psi\left(v v^{*}\right)} \psi\left(v x v^{*}\right), x \in \mathbb{M} \\
p & =u u^{*} \in M_{0}^{\varphi} \quad \text { and } \quad f=v v^{*} \in M_{0}^{\varphi}
\end{aligned}
$$

(iii) There exists a unitary $u \in \mathbb{M}$ such that

$$
\psi(x)=\varphi\left(u x u^{*}\right), \quad x \in \mathbb{M}
$$

if and only if the state $\chi$ on $\mathcal{P}$ defined above has the same period $T$ as $\varphi$ and $\psi$.
Proof. By Theorem 3.5, $\varphi$ and $\psi$ have the same period $T>0$. Let $n$ be a fixed integer. Let $\left\{u_{i}\right\}_{\epsilon_{I}}$ be a maximal family of partial isometries in $m_{n}^{\varphi, \varphi}$ such that $p_{i}=u_{i} u_{i}^{*}$ and $q_{i}=u_{i}^{*} u_{i}$ are both orthogonal in $W_{0}^{\varphi}$ and in $M_{0}^{\varphi}$ respectivey. Let $u=\sum_{i \in I} u_{i}$. Obviously $u$ is a partial isometry in $\mathcal{M}_{n}^{\varphi, \varphi}$. Let $p=u u^{*}$ and $q=u^{*} u$. If $p \neq 1$ and $q \neq 1$, then $(1-p) \mathcal{M}_{n}^{\varphi, \varphi}(1-q) \neq$ $\{0\}$ by Lemma 4.8. Take a non-zero $x \in(1-p) \mathscr{T}_{n}^{\varphi \cdot \varphi}(1-q)$. Let $x=v h=k v$ be the left and right polar decomposition of $x$. By Lemma 4.9, the partial isometry $v$ is in $\prod_{n}^{\varphi, \varphi}$, and $v v^{*} \leqslant$ $(1-p)$ and $v^{*} v \leqslant(l-q)$. Hence $\left\{u_{i}\right\}_{i \in I} \cup\{v\}$ is properly larger than $\left\{p_{i}\right\}_{i \in I}$, which contradicts the maximality. Therefore, either $p=1$ or $q=1$.

However, by Lemma 4.7, we have

$$
\alpha \varkappa^{n} \psi(q)=\alpha \varkappa^{n} \psi\left(u^{*} u\right)=\varphi\left(u u^{*}\right)=\varphi(p)
$$

Hence if $\alpha x^{n}<1$, then $p \neq 1$, so that $q=1$. If $\alpha x^{n}>1, q \neq 1$, so that $p=1$. Therefore if $n \geqslant 1$, then $u$ is an isometry, and if $n \leqslant-1$, then $u$ is a co-isometry, that is, $u^{*}$ is an isometry because the inequality $x<\alpha \leqslant 1$ implies $1<x^{n} \alpha$ for $n \leqslant-1$. If $\alpha x^{n}=1$, then $u$ is a unitary. However, $\alpha x^{n}=1$ implies that $n=0$ and $\alpha=1$.

Choosing $n=0$, we have an isometry $u$ in $M_{0}^{\varphi \cdot \varphi}$. Hence we have

$$
\alpha \psi(x)=\alpha \psi\left(x u^{*} u\right)=\varphi\left(u x u^{*}\right),
$$

so that

$$
\psi(x)=\frac{1}{\alpha} \varphi\left(u x u^{*}\right)
$$

It is obvious that $\alpha=\varphi\left(u u^{*}\right)$. Choosing $n=-1$, we hve a co-isometry $u \in M_{-1}^{\varphi, \psi}$, so that

$$
\alpha x^{-1} \psi\left(u^{*} x u\right)=\varphi\left(x u u^{*}\right)=\varphi(x)
$$

Hence with an isometry $v=u^{*}$, we get

$$
\varphi(x)=\frac{\alpha}{\varkappa} \psi\left(v x v^{*}\right)
$$

Putting $x=1$, we have $x / \alpha=\psi\left(v v^{*}\right)$.
If $\sigma_{T}^{\chi}=\iota$, then we have $\alpha=1$, so that an isometry $u \in \prod_{0}^{\varphi, \psi}$ must be a unitary. Now, suppose there exists a unitary $u$ in $m$ such that $\psi(x)=\varphi\left(u x u^{*}\right), x \in m$. We claim that $u \otimes e_{12}$ is in the centralizer $\mathcal{p}_{\chi}$ of $\chi$. Let $x$ be an element of $\mathscr{M}$. We have then

$$
\begin{aligned}
& \chi\left(\left(x \otimes e_{11}\right)\left(u \otimes e_{12}\right)\right)=\chi\left(x u \otimes e_{12}\right)=0 \\
& \chi\left(\left(u \otimes e_{12}\right)\left(x \otimes e_{11}\right)\right)=\chi(0)=0 \\
& \chi\left(\left(x \otimes e_{12}\right)\left(u \otimes e_{12}\right)\right)=\chi(0)=0 \\
& \chi\left(\left(u \otimes e_{12}\right)\left(x \otimes e_{12}\right)\right)=\chi(0)=0 \\
& \chi\left(\left(x \otimes e_{22}\right)\left(u \otimes e_{12}\right)\right)=\chi(0)=0 ; \\
& \chi\left(\left(u \otimes e_{12}\right)\left(x \otimes e_{22}\right)\right)=\chi\left(u x \otimes e_{12}\right)=0 \\
& \begin{aligned}
\chi\left(\left(x \otimes e_{21}\right)\left(u \otimes e_{12}\right)\right) & =\chi\left(x u \otimes e_{22}\right)=\frac{1}{2} \psi(x u)=\frac{1}{2} \varphi(u x) \\
& =\chi\left(u x \otimes e_{11}\right)=\chi\left(\left(u \otimes e_{12}\right)\left(x \otimes e_{21}\right)\right)
\end{aligned} \\
& \left.\begin{array}{rl}
\chi(u \otimes
\end{array}\right)
\end{aligned}
$$

Thus $u \otimes e_{12}$ falls in $\mathcal{D}_{\chi}$, so that

$$
u \otimes e_{12}=\sigma_{t}^{\chi}\left(u \otimes e_{12}\right)=\sigma_{t}^{P}(u) u_{t} \otimes e_{12}
$$

Hence we have $u=\sigma_{t}^{\varphi}(u) u_{t}$, and then $u_{t}=\sigma_{t}^{\varphi}\left(u^{*}\right) u$. Thus $u_{T}=\sigma_{T}^{\varphi}\left(u^{*}\right) u=u^{*} u=1$. By equality (4) for $\sigma_{t}^{x}$, we have $\sigma_{T}^{\chi}=i$.
Q.E.D.

Rephrasing the theorem, we have the following:
Corollary 4.13. If $\varphi$ and $\psi$ are inner homogeneous periodic states on a factor $m$, then there exists a projection $p \in \mathcal{M}_{0}^{\varphi}$ and $q \in \boldsymbol{M}_{0}^{\psi}$ such that

$$
\begin{aligned}
& \{M, \psi\} \cong\left\{p M p, \varphi_{p}\right\} \\
& \{M, \varphi\} \cong\left\{q \neq\left\{q, \psi_{a}\right\}\right.
\end{aligned}
$$

Therefore, the collection $\left\{p \not M p, \varphi_{p}\right\}$ exhausts all possible inner homogeneous periodic states up to isomorphism.

Theorem 4.14. Let $\varphi$ be an inner homogeneous periodic state on a factor M. Let $x=e^{-2 \pi / T}$, where $T$ is the period of $\varphi$. Let $p$ and $q$ be two projections in $M_{0}^{\varphi}$. For isometries $u$ and $v$ in $m$ with $p=u u^{*}$ and $q=v v^{*}, p u t$

$$
\psi(x)=\varphi_{p}\left(u x u^{*}\right), \omega(x)=\varphi_{q}\left(v x v^{*}\right), \quad x \in \mathscr{M}
$$

The following statements are equivalent:
(i) $\varphi(q)=\chi^{n} \varphi(p)$ for some $n \in \mathbf{Z}$;
(ii) There exists a unitary $w \in \mathbb{M}$ such that

$$
\omega(x)=\psi\left(w x w^{*}\right), \quad x \in \mathbb{M}
$$

Proof. (i) $\Rightarrow$ (ii): By Lemma 1.25 there exists a partial isometry $\tilde{u}$ in $\prod_{n}^{\varphi}$ such that $\tilde{u}^{*} \tilde{u}=p$ and $\tilde{u} \tilde{u}^{*}=q$. Let $w=v^{*} \tilde{u} u$. Clearly $w$ is a unitary in $m$, and we have

$$
\begin{aligned}
\psi\left(w^{*} x w\right)=\frac{1}{\varphi(p)} \varphi\left(u w^{*} x w u^{*}\right) & =\frac{1}{\varphi(p)} \varphi\left(\tilde{u}^{*} v x v^{*} \tilde{u}\right) \\
& =\frac{1}{x^{n} \varphi(p)} \varphi\left(\tilde{u} \tilde{u}^{*} v x v^{*}\right) \quad \text { by Lemma 1.6 } \\
& =\frac{1}{\varphi(q)} \varphi\left(v x v^{*}\right)=\omega(x)
\end{aligned}
$$

(ii) $\Rightarrow$ (i): Let $w$ be a unitary in $m$ such that $\omega(x)=\psi\left(w x w^{*}\right)$. By definition, it follows that

$$
\frac{1}{\varphi(p)} \varphi\left(u w x w^{*} u^{*}\right)=\frac{1}{\varphi(q)} \varphi\left(v x v^{*}\right), x \in m
$$

Replacing $x$ by $v^{*} x v$, we get

$$
\frac{1}{\varphi(q)} \varphi(q x q)=\frac{1}{\varphi(p)} \varphi\left(u w v^{*} x v w^{*} u^{*}\right)
$$

Let $\tilde{u}=u w v^{*}$. We have then

$$
\begin{gathered}
\tilde{u}^{*} \tilde{u}=v w^{*} u^{*} u w v^{*}=q ; \quad \tilde{u} \tilde{u}^{*}=u w v^{*} v w^{*} u^{*}=p \\
\frac{1}{\varphi(q)} \varphi(q x \downarrow)=\frac{1}{\varphi(p)} \varphi\left(\tilde{u} x \tilde{u}^{*}\right), x \in m
\end{gathered}
$$

Replacing $x$ by $q x \tilde{u}$, we get

$$
\varphi(\tilde{u} x p)=\frac{\varphi(p)}{\varphi(q)} \varphi(q x \tilde{u}), x \in \mathbb{M} ;
$$

hence for any $x \in \mathbb{M}$, we have

$$
\varphi(\tilde{u} x)=\varphi(p \tilde{u} x)=\varphi(\tilde{u} x p)=\frac{\varphi(p)}{\varphi(q)} \varphi(q x \tilde{u})=\frac{\varphi(p)}{\varphi(q)} \varphi(x \tilde{u} q)=\frac{\varphi(p)}{\varphi(q)} \varphi(x \tilde{u}) .
$$

Thus we have $\varphi(p) / \varphi(q)=\chi^{n}$ for some $n \in \mathbf{Z}$.
Q.E.D.

Thus, the unitary equivalence class of all inner homogeneous periodic states is parameterized by the half-open interval $(x, 1]$. We write $\psi \sim \varphi_{\lambda}, x<\lambda \leqslant 1$, when $\{\boldsymbol{m}, \psi\}$ is isomorphic to $\left\{p M p, \varphi_{p}\right\}$ with $\varphi(p)=\lambda$.

Corollary 4.15. Let $\varphi$ be an inner homogeneous periodic state on a factor 7 . For an inner homogeneous periodic state $\psi$ with $\psi \sim \varphi_{\lambda}, \chi<\lambda \leqslant 1$, where $\chi=e^{-2 \pi / T}$ for the period $T$ of $\varphi$, the following two statements are equivalent:
(i) There exists $\sigma \in \mathrm{Aut}$ ( $\left.{ }^{( }\right)$) such that $\psi=\varphi \circ \sigma$ :
(ii) There exists a projection $p \in \mathbb{M}_{0}^{\varphi}$ with $\varphi(p)=\lambda$, an isomorphism $\varrho_{0}$ of $\mathbb{M}_{0}^{\varphi}$ onto $p M_{0}^{\varphi} p$ and a partial isometry $w$ in $\Psi_{0}^{\varphi}$ such that

$$
\begin{aligned}
& \varrho_{0} \circ \theta(x)=w \theta \circ \varrho_{0}(x) w^{*} ; \\
& \theta \circ \varrho_{0}(x)=w^{*} \varrho_{0} \circ \theta(x) w, \quad x \in M_{0}^{\psi},
\end{aligned}
$$

where $\theta$ denotes an isomorphism of $\mathcal{M}_{0}^{\varphi}$ onto e $\mathbb{M}_{0}^{\varphi} e$ for a projection $e \in \mathcal{M}_{0}^{\varphi}$ with $\varphi(e)=x$ such that $\boldsymbol{m}=\boldsymbol{R}\left(\boldsymbol{m}_{0}, \theta\right)$.

Proof. (i) $\Rightarrow$ (ii): Let $u$ be an isometry in $T$ with $p=u u^{*}$ such that $\psi(x)=\varphi_{p}\left(u x u^{*}\right)$ and $\varphi(p)=\lambda$. It is then clear that $\sigma^{-1}\left(M_{0}^{\varphi}\right)=M_{0}^{\psi}=u^{*} p M_{0}^{\varphi} p u$. Let $\varrho(x)=u \sigma^{-1}(x) u^{*}, x \in \mathbb{M}$. Then $\varrho$ is an isomorphism of $\mathbb{M}$ onto $p \mathscr{M} p$. We have, for each $x \in \mathbb{M}$,

$$
\varphi_{p} \bigcirc \varrho(x)=\varphi_{p}\left(u \sigma^{-1}(x) u^{*}\right)=\psi\left(\sigma^{-1}(x)\right)=\varphi(x) ;
$$

hence $\varrho$ is an isomorphism of $\{\mathscr{M}, \varphi\}$ onto $\left\{p m p, \varphi_{p}\right\}$. Therefore, Theorem 1.28 implies the conclusion.
(ii) $\Rightarrow$ (i): By Theorem 1.28, there exists an isomorphism $\varrho$ of $\{m, \varphi\}$ onto $\left\{p m p, \varphi_{p}\right\}$ which extends $\varrho_{0}$. Let $\sigma(x)=\varrho^{-1}\left(u x u^{*}\right)$. We have then

$$
\varphi \circ \sigma(x)=\varphi \circ \varrho^{-1}\left(u x u^{*}\right)=\varphi_{p}\left(u x u^{*}\right)=\psi(x)
$$

Corollary 4.16. Let $\mathcal{M}_{0}$ and $\eta_{0}$ be two $\mathrm{II}_{1}$ factors. Let e $\in \boldsymbol{T}_{0}$ and $f \in \boldsymbol{\eta}_{0}$ be projections. Let $\theta$ and $\varrho$ be isomorphisms of $M_{0}$ onto $e M_{0} e$ and $\eta_{0}$ onto $f \eta_{0} f$. Let $M=\boldsymbol{R}\left(M_{0}, \theta\right)$ and $n=\boldsymbol{R}\left(\boldsymbol{n}_{0}, \varrho\right)$. For $m$ and $n$ to be isomorphic, it is necessary and sufficient that
(i) $\varphi_{0}(e)=\psi_{0}(f)$, where $\varphi_{0}$ and $\psi_{0}$ are the canonical trace of $m_{0}$ and $\eta_{0}$ respectively;
(ii) There exists a projection $p$ in $\mathbb{T}_{0}$, an isomorphism $\sigma$ of $\Pi_{0}$ onto $p \mathbb{M}_{0} p$ and a partial isometry $w$ in $m_{0}$ such that

$$
w \theta \circ \sigma(x) w^{*}=\sigma \circ \varrho(x), \quad \theta \circ \sigma(x)=w^{*} \sigma \circ \varrho(x) w, \quad x \in \Pi_{0} .
$$

## 5. Examples

In order to obtain more insight into the objects, we consider various examples of factors equipped with homogeneous periodic states. Throughout this sections, we assume that the von Neumann algebras in question have separable preduals. Hence they have faithful normal representations on separable Hilbert spaces.

Let $\mathcal{A}$ be an abelian von Neumann algebra, finite dimensional or infinite dimensional. Let $\theta_{1}$ be an ergodic automorphism of $\mathcal{A}$. Suppose $\mathcal{A}$ admits a faithful $\theta_{1}$-invariant normal state $\mu$. This assumption implies that $\mathcal{A}$ is either finite dimensional or isomorphic to $L^{\infty}(0,1)$, the algebra of all essentially bounded measurable functions over the unit interval $(0,1)$ with respect to the Lebesque measure. Let $\mathcal{F}$ be a $I_{1}$-factor. Let $f$ be a projection in $\mathcal{F}$ such that $\mathfrak{F} \cong f(\mathcal{F} f$. Hence $\tau(f)$ is in the fundamental group $\mathfrak{G}(\mathcal{F})$ of $\mathcal{F}$ in the sense of Murray and von Neumann, where $\tau$ means the canonical trace of $\mathcal{F}$. Let $\varkappa=\tau(f), 0<x<1$. Let $\theta_{p}$ be an isomorphism of $\mathcal{F}$ onto $f \mp f$. Now we consider the tensor product $M_{0}=\mathcal{A} \otimes \mathcal{F}$ of $\mathcal{A}$ and $\mathcal{F}$. The center $Z_{0}$ of $\mathscr{m}_{0}$ is given by $Z_{0}=\mathcal{A} \otimes 1$. Let $e=1 \otimes f$, $\varphi_{0}=\mu \otimes \tau$ and $\theta=\theta_{1} \otimes \theta_{2}$. In this setting, we have $\tilde{\theta}=\theta_{1} \otimes \iota$, so that $\tilde{\theta}$ is ergodic on the center $Z_{0}$. We construct a factor $R\left(M_{0}, \theta\right)$, say $m$, based on $m_{0}$ and $\theta$ according to the process described in §2. Let $T=-2 \pi / \log \nsim$. As Theorems 3.4 and 3.5 mention, we conclude the following:
(i) If $\operatorname{dim} . \mathcal{A}=n_{0}$, then $S(\mathbb{M})=\left\{\chi^{n_{0} n}: n \in \mathbf{Z}\right\}$ and $T(\mathbb{M})=\left(T / n_{0}\right) \mathbf{Z}$;
(ii) If $\operatorname{dim} . \mathcal{A}=\infty$, then $S(M)=\{0,1\}$ and $T(M)=\left\{t \in \mathbf{R}: \varkappa^{i t}\right.$ is in the point spectrum of $\left.\theta_{1}\right\}$. We consider an automorphism $g_{0}=\theta_{1} \otimes \iota$ of $\boldsymbol{m}_{0}$. Obviously $g_{0}$ and $\theta$ commute and $g_{0}$ leaves $\varphi_{0}$ invariant, so that $g_{0}$ by Theorem 2.14 extends to an automorphism $g$ of $m$ with $\varphi \circ g=\varphi$. Since $g_{0}$ is ergodic on $Z_{0}$, the automorphism group generated by $g$ and modular automorphism group $\left\{\sigma_{t}^{\varphi}\right\}$ acts ergodically on $\mathcal{M}$, hence $G(\varphi)$ is ergodic on $m$. Therefore, the periodic state $\varphi$ is homogeneous. For any given countable subgroup of the torus group $\{\lambda \in \mathbf{C}:|\lambda|=1\}$, there exists an ergodic automorphism $\theta_{1}$ on $\mathcal{A}=L^{\infty}(0,1)$ whose point spectrum is precisely the given group. Hence we have the following:

Theorem 5.1. For any countable subgroup $G$ of the additive group $\mathbf{R}$, there exists a factor $M$ equipped with a periodic homogeneous state such that $S(M)=\{0,1\}$ and $T(\mathbb{M})=G$.

For the proof, we need to consider an ergodic automorphism of $\mathcal{A}=L^{\infty}(0,1)$ whose point spectrum is precisely $\left\{\varkappa^{i t}: t \in G\right\}$.

Corollary 5.2. In the group Aut ( $\mathcal{m}$ ) of all automorphisms of a factor $\mathbb{M}$, the group Int ( $\mathcal{M}$ ) of all inner automorphisms of $\boldsymbol{m}$ is not necessarily closed under a topology in Aut ( $\mathcal{M}$ ) which makes the function: $t \in \mathbf{R} \rightarrow \sigma_{t}^{\varphi} \in \operatorname{Aut}(\boldsymbol{M})$ continuous.

Therefore, Int ( $M$ ) is not necessarily closed under any reasonable topology in Aut ( $M$ ) except the uniform topology.

We will examine an infinite tensor product of $2 \times 2$ matrix algebras. Let $\left\{M_{n}: n=1,2, \ldots\right\}$ be a sequence of $2 \times 2$-matrix algebras. We fix $\lambda, 0<\lambda<\frac{1}{2}$. Put $\varkappa=\lambda /(1-\lambda)$. For each $n=1,2, \ldots$, we define a state $\omega_{\lambda}^{n}$ on $M_{n}$ by:

$$
\omega_{\lambda}^{n}\left(\begin{array}{ll}
a, & b \\
c, & d
\end{array}\right)=\lambda a+(1-\lambda) b
$$

The modular automorphism group $\sigma_{t}^{n}$ of $M_{n}$ associated with $\omega_{\lambda}$ is the inner automorphism group induced by the one parameter unitary matrix group in $M_{n}$ :

$$
h_{n}^{i t}=\left(\begin{array}{lc}
\lambda^{i t}, & 0 \\
0, & (1-\lambda)^{i t}
\end{array}\right) \in M_{n}
$$

It is obvious that each $\omega_{\lambda}^{n}$ has the period $T=-2 \pi / \log \varkappa$. Let $m^{\lambda}$ denote the tensor product $\Pi_{n=1}^{\infty} \otimes\left(M_{n}, \omega_{\lambda}^{n}\right)$ of $M_{n}$ with respect to the reference states $\left\{\omega_{\lambda}^{n}\right\}$. Let $\omega_{\lambda}=\Pi_{n=}^{\infty} \otimes \omega_{\lambda}^{n}$. The von Neumann algebra $m^{\lambda}$ is considered as the one generated by the image of the infinite $C^{*}$-algebra tensor product $\Pi_{n=1}^{\infty} \widehat{\otimes} M_{n}$ under the cyclic representation induced by $\omega_{\lambda}$. R. Powers proved that for $\lambda \neq \lambda^{\prime}, 0<\lambda, \lambda^{\prime}<\frac{1}{2}, m^{\lambda}$ and $m^{\lambda^{\prime}}$ are non-isomorphic factors. Let $\sigma_{t}$ be the modular automorphism group of $m^{\lambda}$ associated with $\omega_{\lambda}$. In the following sense, $\left\{\sigma_{t}\right\}$ is the tensor product of $\sigma_{t}^{n}$ :

$$
\sigma_{t}\left(x_{1} \otimes \ldots \otimes x_{n} \otimes \mathbf{1} \otimes \ldots \otimes \mathbf{1} \otimes \ldots\right)=\sigma_{t}^{1}\left(x_{1}\right) \otimes \ldots \otimes \sigma_{t}^{n}\left(x_{n}\right) \otimes \mathbf{1} \otimes \ldots
$$

Hence $\omega_{\lambda}$ has period $T$. For each $n \geqslant 1$, we define an automorphism $g_{n}$ of $m^{\lambda}$ by

$$
g_{n}\left(x_{1} \otimes x_{2} \otimes \ldots \otimes x_{m} \otimes 1 \otimes \ldots\right)=x_{n} \otimes x_{1} \otimes \ldots \otimes x_{n-1} \otimes x_{n+1} \otimes \ldots \otimes 1 x_{m} \otimes 1 \otimes \ldots
$$

Each $g_{n}$ leaves $\omega_{\lambda}$ invariant. Hence $g_{n} \in G\left(\omega_{\lambda}\right)$. Since the fixed points of $\left\{g_{n}: n=1,2, \ldots,\right\}$ consist only of scalar multiples of the identity, $\omega_{\lambda}$ is certainly homogeneous. Let $M^{n}=$ $M_{1} \otimes \ldots \otimes M_{n}$. Then $g_{n}$ is decomposed as $g_{n}=\bar{g}_{n} \otimes \iota$ according to the tensor product decomposition:

$$
m^{\lambda}=M^{n} \otimes \prod_{k=n+1}^{\infty} \otimes\left\{M_{k}, \omega_{\lambda}^{k}\right\}
$$

Since $M^{n}$ is certainly a factor of type $I$ (actually type $I_{2^{n}}$ ), $\bar{g}_{n}$ is inner, so that there exists a unitary $\bar{u}_{n} \in M^{n}$ such that $\bar{g}_{n}(x)=\bar{u}_{n} x \bar{u}_{n}^{*}, x \in M^{n}$. Therefore $g_{n}$ is inner. In fact, $u_{n}=\bar{u}_{n} \otimes 1$ gives rise to the automorphism $g_{n}$. Therefore, $\omega_{\lambda}$ is inner homogeneous. Hence the centralizer $M_{0}^{\lambda}$ of $\omega_{\lambda}$ is a $I_{1}$-factor. We claim that $M_{0}^{\lambda}$ is a hyperfinite $\Pi_{1}$-factor. Let $M_{0}^{n}$ be the centralizer of $\omega_{\lambda}^{n}$ in $M^{n}$. Of course, $M_{0}^{n}$ is finite dimensional. Identifying $M^{n}$ and $M^{n} \otimes 1$, we regard $M^{n}$ as a subalgebra of $m^{\lambda}$. Since the restriction of $\omega_{\lambda}$ to $M^{n}$ is $\omega_{\lambda}^{1} \otimes \ldots \otimes \omega_{\lambda}^{n}, M_{0}^{n}$ is a subalgebra of $M_{0}^{n}$. We note here that $\varepsilon_{0}\left(M^{n}\right)=M_{0}^{n}$, where $\varepsilon_{0}$ is the mapping defined by (1.7) with respect to $\sigma_{t}$ (hence $\omega_{\lambda}$ ). Let $x$ be an element in $\mathcal{M}_{0}^{\lambda}$. There exists a bounded sequence $\left\{x_{j}\right\}$ in $\bigcup_{n=1}^{\infty} M^{n}$ converging $\sigma$-strongly to $x$. Since $\varepsilon_{0}$ is $\sigma$-strongly continuous, $\left\{\varepsilon_{0}\left(x_{j}\right)\right\}$ converges $\sigma$-strongly to $\varepsilon_{0}(x)=x$. Since $\varepsilon\left(x_{j}\right) \in \bigcup_{n=1}^{\infty} M_{0}^{n}$ we
have proved that $m_{0}^{2}$ is approximated by the union of the increasing sequence $\left\{M_{0}^{n}\right\}$ of finite dimensional subalgebras. Therefore, Murray and von Neumann's Theorem [14; Theorem XII] implies that $m_{0}^{\lambda}$ is a hyperfinite $I_{1}$-factor. Thus, the state $\omega_{\lambda}$ of $m^{\lambda}$ is periodic and inner homogeneous. Therefore, there exists an isomorphism $\theta_{\lambda}$ of $m_{0}^{\lambda}$ onto $e_{\lambda} M_{0}^{\lambda} e_{\lambda}$, where $e_{\lambda}$ is a projection in $m_{0}^{\lambda}$ such that $\tau\left(e_{\lambda}\right)=\lambda /(1-\lambda)=x$ for the canonical trace of $m_{0}^{\lambda}$, such that $m^{\lambda}=\boldsymbol{R}\left(m_{0}^{\lambda}, \theta_{\lambda}\right)$.

Since the explicit construction of $\theta_{\lambda}$ requires a more precise analysis of the group measure space construction of a hyperfinite $\mathrm{II}_{1}$-factor, we will publish it elsewhere independently.

## 6. Remark on the one parameter group $p_{\text {: }}$

In $\S$, we introduced a one parameter group $\varrho_{t}$ of isometries of $m$ onto $m$ for two faithful normal states $\varphi$ and $\psi$ on $m$. We state here some interesting properties of $\varrho_{t}$ without proof. Since $\varrho_{t}$ depends on $\varphi$ and $\psi$. we denote it by $\varrho_{t}^{\varphi, \varphi}$ Then $\varrho_{i}^{\phi, \varphi}$ enjoys the following properties:

$$
\begin{equation*}
\varrho_{t}^{\Phi, \varphi}(x y)=\varrho^{\varphi \cdot \omega}(x) \varrho_{t}^{\omega, \varphi}(y) \tag{i}
\end{equation*}
$$

for any $x, y \in \mathscr{M}$ and any faithful normal states $\varphi, \psi$ and $\omega$;
(ii) For any $x, y \in \mathbb{T}$ there exists a bounded function $F(\alpha)$ continuous on and holomorphic in the strip, $0 \leqslant \operatorname{Im} \alpha \leqslant 1$, such that

$$
\begin{aligned}
F(t) & =\varphi\left(\varrho^{\varphi \cdot \psi}(x) y\right), \\
F(t+i) & =\psi\left(y \varrho_{i}^{\varphi, \psi}(x)\right) ;
\end{aligned}
$$

(iii) $\varrho^{\varphi \cdot \varphi}$ is a unique one parameter group of transformations on $m$ such that (ii) holds.

Further analysis of $\varrho^{q, \varphi}$ will be published elsewhere.
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