
CONTRIBUTIONS TO BOOLEAN GEOMETRY OF BRINGS

ROBERT A. MELTER

1* Introduction* In a paper in this journal [7], J. L. Zemmer
proposed two problems relating to the geometry of the Boolean metric
space of a p-ring. (A p-ring is a ring R in which px = 0 and xp = x
for some positive prime p, and all x e R. The axioms of a p-ring im-
ply its commutativity.) The first problem asked for necessary and
sufficient conditions in order that a subset of such a space (hereafter
called a p-space) be a metric basis; the second problem was the deter-
mination of congruence indices for p-spaces, with respect to the class
of Boolean metric spaces. The present paper contains solutions to
these questions as well as a brief discussion of certain properties of
the group of motions of a p-space, and an introduction to analytic
geometry in a p-space. The reader is referred to Zemmer's paper for
definitions not contained herein.

2* Metric bases for p-spaces* Let us recall the following defini-
tion.

DEFINITION 2.1. A subset S of a Boolean metric space Mis called
a metric basis, if and only if x, y in M and d(x, s) = d(y, s) for all
s e S imply x = y.

Let R be a p-space and B its Boolean ring of idempotents. It is
well known that B is a subdirect sum of GF(2) [6]. Denote by 5*
the complete direct sum of these same rings.

Associate with every subset S of R a subset S of B* defined as
follows:

Let Sjtk be the subring of B* consisting of those elements z of
B* having the property

z s n (s - jy~\8 - ky-1

ses

for j , k = 0, 1, 2, , p - 1, j Φ k.
Let

s = U s,,k[j < fc; 3, k = o, l, 2 , . . . , p - l ] .
set

THEOREM 2.1. Let R he a p-space with Boolean ring of idem-
potents B. If S is a subset of R then S is a metric basis for R if
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and only if S Π B ~ 0, where Π indicates set intersection.

Proof. A sequence of lemmas will be established, followed by the
demonstration of the theorem itself.

LEMMA 2.2. Let w, s, b, d be elements of a p-ring such that vf =
•w, and w C (s — by-1 Π (s — dγ~\ then (s — dwy~x = (s — bw)p~\

Proof. By the binomial expansion

»(s — dwy-1

+ -ί? iK? 2 1 ^ws^-3 + + dp-χw

Similarly (s — bw)p~λ = w(s — δ)^"1 — tί s 2" 1 + s2'"1. Hence (s —
(s - bwy-1 = w[(s - d)p-χ - (s - &)*-1]. But w S (β - δ)2 '"1 Π (s - d ) ^ 1

implies w(β — δ) 2 " 1 = w(s — dy~λ = w and hence w[(s — δ)2)~1 — (β — d)p~Ύ\ =
w — w = 0, and thus (s — dw)p~γ = (β — bιv)p~1

t which establishes the
lemma.

LEMMA 2.3. Let x, y9 s, f, g be elements of a p-ring such that
(x - s)*-1 - (y - s)*-1, and (/ - g)p-λ - 1, then (x - fY^y - g)9"1 S
(s — fy~\s — βf)23"1 where the bar over an idempotent indicates its
complement in the Boolean ring of idempotents.

Proof. Let

a - (x - sy-1 t = (y- gY"1

and recall that 1 = (/ — g)p~λ. By hypothesis a = 6 and using the fact
that the mapping a? —> α^"1 is a strong Boolean valuation the following
inequalities are obtained:

α g r U w b — a ξ=t{j v l S % U v

but l g w U ' y implies u U v = 1, or equivalently

:* u + v + UT; = 1 ,

the addition taking place in the Boolean ring of idempotents.
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But then,

l = u{JvSr\Ja\J t = 1

I = u{J v g=r{J t [J v = 1

Let c = (r U t), then c\ju = 1 and cU^ = l or c + u + uc = 1
and c + v + cv = 1. Adding the two last equalities it follows that
(u + v)(l + c) = 0,(u + v)(l + r + t + rί) - 0, or (u + v)(l + r)(l + ί) =
0. But by * (w + v) = (1 + uv) so that (1 + uv)(l + r)(l + ί) = 0, and
in turn (1 + uv)ft = 0 or ffw = f F. Returning to the original sym-
bols, this is equivalent to

(x - fY~'{y - gy-1 g (β - / ^ ( β - g)^"1

which establishes the lemma.

LEMMA 2β4. Let x, y be elements of a p-ring such that
(x — y)p-τ Φ 0. Then elements /, #, cα^ be selected from the summands
of the identity, 0, 1, 2, , p — 1 ŝ c/z, ίfeαί

(i) (/ ~ QY'1 = 1, and
(ii) ( i c - Z ^ d z - f l f ^ ^ O .

Proof. From the hypothesis it is clear that x Φ y. If the p-ring
is considered as a subring of the ring of all functions on a set X
with values in GF(p), then there is some element t0 of X such that
α?(ί0) =̂  2/(ίo) Let / and # correspond to the functions f(t) = x(ί0) for
all ί e l and flr(ί) Ξ y(t0) for all ί e X It will be shown that / and
g satisfy the conditions set forth by the conclusion of the lemma.
Clearly / and g are distinct for every ί, and hence (/ — g)v~x = 1.
But (x - f){Q = (y - g)(tQ) - 0, so that (x - fYΛQ = ( I F ^ F U ) =
1, and (x -fy-^y-g)*-1 Φ 0.

Proo/ o/ Theorem 2.1.

Necessity. Suppose S is a metric basis and S Γ\ BB w Φ 0. Then
w is an element of some Sjfk9 say S6>d. Consider bw and dw. Since
ύ and d are distinct and at least one is a unit in the p-ring, bw Φ dw.
But then by Lemma 2.2 (s — dw)9"1 = (s — bw)p"1

9 that is bw and dw
have the same distances from every element of S contradicting the
assertion that S was a metric basis.

Sufficiency. Suppose S Π B = 0 and S is not a metric basis. Then
there are elements x, y, of R such that d(x, s) = d(̂ /, s) for all s e S,
and x Φ y. By Lemma 2.4 there are summands of the identity /, g,



998 ROBERT A. MELTER

such that

(/ - ΰ)p-λ = 1 and (x - f)p^(y - gf~ι Φ 0 .

But by Lemma 2.3

(x - ff-'iy - gf~ι = w £ (a - fy-\s - gy-1

for all seS, that is w e Sf,g or weS, so that 0 φ w e S Π B. This
contradiction terminates the proof of Theorem 2.1.

An examination of the proof of Theorem 2.1 reveals that the role
played by the set of summands of the identity can be taken by any
equilateral p-tuple with side 1. Further, if S Π B — 0 with respect to
a given equilateral p-tuple with side 1, then S f) B = 0 with respect
to every equilateral p-tuple with side 1.

A restatement of the theorem can be given which exposes its
content of a metric characterization of metric bases.

THEOREM 2.5. Let R be a p-space with distance algebra B. A
subset S of R is a metric basis for R if and only if there exists an
equilateral p-tuple with side 1, {v19v2, 9vp}9 such that the dis-
tance algebra does not contain a nonzero element w such that
w £ f\s d{s, Vi)d(8, vά) [i Φ j , i, j ~ 1, 2, , p\. {The intersection is to
be formed in the Boolean completion of the distance algebra).

The statement of Theorem 2.5 can be somewhat simplified in a
p-space for which the distance algebra is a complete Boolean algebra.

THEOREM 2.6. Let R be a p-space with complete distance algebra
B. A subset S of R is a metric basis for R if and only if there
exists an equilateral p-tuple with side 1, {vlf v2, , vp}, such that
Πsd(s, v{)d(s$ v3 ) = 0, i Φ j .

A similar result obtains if S is any finite subset of an arbitrary
p-space.

THEOREM 2.7. Let R be a p-space and S a finite subset. Then
S is a metric basis for R if and only if there exists an equilateral
p-tuple with side 1, {vl9 v29 , vp} such that f]s d(sf vt)d(s, Vj) = 0

A useful algebraic interpretation of Theorem 2.7 is incorporated
in the following Theorem 2.8.

THEOREM 2.8. Let R be a p-space. Consider the p-ring R as a
subdirect sum of GF(p), that is as a set of "sequences" with terms:
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•in GF(p). Then if S is a finite subset of R9 S is a metric basis
for R if and only if the set of fcth terms of elements of S contains
at least p — 1 distinct elements of GF(p), for every k.

COROLLARY 1. A set of p — 1 elements of a p-space forms a
metric basis if and only if it is equilateral of side 1.

COROLLARY 2. A metric basis for a p-space contains at least
p — 1 elements.

COROLLARY 3. Every element of an autometrized Boolean algebra
forms a metric basis.

Corollary 3 was originally discovered by Ellis [1].

Ellis [2] quotes a conjecture due to J. Gaddum that m a metric
space any equilateral set containing the maximal number of elements
forms a metric base provided the space is complete and convex.

In a p-space the maximal equilateral sets have exactly p-elements.
These sets are metric bases if and only if they have side 1, that is
that they are maximal with respect both to number of sides and to
common distance.

It is interesting to note that in a p-space even though every
metric basis must contain at least p — 1 points, there are infinite
minimal metric bases, that is infinite metric bases such that no proper
subset is also a metric basis. The following example illustrates such
a case.

Example 2.1. Let R be a 3-space in which the distance algebra
B is the complete direct sum of countably many copies of GF(2). Let
S be the set of atoms in B. Then S is a metric basis for R9 but no
proper subset of S has this property.

We concluded this section with a brief study of superposability
properties of metric bases in p-spaces.

It is known that every congruence between two finite subsets of
a p-space can be extended to a motion. The following example illustrates
that this conclusion cannot be extended to metric bases.

EXAMPLE 2.2. Let [0,1) be the right open interval on the real
line. Let B denote the class of all subsets of [0, 1) that are unions
of finitely many right open intervals [a, 6), 0 S a <Ξ 1, 0 g b ^ 1, where
a and b are rational numbers. Then B is an atom-free Boolean algebra
whose Boolean operations are the usual set operations [4]. Further-
more, B is not a complete Boolean algebra. For example, the set X
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of open intervals of the form [0, a) where a < 2 has no least upper
bound.

Represent this Boolean algebra as "sequences" of zeros and ones
indexed by the continuum from 0 to 1. Then a typical element of X
will appear as follows:

1,1,1,1, - - - I , •• 0,0, 0,0,0, •• 2 --0,0,0,0,0,

A typical element of the set X* of upper bounds of X will appear a&

( l , l , l , l , l , 1,1,1, •• 2 --1,1, 0,0,0, •••).

and a typical element of the set Y of complements of elements of X*
will appear as

(0,0,0, 0,0,. . 2 . . 0 , 0 , 1 , 1 , 1 , . . . ) .

It is clear that the sets X and Y have the same cardinality since
they are both infinite subsets of a countable set.

Let #—>/(#) be any one-to-one correspondence between X and Y.
Zemmer [7] has shown that in a p-space with B as Boolean algebra
of idempotents there is a congruence which cannot be extended to a
motion, between the sets A and C defined as follows: A contains 0,
and for each x in X the element x + f(x). C contains 0, and for each
x in X the element x + 2f(x). The congruence F between A and C
takes 0 into 0 and x + f(x) into x + 2/(x). It will be shown, more-
over, that in the 3-ring with B as Boolean algebra of idempotents the
sets A and B are metric bases. Theorem 2.1 can be applied. Since
0 e A, it is clear that Γ\*eA d(a, 0)d(a, 2) and C{aeA d(a, Q)d(a, 1) are
both equal to zero. However, since for any coordinate less than the
l/ 2 /2th there is a 1 in x for some x in X and for any coordinate
greater than the V 2 /2th there is a 1 in some y in Y and since xy =
= 0, ΓίaβA d(a, 1) (in the complete direct sum) is the atom with a 1 in
the V 2 /2th coordinate, but since B itself is atom free, this implies
that there are no elements z of B such that z S ΓϊaβA d{a, l)d(a, 2)
and hence by Theorem 2.1 A is a metric basis. A similar argument
shows that C is also a metric basis, which establishes the example.

3* Imbedding and characterization theorems*

DEFINITION 3.1. Let {S} be a class of Boolean metric spaces.
Then a Boolean metric space R is said to have congruence indices
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(n, k) with respect to {S} provided evey member of {S} containing
more than n + k distinct points, is congruently imbeddable in R, when-
ever every n of its poinits are imbeddable in R.

DEFINITION 3.2. A space R is said to have congruence order n
with respect to {S} provided it has congruence indices (n, 0) with re-
spect to {S}.

(It is understood that the distance algebras of members of the
comparison class are isomorphic with the distance algebra of the space
R.)

The following series of theorems will establish that a p-space with
Boolean algebra of idempotents B where B is a complete direct sum
of GF{2) has best congruence order p + 1 with respect to the class
of all Boolean metric spaces (S, B, d). Theorem 3.4 generalizes a
theorem due to Ellis [1].

LEMMA 3.1. If A and B are congruent metric bases for a
Boolean metric p-space R and if f: A—+B is a congruence between
the two sets, which can be extended to a motion, then the extension
is unique.

Proof. Suppose / and g are distinct motions which agree on A;
then there is an xe R such that f(x) Φ g(x). But for all a e A,

d(f(x), f(a)) = d(x, a) = d(g(x), g(ά)) ,

= d(g(x),f(a)),

which contradicts the assumption that B is a metric basis.

LEMMA 3.2. If A is a metric basis, for a Boolean metric p-space,.
and A and B are superposable then B is also a metric basis.

Proof. Let / be a motion which takes A onto B. Suppose B is
not a metric basis, then there are elements x, y, of R such that
xΦy, and d(x, b) = d(y, b) for all b e B. But then d{f~\x), f~\b)) =
d(f~~\y)> f~\fy) for all f~\b) in A, and since Z"1 is, in particular, one-
to-one, this contradicts the assertion that A is a metric basis.

COROLLARY. If A is a finite metric basis for a Boolean metric
p-space, and A and B are congruent, then B is also a metric basis.

Proof. This follows immediately from the lemma and the corol-
lary to Theorem 5 of [7].

If {S19 S2, , Sk} and {tu t2, , tk) are subsets of a Boolean metric
space the statement
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Si, Sa, , Sk f** tlf t2, •••,** is to indicate that the mapping which
takes Si into U (ΐ = 1, 2, , k) is a congruence.

LEMMA 3.3. If {r[, rί, •••, r ^ } is a metric basis for a Boolean
metric space and

rί", rΐ\ , r'iU, x'" ~ rί, rί, , r U s'
n", rί", . , r^, »»' ~ rί, rί, , r U 2/'

Proof. Consider the unique motion which takes

M, < , r U α/} into K ' , < ' , , r^ l f ^ } .

Such a motion exists since by the corollary to Theorem 5 of [7]
any congruence between two finite sets can be extended to a motion.
If A c B and A is a metric basis, then B is also a metric basis. Hence
{rί, rj, , r'p-l9 x'} and {r"9 r"r, , r^ l f x'"} are superposable, and by
the corollary to Lemma 3.2, {rί", rί", •••, rj,"i, x'"} also forms a metric
basis and then by Lemma 3.2 the congruence

Λ . " ' r ' " . . . Λ . ' " . . . / v . ' " ^ 4 / y ' Λ . ' . . . Λ . ' /y '

' l > ' 2 > > r P - i > •••>•*/ ^ ^ r ] , r 2 , , r p _ ! , Λ

can be uniquely extended to a motion. Suppose that this motion takes
y' into y* where 2/* ̂  y'". Then

rΓ, rί", r;;^, ym ** r[", rί", , r'p
fL19 y*

which contradicts the fact that {rί", rί", , r"^}, being congruent
to a metric basis are themselves a metric basis by the corollary to
Lemma 3.2.

THOREM 3.4. A Boolean metric space S with distance algebra B
is congruently imbeddable in the p-space R with Boolean algebra of
idempotents B if:

(i) S contains p — 1 points congruent with a metric basis of R,
(ii) Every p + 1 points of S are congruently imbeddable in R.

Proof. Let {ρlf p2, , pp-λ} be a p — 1 tuple of S congruent with
{̂ i> r2, , rp-J a metric basis in R, that is

( 1) ft, ft, , flp-i ̂  n, r2, , rp_! .

Let pp be another point of S. Then there exists {r[, rί, , r ^ , rj}
in S, such that
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< 2) ft, ft, ft, , ft ^ rί, rί, ., rp

and by the corollary to Lemma 3.2 {r[, rl, • ••, r ^ J is a metric basis.
Let ζ e S. Then again there exists {rί', rί', , r" , x"} e iϋ such

that

( 3 ) ft, ft, , ft, ζ ~ r\', < , , < , a"

and therefore

( 4 ) r1? r2, , rv ^ r±, r 2 , , r p „

Let x; be the image of x" under the unique motion which preserves
congruence (4). Thus there is defined a single-valued mapping xr = x'(ζ)
of S into JB, and

(5 ) ft, ft, , pP9 ζ^r[,r[, , r;, x' .

It remains to show that distances are preserved.
Let ζ,ηeS and let x9y be the corresponding elements in R. Now

( 6 ) ft, ft, , pP-l9 ζ,V^ rί", rί", , r;^, a"', j Γ e R

for some p + 1 tuple {rί", rί", . . , r'JU, x'", y"'} e R. Then using
Lemma 3.3, (5), (6) and the fact that rj, rί, , r'P9 y

r ^ ft, ft, , ft, η
it follows that

and hence d(ζ9 η) = d(x\ y').

THEOREM 3.5. Lβί S be a Boolean metric space with distance
algebra B, then every p-tuple of S is imbeddable in the pspace R
with Boolean ring of idempotents B.

COROLLARY. Every finite Boolean metric space is imbeddable in
a p-space, for some prime p.

Proof. Let {s19 s2, , sp} be a p-tuple in S. Let qi5 denote d(si9 Sj).
Consider the following set of p — 1-tuples of elements of B:

βί = (0,0, ... ,0)

βί = («12, 0, . . - , 0 )

3̂ = (^13^4, gisfe, 0, ,0)

Q14Q24QM, 0, * * , 0 )

QuQ^QsjoZ-f " > Q3Q23 * ' " ~Q^uhQ13Q23 QJ-L,, 0, , 0 )
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It is clear that the s are p — 1-tuples of pairwise orthogonal elements
of B and therefore by Theorem 1 of [7] correspond to elements of R.
It remains to show that the mapping λ : S| —> s is an isometry. Let
q'ij = d(s'i9 8j).

Consider the rings B and R in their subdirect sum representations.
In order to show that λ is an isometry it is sufficient to show that
qlj has a zero in a given component if and only if qi3 has a zero in
that same component. Let Qί3 and Qlj represent the ath component
of qi3 and qlj, respectively. Let S3 represent the entry in the ath
component of the subdirect sum representation of sj.

Assertion. Qi3 ~ 0 if and only if Qlj = 0.
It is clear that Ql3 = 0 if and only if Q[3 = 0, [j = 1, 2, , p].

Suppose, therefore, that ί, j Φ 1.
Suppose that Q o — 0 and assume without loss of generality that

i is less than j . Then S3 is equal to x where 0 ^ x ^ i — 1. But
if Sj = x — 1 where 1 < x <i then Q t i = 1 for t = 1, 2, , x — 1,
and ζ>xi = 0 which implies that Qni = 1 for w = 1, 2, , x — 1. (For
if Qni = 0 for some n, [n = 1, 2, , a? — 1] then by the triangle
inequality Qn< = 0, Q o = 0 imply Qnj = 0 which is a contradiction.)
But then since Qxj = 0, Q^ = 0 imply Qxi = 0, Sf = a? — 1, and

Qlj = o.
Now, still under the hypothesis that Q{j = 0 it remains to show,

in order to complete the proof of the necessity of the assertion that
if Sj = 0, then S< = 0. But if S, = 0, Ql3 = 0. (For suppose Sj = 0
and Qld — 1, then there must be an r, [r = 2, 3, , j — 1] such that
Qrj = 0. But then by examining the term in s'3 involving Qr3 it is
seen that there must be a v strictly less than r such that Qυ3 = 0,
and proceeding by induction Qu = 0, contrary to hypothesis). But
Qu = 0 and Qi3 = 0 imply by the triangle inequality that Qu — 0 and
hence Si = 0 which completes the proof of the necessity of the assertion.

To demonstrate the sufficiency of the assertion it must be shown
that if Qlj = 0, then Qi3 == 0.

If Qiά — o, then Si ™ S3 — x9 where x is an integer mod p. Assume
without loss of generality that i < j and suppose x Φ 0, i — 1. Then
Qx-i,3 = 0, Qβ-i,i = 0 which together imply that Qi3 = 0. If x = ΐ — 1,
it is clear from examining the term in Sj involving Qi3 that Qi3 — 0,
and lastly if x = 0, Qxi = 0, and Qxi = 0; hence by the triangle ine-
quality Qu = 0. This completes the proof of the theorem.

To clarify the proof, it seems worthwhile to establish the theorem
without using the subdirect sum formulation, in a particular instance.
Thus let {su s2, s3} be a Boolean metric triple. Then
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«ί = (0, 0) ,

«ί = (?12, 0) ,

Since the sum of the coordinates in a Boolean vector representation is
the distance from the origin it is clear that q12 = q'12. By the same
token

Lastly gi3 = d(ss — si, 0). The Boolean vector representation of S3 — s£
is (au a2) where

<*>! = 012013023 + 0 1 3 0 2 ^

Ml = 012013023 + 012012023 + 013023

so that #23 = &i + ct2, which upon simplification gives

#23 = Ql2 + 013 + 012013023

= 023

since in any Boolean metric space the product of the lengths of the
sides of a triangle is equal to their sum.

Before indicating the procedure for imbedding p + 1-tuples, a defini-
tion of a chain of integers and some lemmas concerning these chains
will be presented.

DEFINITION 3.3. Let i, j be positive integers such that i ^ j . An
(i, j) chain is any finite sequence of positive integers such that

(1) The sequence has exactly j terms,
( 2) The first element in the sequence is 1, and the last is i,
(3) The terms in the sequence are selected from the integers

1,2, . . . , j ,
(4) If r and s are integers which occur in the sequence and r

is less than s, then the first occurrence of r precedes the first occur-
rence of sβ Every integer between r and s must occur if r and s
occur.

Let xl9 x2, •••, Xj be an (i,j) chain. Define a metric on this chain
by letting d(xa, xb) = rab = 1 if xa Φ xb and d(xa, xb) = rab = 0 if xa =
xb.

LEMMA 3.6. Let sl9 s2, « ,s υ be a v-tuple in a Boolean metric
space. Let ti5 = d(si9 Sj) and let Ti3 denote the ath component in the
subdirect sum representation of tij9 Then there exists a unique (i, v)
chain Γ such that rab = Tab, a, b = 1, 2, , v.
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Proof\ By induction on v. For v = 1 the theorem is trivially
satisfied. Suppose then that {sl9 s2,

 β , sk} is a Boolean metric k tuple
and xu x2f , xk is the unique chain such that rab — Tab. If TW}k+1 — 1
for w — 1, 29 •••,&, let α^+i be the next integer not already used in
the chain. This integer is uniquely determined and rab = Tab a,b =
1, 2, , k + 1. On the other hand if T-,k+1 = 0 where 1 ̂  w ̂  ft + 1,
let xk+1 = cc-j. #&+1 is uniquely determined, for if T-fk+1 = 0 and
Tij.k+i = 0, then by the triangle inequality T-,~ — 0 and so x^ = x= =
xk+1 and hence r^tk+1 = 0. If ra,k+1 = 0, then xα = % + 1 = x^, hence,
Ta,Tv = 0, which with the hypothesis Γ^A+I = 0, yields Ta,k+1 = 0, which
completes the proof.

DEFINITION 3.4. Let {pl9 p2, , pfc} be a finite subset of a Boolean
metric space. Then the distance product of this subset is defined to
be

Π d(pi9 Pj) .

THEOREM 3.7. Let S he a Boolean metric space with distance
algebra B. Ap + 1-tuple K of S is imbeddable in the p-space R with
Boolean ring of idempotents B if and only if the distance product
of K is zero.

Proof. The necessity is easily established. Let {tu t2, , tp+1}
be points of a p-space. In the α'th component of the subdirect sum
representation, each of the tr must contain one of the elements of GF(p).
Thus in this αth component, for some c, d, tc and td have the same
element of GF(p)9 and hence the distance product has a zero in the
ath component. Since this is true for every a, the distance product
of {tL912, , tp+1} is zero.

To establish the sufficiency of the condition, let {sl9 s29

 β ,§i} be
a Boolean metric j-tuple and let Cio be an arbitrary (i, j) chain. De-
note by qab the distance d(sai sb) and let Cf 3 be the product

H 9(Qab)

where g(qab) = cΰ~b, if the αth and 6th terms in Ci3 are identical;
9(Qab) = Qab, if the αth and δth terms in Ci3 differ. Let {sl9 s29 s3, •••,
sp+1} be a Boolean metric p + 1 tuple with distance product zero.
Define a set of p — 1-tuples of B as follows:

tj = (tιj, tl, . . , ίί, . . , tr1) (J = 1, 2, , p + 1)

where tj is equal to zero if / > J — 1, otherwise ίj is the Boolean
algebra union of all the elements of B of the form C*+ltJ.
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Let Tj denote the α'th component in the subdirect sum representa-
tion of tj.

In order to show that the mapping s7 —> tj is a mapping into a
p-ήng, it is sufficient to establish that TjΓj* = 0, if nφm. But
this follows at once from the fact that T? = 1 if and only if there is
an (n + 1, J) chain xl9 x2, *--,Xj such that the α'th component of
d(sa9 sb) is equal to d(xaf xb) [α, 6 = 1, 2, , J ] , for it follows from
Lemma 3.6 that two (i,j) chains are isometric if and only if they
are identical.

Since Tj = 1 if and only if tj has an I in the α'th component and
also if and only if {sl9 s2, •••, Sj} is such that for a unique ( / + 1, J)
chain ylf y2, , yj9 d{yaj yb) is equal to the ath component of d(sa, sb)9

(α, 6 = 1, 2, , J ) , it follows that {R1 + 1, i23 + 1, , Rp+1 + 1}, where
Rk is the ath component of ί/c, is the unique chain such that d(Rm + 1,
Rn + 1) is equal to the αth component of d(sm, sn) (m, w = 1, 2, , p + 1)
and hence the αth component of d(ta9 tb) == 0 if and only if the αth
component of d{sa, sb) = 0. This completes the proof of the theorem.

Recall that if B is a Boolean ring, B* designates the complete
direct sum of those GF(2) used in the subdirect sum representation
of B.

LEMMA 3.8. Let S be Boolean metric space with distance algebra
B, in lΰhich the distance product of every p + 1 paints is zero.
Then S is congruent with a subset of a Boolean metric space S*
with distance algebra B*, such that B is isomorphic with a sub-
algebra of B*, the distance product of every p + 1 points of S* is
zero, and S* contains an equilateral p •— 1-tuple of side 1.

Proof. Let {tu t2, , tn) be a maximal equilateral set of side 1
in S. If n ^ p — 1, no further proof is needed. If n < p — 1, con-
sider B in its subdirect sum representation and let B* be the complete
direct sum of the GF(2) used to represent B. Let S* be the set union
of S and an element σ. Define a distance δJ in S* as follows: if
x,yeS, d'(x, y) = d(x, y), d'(σ, σ) = 0. For xes, define df(x, σ) = qf

xσ

by giving its ath component Qxσ as follows: If for all w e S, the ath
component of d(vj, tτ) = 0 for some i = 1, 2, , n then Ql:σ. = 1 for
all xe So If there is a wa such that the ath component of d(wa9 t^) =
1 for all i = 1, 2, - , n, then let Q'xtr = 0 if and only if d(x, wa) has
a zero in the α'th component.

To show that S* is a Boolean metric space, observe that it is
clear that if r, s are elements of S*, with r — s9 then d'(r, s) = 0.
If d'(r, s) = 07 it is evident that r = s if r and s are both elements
of S. Suppose then that d\x, σ) = 0 where a e S , But then in the
αth component d(x, w^) has a zero, where ιva is such that the α'th
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component of d(wa, t{) = 1 for i = 1, 2, , n, by the triangle inequal-
ity. Since this is true for every a, {t19 t2, , tn9 x) is an equilateral
set of side 1, contrary to hypothesis. The symmetry of d' follows at
once from its definition. For the triangle inequality the only triples
which need be studied are those of the form (x, y, σ). But, referring
now to the ath component, if d(x, y) = 0, d(y, σ) — 0 then d(y, wa) ~
0, hence d(x, wΆ) = 0 and d(x, σ) = 0 and if d(x, σ) = 0, d(y, σ) = 0
then d(x, wa) = 0, d(y, wa) = 0, and d(x, y) = 0. In all other cases
d(x, y), d(xy σ), d(y, σ) clearly form a metric triple, because x, y, σ, is a
Boolean metric triple unless in some component two of d(x, σ), d{y, σ), d{x, y)
are equal to zero and the third is equal to one.

To show that {tlf t2, , tn} form an equilateral set of side 1,
suppose this is not the case, then in some ath component, for some
1, d(σ, ti) — 0, but then d{σ, wa) = 0, hence d(wa, ί<) — 0, contrary to
the definition of wa.

In verifying that the distance product of every p + 1 points of
5 * is zero, it is sufficient to consider p + 1 tuples {rl9 r2, , rp, σ},
[Vi e S] where in some α:th component, the distance products of the r's
is one. But if the ath component of d'(rif a) is one for i = 1,2, , p,
then either there is for every i, a j , [j = 1, 2, , n] where n < p — 1,
such that d\Ti, t3) has a zero in the αth component (which implies
that for some i, j , k, df{τif tk), d'(r3, tk) have zeros in the αth com-
ponent and so d'(ri9 rά) has a zero in the ath. component, contrary to
hypothesis). On the other hand, if there exists a wa such that in the
ath component d\wΛ, tά) — 1 for all j , [j — 1, 2, , n], and d\σ, r<)
has a 1 in the αth component, then d'(wa, r<) has a 1 in the αth com-
ponent. But then {rl9 r2, , rv, w^} is a p + 1 tuple in S with distance
product different from zero.

Continuing in this manner a space containing an equilateral p — 1
tuple of side 1 is obtained.

THEOREM 3.9. Let S be a Boolean metric space with distance
algebra B and let iϋ* be the p-space with Boolean ring of idempotents
B*. The space S is congruently imbeddable in j?* if and only if
the distance product of every p + 1 points of S is equal to zero.

Proof. By hypothesis the distance product of every p + 1 points
of S is zero. Then by Lemma 3.8, S is congruently contained in a
Boolean metric space S*, with distance algebra B*, containing an
equilateral p — 1 tuple of side 1, and in which the distance product
of every p + 1 points is zero. By Lemma 3.7, every p + 1 points of
S are imbeddable in lϋ*, and by Theorem 3.4, S* is congruently im-
beddable in Λ*, and hence S is congruently imbeddable in i2*. This
establishes the sufficiency of the condition and the necessity follows
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immediately from Theorem 3.7.

COROLLARY 1. S is congruently imbeddable in R* if and only if
every p + 1 points of S are congruently imbeddable in the p-space
R, with Boolean ring of idempotents B.

COROLLARY 2. R* has congruence order p + 1 with respect to
the class of all Boolean metric spaces (S, B*, d).

LEMMA 3.10. A p-space does not have congruence order p.

Proof. Let M be a Boolean metric space of any cardinality in
which the distance of every two distinct points is one. Then M has
every p points imbeddable in a given p-space, but M itself need not be.

THEOREM 3.11. A p-space R*, with distance algebra B* has best
congruence order p + 1 with respect to the class of all Boolean metric
spaces.

Proof. By Corollary 2 of Theorem 3.9 the best congruence order
of R* is less than or equal to p + 1, but by Lemma 3.10 the con-
gruence order is greater than p.

Another topic of interest in distance geometry is psuedo sets.

DEFINITION 3.5. A p + 1 tuple T in a Boolean metric space is
said to be a pseudo-p-space p + 1 tuple if every p points of T are
imbeddable in a p-space but T is not.

THEOREM 3.12. A Boolean metric p + 1 tuple is either imbeddable
in a p-space or is a pseudo-p-space p + 1 tuple.

Theorem 3.9 gives a solution to the congruent imbedding problem
of determining necessary and sufficient conditions in order that a
Boolean metric space be isometric with a subspace of a p-space. In
order to obtain a characterization of Boolean metric spaces themselves
one method is to first categorize those subspaces of a given p-space
which are themselves p-spaces among the class of all subspaces of the
p-space. This is accomplished in the following two theorems.

THEOREM 3.13. Let R be a Boolean metric p-space with distance
algebra B. Let S be a subspace of R. Then a necessary and suffi-
cient condition that S be a p-space is that:

(1 ) There exists a subalgebra B of B such that S contains an
.equilateral p — 1 tuple with side 1 of B : {tl9 t2, , tp^9
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( 2 ) There is a one-to-one correspondence between the elements
of S, and the set of paiπvise orthogonal p — 1 tuples: {clf c2, , c^}
of elements of B, such that for x e S, d(x, t^ = cl.

Proof. The necessity is clear, since for any sub-p-space, {t1912, ,
ίp-J can be taken as summands of the identity and the c{ are then
the "coordinates" in a Boolean vector representation.

Sufficiency. If the conditions of the theorem are satisfied the set
of p — 1 tuples of c's form a p-ring, which is a subring of the original
ring.

THEOREM 3.14. Let S be a Boolean metric space with distance
algebra B. A necssary and sufficient condition that S be a p-space
is that:

( 1 ) The diβtance product of every p + 1 points of S is zero
and for some subalgebra B of B

( 2 ) S contains an equilateral p — 1 tuple of side 1 in B
( 3 ) There is a one-to-one correspondence between the elements

of S, and the set of painvise orthogonal p — 1 tuples: {cu c2, , cp^
of elements of B, such that for x e S, d(x9 tt) = cl.

Proof. By Theorem 3.9, S is a subspace of a p-space, but by
Theorem 3.13, S is then a p-space.

4* Properties of the group of motions* This section is devoted
to developing certain properties of the group of motion of p-spaces.

THEOREM 4.1. In a p-space every rotation about the origin is a
product of a finite number of involutions.

Proof. Let R be a p-space and B its distance algebra. Let x —+
f(x) be a rotation about the origin on R, and M the matrix corresponding
to / . Then M = {ai5) is a (p — 1) x (p — 1) matrix with elements in
B satisfying aikaij = 0, j Φ k, and aiSak3 = 0, i Φ k, and MM' Φ I,
where α^ e B.

For beB9 denote by br, the r th component of b in the subdirect
sum representation of B, and define Mir) — (ct^ ).

Then the set {M(r)}9 r e ^ , consists of at most (p — 1)! different,
matrices each of which is a permutation matrix. Clearly

where the elements on the right are transposition matrices.
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Whence M{r) can be transformed into Mk

{r) by a certain permuta-
tion of its columns.

Let Mrk be the matrix which results from applying these same
column operations to M.

Let Zr be the product of those elements in M corresponding to
the Γs in M{r). Let Z{

r

s) be the sth component of Zr, and note that
Zίs) - 1 if and only if M{r) = M{s).

Let ikfr* be the matrix obtained from Mrk by multiplying every
element by zr and then adding Zr to the elements along the main di-
agonal, i.e., MX = ZrMrk + ZrI.

Denote the matrix of tth components of M*k by M*k

{t).
It follows that:

M*k

ιt) - Mlr) if MM - ikf(ί)

M*k

{t) = I if AΓr ^ ΛΓ* .

(From the definition of AΓ*fc, if M{r) = M{t), M*k

w = M$, and
from the definition of Mrk, M^ = ikfr

( ,̂ which is equal to Mk

[r) by the
definition of M{

k

r\ that is, Mr\
{t) - Mi r ) ).

Thus

Π M*k

ιt) = Af.(r) if M ( r ) = M ( ί )

Π M*k

w = I if M M Φ Mm (fc = 1, 2, , p - 2) .

Now select a minimal set of r'β, L = (rx, r2, , rm) such that
each M{r) = Λίri for some TjβL. Then

M = Π M*4 (fc = 1, 2, . . . , p - 2, f iGL) .

To show this, observe that

M ( λ ) - Π M*P (k - 1, 2, . . . , p - 2, r ,GL) ..

Let r β e L be such that M ( λ ) = M ( ^ . Then

π

COROLLARY. Every motion which leaves zero fixed in a 3-space
is a reflection. Every reflection in a S-space therefore has determi-
nant equal to — 1 .

The proof of Theorem 4.1. suggests that there is a close relation-
ship between the group of motions of a ^-space, and permutation
groups. Indeed it is the case that the group of motions is a subgroup
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of the direct product of permutation groups on p — 1 letters. This
will be made precise in the following two theorems.

DEFINITION 4.1. Let B be a Boolean ring. Consider B as a sub-
direct sum of GF(2). Let φ be a group of permutations on ^-symbols
and Gφ the full direct product of φ of the same cardinality and num-
ber of summands as B. For beB, and Peφ, let g(P, b) be the element
of Gφ, which effects the permutation P where b has Γs and the
identity permutation elsewhere. Denote by Gφ(B) the subgroup of
'Gφ generated by the set of elements g(P,b), Peφ, beB.

THEOREM 4.2. Let R be a p-space with Boolean ring of idem-
potents B. Then the group of motions of R which leave zero fixed
is GT(B) where T is the symmetric group on p — 1 symbols.

Proof. Let M be a motion matrix for R. In the proof of Theo-
rem 4.1 it was shown that M can be written as a product of matrices
M?.k, but these matrices correspond to motions of the form g(t, b)
where t is a transposition.

COROLLARY. Let R be a p-space. Then the group of motions of
R is GS(B), where S is the group of permutations on p symbols.

Proof. Let f(x) be a motion, then f(x) = xM + b. It has been
.shown in the theorem that the rotation is an element of GT(B) and
hence of GS(B). Consider now the translation t(x) = x + t. It can
be written as the product of translations as tx{x) t2(x) , tp^(x)
where U(x) = x + i(l — (t — i))*-1 which are elements of GS{B).

On the other hand it must be shown that every element of GSB
is a motion. It suffices to show that every g(P, b) is a motion. Thus
let g(P, b) be given. If P fixes zero, the result follows from the
theorem. If P does not fix zero, let 0' be the image of zero under P.
Consider the permutation q: x —> x — 0' of the integers mod p. Then
g(pq, b) is a motion and has a matrix M, and f(x) = xM + 0'δ cor-
responds to g(p, b).

THEOREM 4.3. Let R be a 3-space with Boolean ring of idem-
potents B. Then every motion f on R which leaves 0 fixed is of the
form f(x) = ax where a is a unit in the Z-ring.

Proof. It follows from Theorem 4 of [7] that f(x) = xM where
M = (αo ) i, j = 1, 2, and aiS e B. Further

\1 + α a
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Suppose then that x = (xl9 x2), and so

f(x) = (aXi + (1 + a)xi9 (1 + a)xx + ax2)

- (xlfx2)-(a91 + α)

where (α, 1 + a)(a9 1 + α) = (1, 0) = 1.

5* Analytic geometry in p-spaces* If a rectangular coordinate
system is introduced in a Euclidean plane E, a point P can be repre-
sented as a pair (x9 y) of real numbers. One then seeks to describe
geometrically the loci of equations of the form y = f(x), and conversely,
given a geometric description of a plane set, to find the equation of
which it is the corresponding locus. But a point P in the Euclidean
plane may also be considered to be represented by the single complex
number z = x + iy. Here the question is not so much the investiga-
tion of the loci of equations of the from f(z) = 0; a study is rather
made of the way in which geometric properties change or remain in-
variant under transformations w = f(z) of the plane into itself. It is
the purpose of the following remarks to exhibit theorems which illus-
trate that an analytic geometry for ^-spaces may be developed in a
manner analogous with both of the methods discussed above for
Euclidean plane geometry.

Suppose, therefore, that R is a p-space. Since the elements of
the p-ring R are in one-to-one correspondence with the points of the
p-space R, every function f(x) defined for all x in the p-ring R and
having values in the p-ring R induces a mapping of the p-space R into
itself. This mapping need not of course preserve distances, and in
general will not even be one-to-one. Theorem 5.2 establishes necessary
.and sufficient conditions that a polynomial function defined on a p-ring
R induce a motion on the corresponding p-space.

The following theorem, which was first established in 1882 is needed
for the proof.

THEOREM 5.1. Raussnitz [6]. Let f(x)=a^1x
p-1+ a0x

p~2+a1x
p~3 +

- + αp_2 be a polynomial where α̂  6 GF{p)9 (i = —-1,0,1,2, , p — 1).
Then a necessary and sufficient condition that /(0), /(I), , f(p — 1)
be distinct is that (i) the determinant R(k) be equal to zero for k =
0 , 1 , , ap-.2 — 1, ap-2 + 1, , p — 1 where

D a1 a2 ap—3 ap—2 /c

L a2 a2 ap~2 fc a0

a•p-4
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and (ii) α_x = 0.

THEOREM 5.2. Let R be a p-space. Then a necessary and suffi-
cient condition that the polynomial

P(x) = a^x*-1 + aox
p-2 + axx

p-* + + α p _ 2 ,

where the a{ (i = — 1 , 0,1, , p — 1) are elements of the p-ring
induce a motion on the p-space R is that

(i) a^ = 0
and

(ii) R(ck) = 0 (k = 0, 1, 2, , p - 1) where

R(ck) -

a0

a,
aλ

a2

a2

V—Ί ^k wo

wj)—2

and ck = — (α^-2 — fc)*'"1 + fc + 1. (AΓo£β ί/^αί R(k) has integer argu-
ments whereas the arguments of R(ck) are elements of a p-ring).

Proof. Suppose that the polynomial P(x) corresponds to a motion
M on the p-space R, and consider the p-ring R as a subdirect sum of
GF(p). Then the elements of R may be represented as (rl9r2, ••-,
ru •••) where the rteGF(p). Clearly M induces a permutation pt on
the components rt9 for every t. If for xλeR and x2 e R, r\ = r\ and
M(r}) Φ M(r])f then d(xlf x2) will have a zero in its tth. component
while d{M(xύ, M(x2) will have a one in the tth. component contradict-
ing the assumption that M is distance preserving. The uniqueness of
pt is a consequence of the fact that the motion M is a well defined
mapping. Let aj>t be the tth component of aό in the subdirect sum
representation of R. Then the polynomial

Pt(x) = a-^x*-1 + θo9tx
p-* + α l f ία*-8 + + α p - > f ί

must represent the permutation pt on the elements of GF(p). Hence
by Theorem 5.1, α_1>t = 0, for all t, so that α_x = 0. Also, i2(fcέ) = 0
for all t, and fc = 0,1, 2, , αp_2 — 1, αp_2,ί + 1, , p — 1. Notice
however that ck,t ranges over 0, 1, 2, , αp-2,« — lf» ^P-2,* + 1> * *>
p — 1 as fc takes on the values 0,1, , p — 1. Thus β(cA) = 0, for
k = 0,1, 2, , J> — 1, and the necessity of conditions (i) and (ii) is
established.

On the other hand, suppose that conditions (i) and (ii) are satis-
fied by P(x). It will first be shown that the polynomial P*(x) where
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P*(x) = P(x) — αp_a also satisfies conditions (i) and (ii). For each t,
the polynomial Pt(%) satisfies the conditions of Theorem 5.1 and hence
P{x) induces a permutation pt on the t t h component of the subdirect
sum representation of the p-ring R. But in each component P*(x) also
induces a permutation and since conditions (i) and (ii) of Theorem 5.1
are necessary conditions, P*(x) satisfies conditions (i) and (ii) of Theorem
5.2. It is clear that if P*(x) is a motion, so also is P(x), and thus it
is sufficient to consider polynomials P(x) for which ap-2 = 0.

Since there are only a finite number of different permutations on
the elements of GF(p), it is possible to choose a finite set of distinct
permutations

{Qi, tf2, , Q.} = Γ

in such a way that for each ί, pt is equal to one of the qό. Note
that 1 S s S pl. Now, with each permutation qjf there is associated
at most a finite number of polynomials

Qn&) - ί $ α p - 2 + iiii»p"s + + *!&.*& [Λ = 1, 2, , wy]

in GF(p) [x] which satisfy the conditions of Theorem 5.1 and such
that q3(i) = Qjk(i), i = 0, 1, , p - 1, λ; = 1, 2, • , w, .

Define 6yA, an element in the Boolean ring of idempotents, as
follows:

bh = (α0 - iί i)*-1 U (θχ - iί ϊ)11-1 U U K_ 3 - i'Jλ^)^1 .

This element has a zero in those components t of the subdirect sum
representation of the Boolean ring of idempotents, where

ah)t = iΆ [h = 0, 1, « , P - 3]

and has a 1 in the other components. Let

δ, = 1 + Π bik ,

and note that 6̂- has a 1 in those components t where the permutation
Qj — Vt and zeros elsewhere.

Define a matrix M — (w^ ) as follows:

m,i, - 6 iχ + hJ2 + + hJυ

where qjχy qJ2, , qjr, , gif> are those elements of Γ which satisfy
qjr(i) = j , and mi5 = 0 if there are no such permutations in Γ. It can
be seen that m^ has a 1 in the t th component if and only if Pt(i) =

j . Since the δ̂  are pair wise orthogonal and a permutation is a one-to-
one onto map, it is clear that M satisfies the conditions for a motion
matrix and P(x) = xM.
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To illustrate the second point of view in analytic geometry refer-
ence will be made to the particular instance of a 3-space, although
similar results could be obtained for larger primes.

It follows from the Boolean vector representation of p-rings that
a 3-ring can be represented as the set of all pairwise orthogonal ordered
pairs (x, y) of elements from its Boolean ring of idempotents. Thus
the pair (x, y) can be considered as coordinates for points in the 3-space..
The locus of all points of the 3-space, whose coordinates satisfy an
equation of the form Ax + By + C = 0, where A U B — 1, is called a
linear set. (The indicated operations are those of the Boolean ring of
idempotents).

THEOREM 5.3. A linear set is a circle of radius A + B + C.

Proof. Denote by Ω the linear set associated with the equation.
Ax + By + C = 0. Then if (x, y) e Ω,

d[(x, y),(L + B,l + A)] = A + B+C.

For

d[(x, y), (1 + B,1 + A)] = d[((l + B,1 + A)~ (x, y)), 0]

= d[(c, d), 0] = c + d

where

c = (1 + A)x + y{l + A + 1 + B + 1) + (1 + B)(l + x + y)

d = (1 + B)y + a5(l + A + 1 + B + 1) + (1 + A)(l + x + y)

hence

c + d = Ax + By + A + B — A + B+C.

Also if d[(l + B, 1 + A), (xf y)] = A + B + C then from the above

[d(x, y), (1 + B, 1 + A)] = Ax + By + A + B

and hence Ax + By + C = 0.

COROLLARY. The form A + B + C is a complete set of invariants
for linear sets under motions.

The following theorem illustrates a connection between the geom-
etry of a p-space and the geometry of its Boolean ring of idempotents.

THEOREM 5.4. If R is a p-space and B the corresponding
Boolean ring of idempotents, then B itself is a Boolean metric space
and is isometric to the set of idempotents of R, considered as a sub-
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space of R. Further, any motion on B, can be extended to a motion
on R.

Proof. In an autometrized Boolean ring, the distance between
two elements is the ring sum. But if x and y are idempotents in a
ring their sum in the Boolean ring of idempotents is x + y — 2xy.
But it is easy to see that if x and y are idempotents in a p-ring
x + y — 2xy = (x — yY"1. Hence the distance between two idempotents
is the same, whether the set of idempotents is considered as a sub-
space of the p-space, or as forming a Boolean ring itself.

If / is a motion on B, then the motion f*(x) = xM + /(0) is a
motion on R which coincides with / on B, where the matrix M = (m^ )
is defined as:

mn = mp-Lp-x = 7(0) , m^-i == m H ( 1 = /(0) ,

mH = 1 for i Φ 1, p — 1, and all other elements in the matrix equal
to zero.
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