# RANDOM WALKS AND RIESZ KERNELS 

J. A. Williamson

It is the purpose of this paper to study the behavior for large $|x-y|$ of the Green Function, $G(x, y)$, of a random walk, $\left\{S_{n}, n \in N\right\}$, having increments belonging to the domain of attraction of a $d$-dimensional stable law with characteristic exponent $\alpha, 0<\alpha<\min (d, 2)$. The main results are concerned with the problem of finding conditions under which $G(0, x)$ is asymptotic to $|x|^{d-\alpha} L(|x|)$ where $L$ is a function of slow growth. The results, including those found in the discussion of the discrete potential theory for such random walks, are for the most part discrete analogs of theorems for transient stable processes.

Throughout this paper the notation, definitions, and conventions of [16] will be used. The position of the random walk at time $n$ will be denoted by $S_{n}$ with $S_{0} \equiv 0$. The independent identically distributed random variables, $S_{k}-S_{k-1}$, will be denoted by $X_{k}$. $\boldsymbol{P}$ will refer to the measure on the underlying probability space.

$$
\begin{aligned}
\varphi(t) & =E\left(e^{i t \cdot x_{1}}\right)=\int e^{i t \cdot x_{1}} P\{d \omega\} \\
P_{n}(x, y) & =P_{n}(0, y-x)=P\left\{S_{n}=y-x\right\}, n=1,2, \cdots \\
P(x, y) & =P_{1}(x, y) \quad \text { and } \quad \delta(x, y)=P_{0}(x, y) \\
G(x, y) & =\sum_{n=0}^{\infty} P_{n}(x, y)
\end{aligned}
$$

It follows either from Lemma $2-\mathrm{B}$ or from T 8.2 of [16] that for all random walks considered in these pages, $G(x, y)<\infty$ for all $x$ and $y$ in the state space.

The state space, $R$ will always be $\left\{x: x=\left(x_{1}, x_{2}, \cdots x_{d}\right), x_{i}\right.$ is an integer for each $i\}$. $d$-dimensional random walks are always assumed to be genuinely $d$-dimensional as defined in D7.4 of [16]. Definitions of aperiodic and strongly aperiodic are also found in [16] in D2.2 and D5.1. The set $\left\{t \in E^{d}: t=\left(t_{1}, t_{2}, \cdots t_{d}\right),\left|t_{i}\right| \leqq \pi\right.$ for each $\left.i\right\}$ will be denoted by $C$ and the integration with respect to $t$ of expressions involving $\varphi(t)$ will be over $C$ unless otherwise indicated.

The main result takes the form:

Theorem. Let $\left\{S_{n}, n \in N\right\}$ be an aperiodic d-dimensional random walk having increments $X_{1}, X_{2}, X_{3}, \cdots$ belonging to the domain of attraction of a nondegenerate d-dimensional stable law with density $g_{\alpha}(x)$ and with characteristic exponent $\alpha, d / 2<\alpha<\min (d, 2)$. If
$E\left(X_{1}\right)=0$ where it exists, then

$$
\begin{align*}
& \lim _{|x| \rightarrow \infty}|x|^{d} P(|x|) G(0, x)=\alpha \int_{0}^{\infty} g_{\alpha}\left(v u_{x}\right) v^{d-1-\alpha} d v  \tag{1.1}\\
& \text { uniformly in } u_{x}=x /|x| \text { where } P(y)=\boldsymbol{P}\left\{\left|X_{1}\right|>y\right\} .
\end{align*}
$$

If $\alpha>1$ or, in the case $d=1$, if $|\beta|<1$ ( $\beta$ defined in (1.5)), then (1.1) can be replaced by the slightly stronger

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} \frac{|x|^{d} P(|x|) G(0, x)}{\alpha \int_{0}^{\infty} g_{\alpha}\left(v u_{x}\right) v^{d-1-\alpha} d v}=1 \text { uniformly in } u_{x} \tag{1.2}
\end{equation*}
$$

Under the assumptions of this theorem with $d=1$, (1.1) was first proven by Garsia and Lamperti, [5]. Their work is in the setting of renewal theory so that they assume $\boldsymbol{P}\left\{X_{1} \leqq 0\right\}=0$. However their arguments handle the case when $P\left\{X_{1} \leqq 0\right\} \boldsymbol{P}\left\{X_{1} \geqq 0\right\}>0$. In [5] a lower bound for

$$
\lim _{n \rightarrow \infty} n P(n) G(0, n)
$$

is obtained by extracting an approximating Riemann sum which approaches an integral as $n$ becomes large. This approach is then dropped in favor of a direct attack on

$$
G(0, n)=(1 / 2 \pi) \int_{-\pi}^{\pi} e^{-i n t}(1-\varphi(t))^{-1} d t
$$

We have used the approximating sum technique of [5] and estimated the error terms which naturally arise. We have not tried to extend to $d>1$ those methods which were finally used in [5] to get their result. The case $d=1$ is cared for here with the same methods which are used to handle $d>1$.

Also in the case $d=1$ and $P\left\{X_{1} \leqq 0\right\}=0$, (1.1) can be obtained for $0<\alpha<1$ as a corollary to a theorem of deBruijn and Erdos, Theorem 3 of [1]. However their result is obtained under the additional assumption: $P(0, n+1) P(0, n-1)-P^{2}(0, n)>0$ for all $n \geqq 2$. Under a monotone condition on $P(0, x)$, one less stringent than this, (1.1) is proven in our Corollary 3-A for $0<\alpha<1$. Corollary 3-B contains results for $d \geqq 2$ and $0<\alpha<2$.

Spitzer in P26.1, [16], obtained (1.2) in the case $\alpha=2, d=3$, $E\left(\left|X_{1}\right|^{2}\right)<\infty$, and $E\left(X_{1}\right)=0$ with $P(|x|)$ replaced by $1 /|x|^{2}$. In the case when $E\left(X_{1}\right) \neq 0$ and when $P(0, x)$ goes to 0 exponentially fast as $|x| \rightarrow \infty$, Ney and Spitzer, [11], have determined explicitly the asymptotic behavior of the relativized Green function $G(x, y) / G(0, y)$, $x$ fixed, for arbitrary $d$. Using their result they obtain a "concrete
realization" of the Martin boundary for this class of Markov chains. In $\S 4$ there are found some potential theoretic corollaries to the results of this paper.

When the mean is not 0, Doney, in [2], has determined the asymptotic behavior of $G(x, y)$ in the direction of the mean vector under the assumption that there are [d/2] moments when $d>5$ and $\max (2,[(d+1) / 2])$ moments when $2 \leqq d<5$.

Section 2 contains lemmas that determine which terms can be ignored in the sum which defines $|x|^{d} P(|x|) G(0, x)$. Following the lead of [5] strong use is made of the Karamata Theorem which gives the form of a function of slow growth. Specifically, if $L(x)$ is a measurable function of a real variable satisfying

$$
\lim _{x \rightarrow \infty} \frac{L(k x)}{L(x)}=1
$$

for every $k>0$, then by [8],
(1.3) $L(x)=C(x) \exp \left\{\int_{0}^{x}[\varepsilon(t) / t] d t\right\}$ where $C(x)$ has a finite
nonzero limit as $x \rightarrow \infty$ and $\lim _{t \rightarrow \infty} \varepsilon(t)=0$.
Also in §2, and later in §3, we need the Lévy Formula, [10], for the characteristic function of a $d$-dimensional stable law, $G_{\alpha}(x), 0<\alpha \leqq 2$.

$$
\begin{equation*}
\int e^{i t \cdot x} d G_{\alpha}(x)=\exp \left\{i A \cdot t-\Lambda|t|^{\alpha}\left[C_{1}(t /|t|)+i C_{2}^{(\alpha)}(t)\right]\right. \tag{1.4}
\end{equation*}
$$

where $A$ is a constant vector, $\Lambda$ is a positive constant,

$$
\begin{aligned}
C_{1}(t /|t|) & =\int|\theta \cdot t /|t||^{\alpha} d H(\theta), \\
C_{2}^{(\alpha)}(t) & =C_{2}^{(\alpha)}(t /|t|)=-\int \operatorname{sgn}(\theta \cdot t) \tan (\pi \alpha / 2)|\theta \cdot t /|t||^{\alpha} d H(\theta) \\
& \text { for } \alpha \neq 1, \\
C_{2}^{(1)}(t) & =(2 / \pi) \int(\theta \cdot t /|t|) \ln |\theta \cdot t| d H(\theta),
\end{aligned}
$$

and $H$ is a probability measure on the surface of the $d$-dimensional unit sphere. When $d=1$ the above takes the form, [6],

$$
\begin{equation*}
\int e^{i t x} d G_{\alpha}(x)=\exp \left\{i \gamma t-\Lambda|t|^{\alpha}[1+i \beta(t /|t|) \omega(t, \alpha)]\right. \tag{1.5}
\end{equation*}
$$

where $\gamma, \Lambda$, and $\beta$ are real constants, $|\beta| \leqq 1, \omega(t, \alpha)=\tan (\pi \alpha / 2)$ for $\alpha \neq 1$, and $\omega(t, 1)=(2 / \pi) l n|t|$.

Section 5 contains examples which show that (1.1) does not hold for $\alpha \leqq d / 2$ unless additional conditions are imposed on $P(0, x)$, and
which also show that the behavior of $g_{\alpha}(x)$ for large $x$ can also cause trouble when $\alpha \leqq(d-1) / 2$.

## 2. Negligible terms.

Definition. Let $P$ be a real nonincreasing function of a real variable. The function $P^{-1}$ is defined by $P^{-1}(y)=\inf \{x: P(x)<y\}$.

Lemma 2-A. Let $X$ be a random vector with $P(x)=\boldsymbol{P}\{|X|>x\}>0$ for all $x>0$. If for any $k>0$

$$
\begin{equation*}
\lim _{x \rightarrow \infty} P(x) / P(k x)=k^{\alpha}, \tag{2.1}
\end{equation*}
$$

then for any $k>0$

$$
\begin{equation*}
\lim _{x \rightarrow 0} P^{-1}(x) / P^{-1}(k x)=k^{1 / \alpha} \tag{2.2}
\end{equation*}
$$

Proof. The right continuity of $P$ together with (2.1) gives for arbitrary $\varepsilon>0$

$$
\begin{align*}
(1-\varepsilon)^{\alpha} & =\lim _{y \rightarrow 0} \frac{P\left(P^{-1}(y)\right)}{P\left(P^{-1}(y)[1-\varepsilon]\right)} \leqq \lim _{y \rightarrow 0} \frac{P\left(P^{-1}(y)\right)}{P\left(P^{-1}(y)-1\right)} \\
& \leqq \lim _{y \rightarrow 0} P\left(P^{-1}(y)\right) / y \leqq 1 \text { and hence } \lim _{y \rightarrow 0} P\left(P^{-1}(y)\right) / y=1 \tag{2.3}
\end{align*}
$$

To establish (2.2) assume that there exists a sequence $\left\{y_{n}\right\}$ with $y_{n}>0$ for all $n$ and $\lim _{n \rightarrow \infty} y_{n}=0$, and $\gamma>0$ such that

$$
\varlimsup_{n \rightarrow \infty} P^{-1}\left(y_{n}\right) / P^{-1}\left(k y_{n}\right) \geqq(k+\gamma)^{1 / \alpha}
$$

Then

$$
\begin{aligned}
1 / k & =\lim _{n \rightarrow \infty} P\left(P^{-1}\left(y_{n}\right)\right) / P\left(P^{-1}\left(k y_{n}\right)\right) \\
& \leqq \varlimsup_{n \rightarrow \infty} P\left(P^{-1}\left(y_{n}\right)\right) / P\left(P^{-1}\left(y_{n}\right)(k+\gamma)^{-1 / \alpha}\right)=1 /(k+\gamma)
\end{aligned}
$$

But $k \geqq k+\gamma$ is impossible so that

$$
\varlimsup_{y \rightarrow 0} P^{-1}(y) / P^{-1}(k y) \leqq k^{1 / \alpha} .
$$

A similar argument shows that

$$
\lim _{y \rightarrow 0} P^{-1}(y) / P^{-1}(k y) \geqq k^{1 / \alpha}
$$

and hence the lemma is proven.
Lemma 2-B. Let $\left\{S_{n}, n \in N\right\}$ be a strongly aperiodic d-dimensional
random walk having increments $X_{1}, X_{2}, X_{3}, \cdots$ belonging to the domain of attraction of a nondegenerate d-dimensional stable law, $G_{\alpha}(x)$, with characteristic exponent $\alpha, 0<\alpha<\min (d, 2)$. If $\boldsymbol{P}\{|x|>x\}=$ $P(x)$ then

$$
\begin{equation*}
\lim _{R \rightarrow \infty}|x|^{d} P(|x|) \sum_{n>R \mid P(|x|)} P_{n}(0, x)=0 \text { uniformly in } x . \tag{2.4}
\end{equation*}
$$

Proof. Denote by $\{B(n)\}$ that sequence of constants such that for suitably chosen vectors, $\{A(n)\}, \boldsymbol{P}\left\{S_{n}<B(n)(A(n)+x)\right\}$ converges to $G_{\alpha}(x)$ for each $x=\left(x_{1}, x_{2}, \cdots x_{d}\right)$. From the proof of Theorem 4.2, [14], it can be seen that $B(n)$ can be taken to be $P^{-1}(1 / n)$.

It will be shown first that

$$
\begin{equation*}
\lim _{R \rightarrow \infty}|x|^{d} P(|x|) \sum_{n>R|P||x|)}(B(n))=0 \text { uniformly in } x . \tag{2.5}
\end{equation*}
$$

To this end we can assume $H=1$ and, because $P^{-1}$ is monotone, it is enough to show

$$
\begin{equation*}
\lim _{R \rightarrow \infty}|x|^{d} P(|x|) \int_{R / P(|x|)}^{\infty}\left(P^{-1}(1 / y)\right)^{-d} d y=0 \text { uniformly in } x . \tag{2.6}
\end{equation*}
$$

Arguing as in (2.3) we get

$$
\begin{equation*}
\lim _{x \rightarrow \infty} P^{-1}(P(x)) / x=1 \tag{2.7}
\end{equation*}
$$

This fact together with the change of variable, $v=P(|x|) y$, reduces the proof of (2.6) to the establishment of

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \int_{R}^{\infty}\left[\frac{P^{-1}(P(|x|))}{P^{-1}(P(|x|) / y)}\right]^{d} d y=0 \text { uniformly in } x \tag{2.8}
\end{equation*}
$$

Let $J(v)=P^{-1}(1 / v) / v^{1 / \alpha}$. By Lemma $2-\mathrm{A}, \quad \lim _{v \rightarrow \infty} J(v) / J(k v)=1$ for every $k>0$. $J$ is then a function of slow growth and hence $J$ has the form

$$
J(v)=C(v) \exp \left\{\int_{0}^{v}[\varepsilon(t) / t] d t\right\}
$$

where $C(v)$ and $\varepsilon(t)$ have the properties stated in (1.3). Now choose $\varepsilon>0$ so that $d / \alpha-d \varepsilon>1$. For $|x|$ so large that $|\varepsilon(t)| \leqq \varepsilon$ and

$$
\frac{C(1 / P(|x|))}{C(y / P(|x|))} \leqq 2
$$

whenever $t>1 / P(|x|)$ and $y>1$, we have

$$
\left[\frac{P^{-1}(P(|x|))}{P^{-1}(P(|x|) / y)}\right]^{d} \leqq\left[\frac{J(1 / P(|x|))}{J(y / P(|x|)) y^{1 / \alpha}}\right]^{d} \leqq 2 y^{-d(1 / \alpha-\varepsilon)}
$$

The limit in (2.8) is obviously uniform over any finite $x$ set and hence we have the desired uniformity for all $x$.

We return to (2.4). The strongly aperiodic condition means that for any $\varepsilon>0$ there exists $\rho(\varepsilon)<1$ such that for all

$$
t \in C-\{t:|t| \leqq \varepsilon\},|\varphi(t)| \leqq \rho(\varepsilon)
$$

We write

$$
\begin{aligned}
\left|P_{n}(0, x)\right| & \leqq\left|(2 \pi)^{-d} \int_{C} e^{-i t x} \varphi^{n}(t) d t\right| \\
& \leqq(2 \pi)^{-d}\left[(2 \pi)^{d} \rho^{n}(\varepsilon)+\int_{|t| \leqq \varepsilon}|\varphi(t)|^{n} d t\right]
\end{aligned}
$$

and remark that showing that for fixed $\varepsilon>0$,

$$
\lim _{R \rightarrow \infty}|x|^{d} P(|x|) \sum_{n>R \mid P(|x|)} \int_{|t| \leqq \varepsilon}|\varphi(t)|^{n} d t=0 \text { uniformly in } x,
$$

proves the lemma. To accomplish this we modify an argument found in the proof of Theorem 6.1 of [14]. Choose $\varepsilon>0$ so small that $|t| \leqq \varepsilon$ implies

$$
\left|2^{\alpha}-\frac{\ln |\varphi(t)|}{\ln |\varphi(t / 2)|}\right|<n<\left(2^{\alpha}-1\right) / 2 .
$$

This is possible by Theorem 4.3 of [14]. Then

$$
\begin{aligned}
\int_{|t| \leqq \varepsilon} & |\varphi(t)| d t^{n}=(B(N))^{-d} \int_{|t| \leqq \varepsilon B(n)} \mid \varphi\left(t /\left.B(n)\right|^{n} d t\right. \\
& \leqq(B(n))^{-d}\left[\int_{|t| \leqq 1}|\varphi(t / B(n))|^{n} d t+\sum_{m=0}^{k} \int_{2^{m}<|t| 2^{m+1}}|\varphi(t / B(n))|^{n} d t\right]
\end{aligned}
$$

Here $k=k(n)$ is chosen such that $2^{k}<\varepsilon B(n) \leqq 2^{k+1}$. But

$$
\begin{aligned}
& \sum_{m=0}^{k} \int_{2^{m}\langle | t \mid \leqq 2^{m+1}}|\varphi(t / B(n))|^{n} d t \leqq \sum_{m=0}^{k} 2^{m d} \int_{1<|t| \leqq 2}\left|\varphi\left(2^{m} t / B(n)\right)\right|^{n} d t \\
& \quad \leqq \sum_{m=0}^{k} 2^{m d} \int_{1<|t| \leqq 2} \exp \left\{n\left(2^{\alpha}-\eta\right)^{m} l n|\varphi(t / B(n))|\right\} d t
\end{aligned}
$$

and this together with the fact that

$$
\lim _{n \rightarrow \infty} n l n|\varphi(t / B(n))|=-|t|^{\alpha} C_{1}(t /|t|)
$$

uniformly for $1 \leqq|t| \leqq 2$, the fact that $C_{1}(t /|t|)$ is bounded away from 0 because $G_{\alpha}(x)$ is nondegenerate, and the fact that $2^{\alpha}-\eta>1+\eta$ yields

$$
\int_{|t| \leqq \varepsilon}|\varphi(t)|^{n} d t \leqq(B(n))^{-d} M
$$

where $M$ is a constant independent of $n$. An appeal to (2.5) completes the proof.

Lemma 2-C. Let $\left\{S_{n}, n \in N\right\}$ be a strongly aperiodic d-dimensional random walk having increments $X_{1}, X_{2}, X_{3} \ldots$ belonging to the domain of attraction of a nondegenerate d-dimensional stable law, $G_{\alpha}(x)$, with characteristic exponent $\alpha, d / 2<\alpha<\min (d, 2)$. If $E\left(X_{1}\right)=0$ where it exists then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}|x|^{d} P(|x|) \sum_{n<\varepsilon \mid P(|x|)} P_{n}(0, x)=0 \text { uniformly in } x . \tag{2.9}
\end{equation*}
$$

Here $P(x)=\boldsymbol{P}\left\{\left|X_{1}\right|>x\right\}$.
Proof. Case 1. $d=1$. First we observe that

$$
\begin{aligned}
& |\varphi(t+\pi / x)-\varphi(t)| \leqq \int_{|y|>|x|} 2 d \boldsymbol{P}\left\{X_{1}<y\right\} \\
& \quad+\int_{|y| \leqq|x|}(\pi|y| /|x|) d \boldsymbol{P}\left\{X_{1}<y\right\} \leqq 2 P(|x|)+(\pi /|x|) \int_{0}^{|x|} P(y) d y
\end{aligned}
$$

If it can be shown that

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty}(1 /|x|) \int_{0}^{|x|}(P(y) / P(|x|)) d y=\int_{0}^{1} d y / y^{\alpha} \tag{2.10}
\end{equation*}
$$

then it will be possible to conclude that there exists a positive constant $M$ independent of both $t$ and $x$ such that for all $x, x \neq 0$, and for all $t \in[-\pi, \pi]$,

$$
\begin{equation*}
|\varphi(t+\pi / x)-\varphi(t)| \leqq M P(|x|) \tag{2.11}
\end{equation*}
$$

To establish (2.10) let $L(x)=P(x) x^{\alpha}$. By Theorem 4.2 of [14], $\lim _{x \rightarrow \infty} L(k x) / L(x)=1$ for every $k>0$ and hence $L$ is a function of slow growth. Therefore

$$
L(x)=C(x) \exp \left\{\int_{0}^{x}[\varepsilon(t) / t] d t\right\}
$$

where $C(x)$ and $\varepsilon(t)$ have the properties stated in (1.3). Now choose $\gamma>0$ so that $\alpha+\gamma<1$. For $|x|$ so large that $|\varepsilon(t)| \leqq \gamma$ and $|C(y|x|) / C(|x|)-1| \leqq \gamma$ whenever $t>\gamma|x| P(|x|)$ and $y>\gamma P(|x|)$ we have

$$
\begin{aligned}
& (1 /|x|) \int_{0}^{|x|}(P(y) / P(|x|)) d y=\int_{0}^{1}(P(y|x|) / P(|x|)) d y \\
& \quad \leqq \gamma+\int_{\gamma P(|x|)}^{1}(P(y|x|) / P(|x|)) d y \leqq \gamma+(1+\gamma) \int_{0}^{1} d y / y^{\alpha+\gamma}
\end{aligned}
$$

and also

$$
(1 /|x|) \int_{0}^{|x|}(P(y) / P(|x|)) d y \geqq \int_{r}^{1} d y / y^{\alpha-r} .
$$

$\gamma$ can be made as small as we like. This proves (2.10), and hence (2.11). (2.11) is stated and proved as Lemma 3.32 in [5] under the additional assumption that $\boldsymbol{P}\left\{X_{1} \leqq 0\right\}=0$. The above proof is the same as that in [5] and is given here only for completeness and to familiarize the reader with arguments involving functions of slow growth. We now use (2.11) to get (2.9) when $d=1$. For $x>0$ and $x$ an integer,

$$
\begin{align*}
& \int_{-\pi}^{\pi} e^{-i t x} \varphi^{k}(t) d t=\frac{1}{2}\left[\int_{0}^{\pi} e^{i v x}\left(\varphi^{k}(v)-\varphi^{k}(v+\pi / x)\right) d v\right. \\
& \left.\quad+\int_{\pi-\pi / x}^{\pi} e^{-i v x} \varphi^{k}(v+\pi / x) d v-\int_{-\pi / x}^{0} e^{-i v x} \varphi^{k}(v+\pi / x) d v\right]  \tag{2.12}\\
& \quad+\frac{1}{2}\left[\int_{-\pi}^{0} e^{-i v x}\left(\varphi^{k}(v)-\varphi^{k}(v-\pi / x)\right) d v\right. \\
& \left.\quad+\int_{-\pi}^{-\pi+\pi / x} e^{-i v x} \varphi^{k}(v-\pi / x) d v-\int_{0}^{\pi / x} e^{-i v x} \varphi^{k}(v-\pi / x) d v\right] .
\end{align*}
$$

The above results from letting $t=v+\pi / x$ when $t>0$ and $t=v-\pi / x$ when $t<0$. From (2.12) for $x>0$,

$$
\begin{align*}
& x P(x) \sum_{n<\varepsilon / P(x)} P_{n}(0, x) \leqq x P(x) \sum_{n=1}^{N} P_{n}(0, x) \\
& \quad+\sum_{n=N}^{\mathrm{E} / P(x)]}(x P(x) / 4 \pi)\left[\int_{0}^{\pi}\left|\varphi^{n}(t)-\varphi^{n}(t+\pi / x)\right| d t\right.  \tag{2.13}\\
& \left.\quad+\int_{-\pi}^{0}\left|\varphi^{n}(t)-\varphi^{n}(t-\pi / x)\right| d t\right]+(x P(x) / 4 \pi)(4 \pi / x)(\varepsilon / P(x))
\end{align*}
$$

where $N$ will be fixed later. For any fixed $j, S_{j}$ belongs to the domain of attraction of a stable law with characteristic exponent $\alpha$. Hence $\boldsymbol{P}\left\{\left|S_{j}\right|>x\right\}=L_{j}(x) / x^{\alpha}$ where $L_{j}$ is a function of slow growth as $x \rightarrow \infty, \alpha>1 / 2$ and therefore the first term on the right in (2.13) is small for large $x$. The last term on the right in (2.13) is a constant times $\varepsilon$. We will show that the second term on the right in (2.13) can be made small for large $x$ and small $\varepsilon$ in a way much like that used to prove Lemma 2-B

$$
\begin{align*}
& \sum_{n=N}^{[\varepsilon / P(x)]} x P(x)\left[\int_{0}^{\pi}\left|\varphi^{n}(t)-\varphi^{n}(t+\pi / x)\right| d t\right. \\
& \left.\quad+\int_{-\pi}^{0}\left|\varphi^{n}(t)-\varphi^{n}(t-\pi / x)\right| d t\right] \\
& \quad \leqq 2 \sum_{n=N}^{[\varepsilon / P(x)]} x P(x) \int_{0}^{\pi}|\varphi(t)-\varphi(t+\pi / x)| \sum_{k=0}^{n-1}\left|\varphi^{k}(t)\right|  \tag{2.14}\\
& \quad \times\left|\varphi^{n-1-k}(t+\pi / x)\right| d t \leqq 2 M I^{\prime}+2 M I^{\prime \prime}
\end{align*}
$$

where

$$
I^{\prime}=\sum_{n=N}^{[\varepsilon / P(x)]} x P^{2}(x) \int_{\partial}^{\pi} \sum_{k=0}^{\pi-1}\left|\varphi^{k}(t)\right|\left|\varphi^{n-1-k}(t+\pi / x)\right| d t
$$

and

$$
\begin{aligned}
I I^{\prime}= & \sum_{n=N}^{[\varepsilon / P(x)]} x P^{2}(x) \int_{0}^{\delta B(n)}(B(n))^{-1} \sum_{k=0}^{n-1}\left|\varphi^{k}(t / B(n))\right| \\
& \times \mid \varphi^{n-1-k}((t+B(n) \pi / x) \mid / B(n)) .
\end{aligned}
$$

Here $B(n)=P^{-1}(H / n), \delta$ is chosen so that $0<t<2 \delta$ implies

$$
\left|2^{\alpha}-\frac{\ln |\varphi(t)|}{\ln |\varphi(t / 2)|}\right|<\eta<\left(2^{\alpha}-1\right) / 2
$$

and $N$ is taken large enough and $\varepsilon$ small enough to insure that $B(n) \pi / x<\delta$ and $n l n|\varphi(v / B(n))| \leqq-C|v|^{\alpha}$ for some $C>0$ uniformly in $v$ for $1 \leqq v \leqq 2+S$ whenever $N \leqq n \leqq \varepsilon / P(x)$. Strong aperiodicity together with $1 / 2<\alpha$ gives $\lim _{x \rightarrow \infty} I^{\prime}=0$. An argument like that used in Lemma $2-\mathrm{B}$ yields

$$
\sum_{k=0}^{n-1} \int_{0}^{\delta B(n)}\left|\varphi^{k}(t / B(n))\right|\left|\varphi^{n-1-k}((t+B(n) \pi / x) / B(n))\right| d t \leqq n c^{\prime}
$$

where $c^{\prime}$ is some positive constant. $x^{\nu}$ times the exponential part of a function of slow growth is eventually monotone for each $\nu, \nu \neq 0$. Hence it is sufficient to replace $I^{\prime \prime}$ by an integral and show it has the desired behavior.

$$
\begin{gathered}
\lim _{x \rightarrow \infty} x P^{2}(x) \int_{N}^{\varepsilon / P(x)}\left[y\left(P^{-1}(1 / y)\right)^{-1}\right] d y=\lim _{x \rightarrow \infty} \int_{N P(x)}^{\varepsilon} y \frac{P^{-1}(P(x)) d y}{P^{-1}(P(x) / y)} \\
=\lim _{x \rightarrow \infty} \int_{N P(x)}^{\varepsilon} \frac{y^{1-1 / \alpha} J(1 / P(x))}{J(y / P(x))} d y=\int_{0}^{\varepsilon} y^{1-1 / \alpha} d y .
\end{gathered}
$$

Passing to the limit under the integral can be justified by exploiting the fact that $J$ is a function of slow growth. Therefore given any $\gamma>0$ there exist $\varepsilon>0$ and $x_{0}>0$ such that

$$
x P(x) \sum_{n<\varepsilon \backslash P(x)} P_{n}(0, x)<\gamma
$$

whenever $\varepsilon<\varepsilon_{0}$ and $x \geqq x_{0}$. The limit in (2.9) is obviously uniform in $x$ for $0 \leqq x \leqq x_{0}$. The estimates for negative $x$ are handled as above except in (2.12) the substitution required is $t=v+\pi / x$ when $t<0$ and $t=v-\pi / x$ when $t>0$.

Case 2. $d=2,3$. Let $t=\left(t_{1}, \cdots, t_{d}\right)$. For $\alpha>1$ if $E\left(X_{1}\right)=0$ then there exists a constant $M>0$ such that for all $t$,

$$
\begin{equation*}
\left|\frac{\partial \varphi(t)}{\partial t_{i}}\right| \leqq M P(1 /|t|)\left|t^{-1}\right| \tag{2.15}
\end{equation*}
$$

To establish (2.15) we write

$$
\begin{align*}
\left|\frac{\partial \varphi(t)}{\partial t_{i}}\right|= & \mid \int_{\left|X_{1}\right| \leq 1 /|t|}\left(e^{i t X_{1}}-1\right) X_{1 i} \boldsymbol{P}\{d \omega\} \\
& +\int_{\left|X_{1}\right|>1| | t \mid}\left(e^{i t X_{1}}-1\right) X_{1 i} \boldsymbol{P}\{d \omega\} \\
\leqq & \int_{\left|X_{1}\right| \leq 1 /|t|}\left|X_{1}\right|^{2}|t| \boldsymbol{P}\{d \omega\}+\int_{\left|X_{1}\right|>1| | t \mid} 2\left|X_{1}\right| \boldsymbol{P}\{d \omega\} \\
\leqq & \int_{0}^{1 /|t|} 2 y|t| P(y) d y+2 P(1 /|t|)|t|^{-1}  \tag{2.16}\\
& +\int_{1 /|t|}^{\infty} 2 P(y) d y=P(1 /|t|)|t|^{-1} \\
& \times\left[\int_{0}^{1}(2 y P(y /|t|) / P(1 /|t|)) d y\right. \\
& \left.+2+2 \int_{1}^{\infty}(P(y /|t|) / P(1 /|t|)) d y\right]
\end{align*}
$$

where $X_{1}=\left(X_{11}, \cdots, X_{1 d}\right)$. An argument involving functions of slow growth allows us to let $|t| \rightarrow 0$ under the integral in the right side of (2.16) and this gives the desired result.

The following estimates are also required and can easily be shown to be true.

There exists $M^{\prime}>0$ such that for all $t$ and real $r$

$$
\begin{equation*}
|t|^{-1}\left|\int_{\left|X_{1}\right| \leqq r}\left(e^{i t X_{1}}-1\right) X_{1 i} \boldsymbol{P}\{d \omega\}\right| \leqq M^{\prime} r^{2} P(r) ; \tag{2.17}
\end{equation*}
$$

$$
\begin{equation*}
\left|\int_{\left|X_{1}\right|>r}\left(e^{i t X_{1}}-1\right) X_{1 i} P\{d \omega\}\right| \leqq M^{\prime} r P(r) ; \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{\left|X_{1}\right| \leqq r}\left(e^{i t X_{1}}-1\right) X_{1 i}^{2} \boldsymbol{P}\{d \omega\}\right| \leqq M^{\prime} r^{2} P(r) \tag{2.19}
\end{equation*}
$$

Let

$$
Q(j)=\left\{x=\left(x_{1}, x_{2}, \cdots, x_{d}\right) \in R:|x| \leqq\left|x_{j}\right| \sqrt{\bar{d}}\right\}
$$

We will show that (2.9) holds uniformly in $x$ for $x \in Q(j)$ and since $R \subset \bigcup_{j=1}^{d} Q(j)$, this will prove the lemma. Integrating by parts and applying (2.15), (2.17), (2.18), and (2.19) gives

$$
\begin{align*}
& \left|\int e^{-i t x} \varphi^{n}(t) d t\right|=\mid \int\left[\left(-i x_{j}\right)^{-1} e^{-i t x} n \varphi^{n-1}(t)\right. \\
& \quad \times\left(\int_{\left|x_{1}\right| \leq\left|x_{j}\right|} i\left(e^{i t X_{1}}-1\right) X_{1 j} \boldsymbol{P}\{d \omega\}\right. \\
& \left.\left.\quad+\int_{\left|X_{1}\right|>\left|x_{j}\right|} i\left(e^{i t X_{1}}-1\right) X_{1 j} \boldsymbol{P}\{d \omega\}\right)\right] d t \mid  \tag{2.20}\\
& \quad \leqq \mid \int\left[x _ { j } ^ { - 2 } e ^ { - i t x } n \left(\varphi^{n-1}(t)(-1) \int_{\left|X_{1}\right| \leqq\left|x_{j}\right|}\left(e^{i t X_{1}}-1\right) X_{1 j}^{2} P\{d \omega\}\right.\right. \\
& \left.\left.\quad+(n-1) \varphi^{n-2}(t) \frac{\partial \varphi(t)}{\partial t_{j}} \int_{\left|X_{1}\right| \leqq\left|x_{j}\right|} i\left(e^{i t X_{1}}-1\right) X_{1 j} \boldsymbol{P}\{d \omega\}\right)\right] d t \mid \\
& \quad+M^{\prime} P\left(\left|x_{j}\right|\right) \int n\left|\varphi^{n-1}(t)\right| d t \leqq E^{\prime}+E^{\prime \prime}
\end{align*}
$$

where

$$
E^{\prime}=2 M^{\prime} P\left(\left|x_{j}\right|\right) \int n\left|\varphi^{n-1}(t)\right| d t
$$

and

$$
E^{\prime \prime}=P\left(\left|x_{j}\right|\right) M M^{\prime} n(n-1) \int\left|\varphi^{n-2}(t)\right| P(1 /|t|) d t
$$

Again using the fact that $P(y) y^{\alpha}$ is a function of slow growth we get that there exists $M^{\prime \prime}>0$ such that for all

$$
x \in Q(j), P\left(\left|x_{j}\right|\right) \leqq M^{\prime \prime} P(|x|)
$$

also for

$$
|t| \leqq 1, P(B(n) /|t|) \leqq P(B(n))
$$

and $\lim _{n \rightarrow \infty} n P(B(n))=1$. Hence

$$
\begin{align*}
& |x|^{d} P(|x|) \sum_{n<\varepsilon / P(|x|)} P_{n}(0, x) \leqq|x|^{d} P(|x|)\left[\sum_{n=1}^{N} P_{n}(0, x)\right. \\
& \left.\quad+\sum_{n=N}^{[\varepsilon / P(|x|)]}\left(E^{\prime}+E^{\prime \prime}\right)\right] \leqq|x|{ }^{d} P(|x|) \sum_{n=1}^{N} P_{n}(0, x) \\
& \quad+|x|^{d} P^{2}(|x|)\left[\sum _ { n = N } ^ { [ \varepsilon / P ( | x ) ] ] } \int _ { t \in C - | t : | t | \leq \delta \} } \left[2 M^{\prime} M^{\prime \prime} n\left|\varphi^{n-1}(t)\right|\right.\right.  \tag{2.21}\\
& \left.\quad+M M^{\prime} M^{\prime \prime}(n-1)\left|\varphi^{n-2}(t)\right|\right] d t+\sum_{n=N}^{[\varepsilon / P(|x|)]} n(B(n))^{-d / \alpha} \\
& \quad \times \int_{|t| \leqq \delta B(n)}\left[2 M^{\prime} M^{\prime \prime}\left|\varphi^{n-1}(t / B(n))\right|\right. \\
& \left.\left.\quad+2 M M^{\prime} M^{\prime \prime}\left|\varphi^{n-2}(t / B(n))\right|\right] d t\right]
\end{align*}
$$

where $\delta$ is small. Arguments like those found in the case where $d=1$ complete the proof. The critical term following the passage
to the limit in $|x|$ is $\int_{0}^{\varepsilon} y^{1-d / \alpha} d y$. For $\alpha>d / 2, y^{1-d / \alpha}$ is integrable on $[0, \varepsilon]$ and hence (2.9) holds.
3. Proof of the theorem. We first prove the following lemma.

Lemma 3-A. Let $g_{\alpha}(\Lambda, x)$ be a probability density function on $E^{d}$ satisfying

$$
\int e^{i t x} g_{\alpha}(\Lambda, x) d x=\exp \left\{-\Lambda|t|^{\alpha}\left[C_{1}(t /|t|)+i C_{2}^{(\alpha)}(t)\right]\right\}
$$

where $C_{1}(t /|t|)$ and $C_{2}^{(\alpha)}(t)$ are defined in (1.4). Then there exists a constant $M=M(\Lambda)$ such that for all $x$,

$$
\begin{equation*}
g_{\alpha}(\Lambda, x) \leqq M /|x| \tag{3.1}
\end{equation*}
$$

Proof.

$$
\begin{align*}
g_{\alpha}(\Lambda, x) & =\int g_{\alpha}(\Lambda / 2, x-y) g_{\alpha}(\Lambda / 2, y) d y \\
& =\int_{|y| \leqq|x| / 2} g_{\alpha}(\Lambda / 2, x-y) g_{\alpha}(\Lambda / 2, y)  \tag{3.2}\\
& +\int_{|y|>|x| / 2} g_{\alpha}(\Lambda / 2, x-y) g_{\alpha}(\Lambda / 2, y) d y \\
& \leqq 2 M^{\prime} \sum_{i=1}^{d} \boldsymbol{P}\left\{\left|Y_{i}\right|>|x| / 2 \sqrt{d}\right\}
\end{align*}
$$

where $M^{\prime}$ is a uniform upper bound for $g_{\alpha}(\Lambda / 2, x)$ and $Y=\left(Y_{1}, Y_{2}, \cdots Y_{d}\right)$ is a random vector with density $g_{\alpha}(\Lambda / 2, x)$. Each $Y_{i}$ has a one dimensional distribution function which is stable with characteristic exponent $\alpha$ and hence by [6], p. 182, $I,|x|^{\alpha} P\left\{\left|Y_{i}\right|>|x|\right\}$ is asymptotically constant for each $i$. This proves the lemma.

Proof of the theorem. Initially we assume that the random walk is strongly aperiodic. Under this additional assumption we first show that the limit in (1.1) holds for fixed direction $u_{x}=x /|x|$. Let $\delta>0$ be given. By Lemmas $2-\mathrm{B}, 2-\mathrm{C}$, and $3-\mathrm{A}, \varepsilon$ can be chosen so small and $R$ so large that

$$
\begin{gather*}
|x|^{d} P(|x|) \sum_{n<\varepsilon / P(|x|)} P_{n}(0, x)<\delta,|x|^{d} P(|x|) \sum_{n>R / P(|x|)} P_{n}(0, x)<\delta,  \tag{3.3}\\
\alpha \int_{0}^{R-1 / \alpha} g_{\alpha}\left(v u_{x}\right) v^{d-1-\alpha} d v=\int_{R}^{\infty} g_{\alpha}\left(v^{-1 / \alpha} u_{x}\right) v^{-d / \alpha} d v<\delta,
\end{gather*}
$$

and

$$
\int_{\varepsilon-1 / \alpha}^{\infty} g_{\alpha}\left(v u_{x}\right) v^{d-1-\alpha} d v=\int_{0}^{\varepsilon} g_{\alpha}\left(v^{-1 / \alpha} u_{x}\right) v^{-d / \alpha} d v<\delta
$$

The local limit theorem for $d$-dimensional lattice random vectors, Theorem 6.1, [14], allows us to write

$$
\begin{equation*}
P_{n}(0, x)=(B(n))^{-d}\left[G_{\alpha}(x / B(n))+e(n, x)\right] \tag{3.4}
\end{equation*}
$$

where $\lim _{n \rightarrow \infty} e(n, x)=0$ uniformly in $x$. Also

$$
\begin{align*}
& \lim _{|x| \rightarrow \infty}(n P(|x|))^{1 / \alpha}|x| / B(n) \\
& =\lim _{|x| \rightarrow \infty} P^{-1}(P(|x|)) n^{1 / \alpha} /(P(|x|))^{-1 / \alpha} P^{-1}(1 / n)  \tag{3.5}\\
& =\lim _{|x| \rightarrow \infty} \frac{J(1 / P(|x|))}{J(n)}=1 \text { uniformly in } n \text { for } \\
& \quad[\varepsilon / P(|x|)] \leqq n \leqq[R / P(|x|)] .
\end{align*}
$$

Hence

$$
\begin{align*}
& \lim _{|x| \rightarrow \infty}|x|{ }^{d} P(|x|) \sum_{n=[\varepsilon / P(|x|)]}^{[R / P(x| |]}(B(n))^{-d} g_{\alpha}\left(|x| u_{x} \mid B(n)\right) \\
& \quad=\lim _{|x| \rightarrow \infty} \sum_{n=[\varepsilon / P / P(|x|)]}^{[R / P(x \mid)]} g_{\alpha}\left(u_{x}(n P(|x|))^{-1 / \alpha}\right)(n P(|x|))^{-d / \alpha} P(|x|)  \tag{3.6}\\
& \quad=\int_{\varepsilon}^{R} g_{\alpha}\left(v^{-1 / \alpha} u_{x}\right) v^{-d / \alpha} d v
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty}|x|^{d} P(|x|){ }_{n=[\varepsilon / P(|x|)]}^{[R / P(|x|)]}(B(n))^{-d} e(n, x)=0 . \tag{3.7}
\end{equation*}
$$

From (3.3) through (3.7) it is possible to conclude that (1.1) holds for fixed $u_{x}$. The approximating sum technique used in the above argument is due to [5] as was mentioned in $\S 1$.

To show that the limit in (1.1) is actually uniform in $u_{x}$ requires an additional argument. Set

$$
F(r, u)=r^{d} P(r) \sum_{n=[\varepsilon / P(r)]}^{[R / P(r)]}(B(n))^{-d} g_{\alpha}(r u / B(n))
$$

where $r$ is a real number and $|u|=1$. The estimates in (3.3) and (3.7) hold uniformly in $u_{x}$ and hence showing that
(3.8) $\lim _{r \rightarrow \infty} F(r, u)=\int_{\varepsilon}^{R} g_{\alpha}\left(v^{-1 / \alpha} u\right) v^{-d / \alpha} d v=h(u)$ uniformly in $u$
will complete the proof of (1.1). If (3.8) did not hold uniformly in $u$ then there would exist $\varepsilon_{0}>0$ and sequences $\left\{u_{n}\right\}$ and $\left\{r_{n}\right\}, r_{n} \rightarrow \infty$ such that for all $n,\left|F\left(r_{n}, u_{n}\right)-h\left(u_{n}\right)\right|>\varepsilon_{0}$. The unit sphere is compact so that we can assume that there exists $u_{0}$ with $\lim _{n \rightarrow \infty}\left|u_{n}-u_{0}\right|=0$. Then

$$
\begin{align*}
\varepsilon_{0} & <\left|F\left(r_{n}, u_{n}\right)-h\left(u_{n}\right)\right| \leqq\left|F\left(r_{n}, u_{n}\right)-F\left(r_{n}, u_{0}\right)\right|  \tag{3.9}\\
& +\left|F\left(r_{n}, u_{0}\right)-h\left(u_{0}\right)\right|+\left|h\left(u_{0}\right)-h\left(u_{n}\right)\right| \text { holds for all } n .
\end{align*}
$$

The uniform continuity of $g_{\alpha}(x)$ together with the fact that

$$
r^{d} P(r) \sum_{n=[\varepsilon / P(r)]}^{[R / P(r)]}(B(n))^{-d}
$$

is bounded in $r$ gives $\lim _{n \rightarrow \infty}\left|F\left(r_{n}, u_{n}\right)-F\left(r_{n}, u_{0}\right)\right|=0$. Clearly

$$
\lim _{n \rightarrow \infty}\left|F\left(r_{n}, u_{0}\right)-h\left(u_{0}\right)\right|=0 \quad \text { and } \quad \lim _{n \rightarrow \infty}\left|h\left(u_{n}\right)-h\left(u_{0}\right)\right|=0
$$

(3.9) is, therefore, impossible. Thus we have (3.8), and hence (1.1) in the case when the random walk is strongly aperiodic. To get (1.1) in the case when the random walk is aperiodic but not strongly aperiodic we make use of a technique found in p.26.1, [16]. For $0<\nu<1$, let $P^{\prime}(0, x)=\nu P(0, x)$ and $P^{\prime}(0,0)=1-\nu . \quad \sum_{x} P^{\prime}(0, x)=1$ because $P(0,0)=0$. $P^{\prime}(0,0)>0$ implies that the random walk defined by $P^{\prime}(0, x)$ is strongly aperiodic. Also $G(0, x)=\nu G^{\prime}(0, x), P^{\prime}(|x|)=$ $\nu P(|x|), 1-\varphi^{\prime}(t)=\nu(1-\varphi(t))$, and

$$
\ln \left(\int e^{i t x} g_{\alpha}^{\prime}(x) d x\right)=\nu\left(\ln \left(\int e^{i t x} g_{\alpha}(x) d x\right)\right)
$$

Here the prime indicates that the expression is defined in terms of $P^{\prime}(0, x)$. Form the above it also follows that

$$
\nu \int_{0}^{\infty} g_{\alpha}^{\prime}\left(v u_{x}\right) v^{d-1-\alpha} d v=\int_{0}^{\infty} g_{\alpha}\left(v u_{x}\right) v^{d-1-\alpha} d v
$$

Hence $|x|{ }^{d} P(|x|) G(0, x)=|x|{ }^{d} P^{\prime}(|x|) G^{\prime}(0, x)$ and this expression approaches $(\alpha / \nu) \int_{0}^{\infty} g_{\alpha}\left(v u_{x}\right) v^{d-1-\alpha} d v$ as $|x| \rightarrow \infty$ uniformly in $u_{x}$. $\nu$ can be taken arbitrarily close to 1 and therefore the proof of (1.1) is complete.
(1.2) follows immediately. If $\alpha>1$ then by Theorem 1, [17], $g_{\alpha}(x)>0$ for all $x$. In the case $d=1$ since we are substracting no sequence of constants from $S_{n} / B(n)$,

$$
\gamma=\lim _{\varepsilon \rightarrow 0^{+}} \lim _{n \rightarrow \infty}(B(n))^{-1} \sum_{k=1}^{n} \int_{|x| \leq \in B(n)} x d \boldsymbol{P}\left\{X_{k}<x\right\}=0
$$

When $\gamma=0$ a necessary and sufficient condition for there to be positive probability on both $(0, \infty)$ and $(-\infty, 0)$ is $|\beta|<1$, [15]. In each of the above cases $\alpha \int_{0}^{\infty} g_{\alpha}\left(v u_{x}\right) v^{\alpha-1-\alpha} d v$ is bounded away from 0 and that is enough to give (1.2).

In the corollaries dealing with $\alpha \leqq d / 2$ we require in addition that:

$$
\begin{equation*}
\text { There exists } K>0 \text { such that for all } x \in R \tag{3.10}
\end{equation*}
$$

$$
|x|{ }^{d} P(0, x) / P(|x|) \leqq K
$$

Corollary 3-A. Let $\left\{S_{n}, n \in N\right\}$ be an aperiodic one-dimensional random walk having increments belonging to the domain of attraction of a nondegenerate stable low with density $g_{\alpha}(x)$. If (3.10) is satisfied then (1.1) holds for all $\alpha$ satisfying $1 / 4<\alpha<1$. If we assume that

$$
\begin{align*}
& \text { There exists } \rho>0 \text { such that if }|x| \geqq \rho \text { then }  \tag{3.11}\\
& P(0, x) \geqq P(0, x+x /|x|)
\end{align*}
$$

then (1.1) holds for all $\alpha$ satisfying $0<\alpha<1$.
Proof. We need only establish that (2.9) holds and in doing so we may assume that the random walk is strongly aperiodic.

First we show that under (3.10) with $1 / 4<\alpha<1$, (2.13) can be estimated in such a way as to yield (2.9). Applying to

$$
\int_{0}^{\pi}\left|\varphi^{n}(t)-\varphi^{n}(t+\pi / x)\right| d t
$$

first Hölder's inequality with $2>q>1 / 2 \alpha$ and then the HausdorffYoung inequality, [18], gives

$$
\begin{align*}
& \int_{0}^{\pi}\left|\varphi^{n}(t)-\varphi^{n}(t+\pi / x)\right| d t \leqq\left(\int_{-\pi}^{\pi}|\varphi(t)-\varphi(t+\pi / x)|^{P} d t\right)^{1 / P} \\
& \times\left(\int_{0}^{\pi}\left|\sum_{k=0}^{n-1} \varphi^{n-1-k}(t) \varphi^{k}(t+\pi / x)\right|^{q} d t\right)^{1 / q}  \tag{3.12}\\
& \leqq\left(\sum_{k=-\infty}^{\infty}\left(K \sqrt{2 \pi} P(|k|)\left|1-e^{i \pi k / x}\right| /|k|\right)^{q}\right)^{1 / q} \bar{\Gamma} n(B(n))^{-1 / q} \\
& \leqq \Gamma x^{-1+1 / q} n P(x)(B(n))^{-1 / q}
\end{align*}
$$

where $\Gamma$ and $\bar{\Gamma}$ are positive constants independent of $x$ and $n$. A similar estimate can be made on the integral over $[-\pi, 0]$ in (2.13). These bounds applied to (2.13) give (2.9) and hence (1.1) for $1 / 4<\alpha<1$.

Under (3.11) $P(|x|) \geqq|x|(P(0,2 x)+P(0,-2 x))$ for all large $|x|$ and hence (3.11) implies (3.10). By taking $d=1$ in the proof of Corollary 3-B it can be seen that (3.11) gives $P_{n}(0, x) \leqq c|x|^{-1}$ for all $n \geqq 1$ and all $x, x \neq 0$. Here $c$ is some constant. From this estimate, (2.9), and hence (1.1), follows.

Under the additional assumption that $g_{\alpha}(x)$ places positive probability on both sides of 0 , it is possible to conclude (1.2) in the above corollary.

The fact that for $1 / 4<\alpha<1 / 2$ (3.10) implies (1.1) is noted in [5]. We have modified their technique to get our result for $1 / 4<\alpha \leqq 1 / 2$.

For any sequence $a(x), x=\left(x_{1}, x_{2}, \cdots, x_{d}\right)$, denote by $a\left(x ; b_{k_{1}}, b_{k_{2}}, \cdots, b_{k_{n}}\right)$ the sequence $\alpha(x)$ with $x_{k_{j}}$ fixed and equal to $b_{k_{j}}$ for $j=1,2, \cdots, n$. We define the difference operator, $D_{k}$, by $D_{k}(a(x))=a\left(x ; x_{k}\right)-a\left(x ; x_{k}+1\right)$ if $x_{k} \geqq 0$ and $D_{k}(a(x))=a\left(x ; x_{k}\right)-a\left(x ; x_{k}-1\right)$ if $x_{k}<0$. One of the
conditions we will impose in higher dimensions, the one needed together with (3.10) to justify $d$ integrations by parts, reduces to (3.11) when $d=1$. Specifically:

There exists $\rho>0$ such that for any $x,|x| \geqq \rho$,
$D_{1} D_{2} \cdots D_{d}(P(0, x)) \geqq 0$.
(3.13) immediately implies that for any $x,|x| \geqq \rho$, and any set of distinct integers, $k_{1}, k_{2}, \cdots, k_{n}, k_{n} \leqq d, D_{k_{1}} D_{k_{2}} \cdots D_{k_{n}}(P(0, x)) \geqq 0$. Also to avoid the difficulty pointed out in Example $5-B$ we will require that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{N}^{\infty} g_{\alpha}\left(v u_{x}\right) v^{d-1-\alpha} d v=0 \text { uniformly in } u_{x} \tag{3.14}
\end{equation*}
$$

One method for varifying conditions (3.13) and (3.14) is suggested by the approach found in Example 5-C.

Corollary 3-B. For $d \geqq 2$ let $\left\{S_{n}, n \in N\right\}$ be an aperiodic $d$ dimensional random walk having increments belonging to the domain of attraction of a nondegenerate d-dimensional stable law with density $g_{\alpha}(x)$. Also let (3.10), (3.13), and (3.14) be satisfied. Then:
( I ) (1.1) holds for all $\alpha$ such that $0<\alpha<1$;
(II) (1.2) holds in the case when $\alpha=1$ and the random walk is symmetric;
(III) (1.2) holds in the case when $1<\alpha<2$ and $E\left(X_{1}\right)=0$.

Proof. It is sufficient to prove the corollary for strongly aperiodic random walk. Let $C_{j}=\left\{t \in C\right.$ : $t_{i} \neq 0$ for $\left.1 \leqq i \leqq d, i \neq j\right\}$. It will be shown that for $\nu \leqq d, \partial^{(\nu)} \varphi(t) / \partial t_{j}^{(\nu)}$ exists on $C_{j}$ except when $\nu=d$ and $t_{j}=0$. Also it will be shown that $d$ integrations by parts in the variable $t_{j}$ of $\int_{C_{j}} e^{-i t x} \varphi^{n}(t) d t$ is possible. Let $b\left(t_{j}, \nu\right)=\left|\prod_{k=1}^{\nu} t_{i_{k}}\right|^{-1 / \nu}$ where $j=i_{1}$ and $i_{1}, i_{2}, \cdots, i_{\nu}$ are distinct integers. Finally it will be shown that there exists some $M>0$ which is independent of $t$ such that

$$
\begin{equation*}
\text { For } \nu \geqq \alpha,\left|\frac{\partial^{(\nu)} \varphi(t)}{\partial t_{j}^{(\nu)}}\right| \leqq M\left(b\left(t_{j}, \nu\right)\right)^{\nu} P\left(1 / b\left(t_{j}, \nu\right)\right) \tag{3.15}
\end{equation*}
$$

and such that

$$
\begin{equation*}
\text { For } 1<\alpha<2,\left|\frac{\partial \varphi(t)}{\partial t_{j}}\right| \leqq M P(1 /|t|)|t|^{-1} \tag{3.16}
\end{equation*}
$$

When all of the above is accomplished then the usual change of variables, $t_{k}=v_{k} / B(n)$, in each of the terms that arise in the $d$ integrations by parts together with the facts: $\int_{C_{-C_{j}}} d t=0$; the right
side of (3.15) is integrable in each $t_{i_{k}}$; and $|x|^{\alpha} P(|x|)$ is a function of slow growth; gives $|x|{ }^{d} P_{n}(0, x)$ is bounded uniformly in $n$ and $x$ for $n \geqq 1$ and $x \in Q(j)$. From this, (2.9) follows. (3.14) and (2.9) imply (1.1). As before, Theorem 1 of [17] then gives (1.2) when $1<\alpha<2$. The results of Theorem 1, [17], are not applicable when $\alpha=1$ but the fact that for fixed $u_{x}, g_{1}\left(v u_{x}\right)$ can be extended to a function analytic in an open strip which includes the real $v$ axis means that $g_{1}(x)$ can not be identically 0 on a ray from 0 . This is enough to deduce (1.2) from (1.1) when $\alpha=1$.

We now turn to the proofs of the assertions made above. Let $\alpha(x)$ be a sequence for which (3.13) holds. Let $x$ be in $R$ and let $b_{k_{1}}, b_{k_{2}}, \cdots, b_{k_{m}}$ be integers with the property that when the $x_{k_{i}}$ are replaced by the $b_{k_{i}}, i=1,2, \cdots, m$, then $|x|>\rho$. If $c_{k_{1}}, c_{k_{2}}, \cdots, c_{k_{m}}$ are integers such that $c_{k_{i}}$ and $b_{k_{i}}$ have the same sign and such that $\left|c_{k_{i}}\right|>\left|b_{k_{i}}\right|$ for each $i, i=1,2, \cdots, m$, then

$$
\begin{equation*}
\left|\sum_{x_{k_{i}}=b_{k_{i}}}^{c_{k_{i}}} \ldots \sum_{x_{k_{m}}}^{c_{k_{m}}^{c_{k_{k}}}} e^{i t x} a(x)\right| \leqq 2^{m} a\left(x ; b_{k_{i}}, \cdots, b_{k_{m}}\right)\left|\prod_{j=1}^{m}\left(1-e^{i j_{j}}\right)\right|^{-1} \tag{3.17}
\end{equation*}
$$

The proof of (3.17) proceeds by induction on $m$. We assume that $0<b_{k_{1}}<c_{k_{1}}$. If $c_{k_{1}}<b_{k_{1}}<0$ then appropriate changes in sign must be made in what follows.

$$
\begin{aligned}
& \sum_{x_{k_{1}}=b_{k_{1}}}^{c_{k_{1}}} e^{i t x} \alpha(x)=\sum_{v_{k_{1}}=b_{k_{1}}}^{c_{k_{1}}}\left[\frac{e^{i t_{k_{1}} b_{k_{1}}-e^{i t_{k_{1}}\left(v_{k_{1}}+1\right)}}}{1-e^{i t_{k_{1}}}}\right]\left[a\left(x ; v_{k_{1}}\right)-a\left(x ; v_{k_{1}}+1\right)\right] \\
& +\left[\frac{e^{i t k_{1} b_{1} k_{1}}-e^{i k_{k_{1}}\left(c_{k_{1}}+1\right)}}{1-e^{i t_{k_{1}}}}\right]\left[a\left(x ; c_{k_{1}}+1\right)\right]
\end{aligned}
$$

Taking absolute values and applying (3.13) proves (3.17) for the case $m=1$. To complete the induction all we need do is observe that for fixed $v_{k_{1}}$ the sequences $a\left(x ; v_{k_{1}}\right)-a\left(x ; v_{k_{1}}+1\right)$ and $a\left(x ; c_{k_{1}}+1\right)$ also satisfy (3.13).

Next fix $t \in C_{j}$. Let $C(N)=\left\{x=\left(x_{1}, \cdots, x_{d}\right) \in R:\left|x_{i}\right| \leqq N\right.$ for each $i=1,2, \cdots, d\}$. Applying (3.17) and (3.10) gives

$$
\begin{aligned}
& \mid x \in C(M)-C(N) \\
& \left.\quad e^{i t x} x_{j}^{\nu} P(0, x)\left|\leqq 2^{d} \sum_{j=N}^{d M} 2^{d-1}\right| \prod_{\substack{k=1 \\
k \neq j}}^{d}\left(1-e^{i t_{k}}\right)\right|^{-1} x_{j}^{\nu} K P\left(x_{j}\right) x_{j}^{-d} \\
& \quad+2^{d}(d-1) \sum_{x_{j}=1}^{N} 2^{d-1}\left|\prod_{\substack{k=1 \\
k \neq j}}^{d}\left(1-e^{i t_{k}}\right)\right|^{-1} x_{j}^{\nu} K P\left(x_{j}\right)\left(x_{j}^{2}+N^{2}\right)^{-d / 2}
\end{aligned}
$$

whenever $\rho<N<M$. Hence for fixed $t_{1}, \cdots, t_{j-1}, t_{j+1}, \cdots, t_{d}$ with

$$
\prod_{\substack{i=1 \\ i \neq j}}^{d} t_{i} \neq 0, \sum_{x \in C(N)} e^{i t x} x_{j}^{\nu} P(0, x)
$$

converges uniformly in $t_{j}$ for each $\nu, \nu \leqq d-1$. Therefore on $C_{j}$ for each integer

$$
\nu, \nu \leqq d-1, \frac{\partial^{(\nu)}}{\partial t_{j}^{(\nu)}} \varphi(t)
$$

exists, is continuous in $t_{j}$ for $-\Pi \leqq t_{j} \leqq \Pi$, and

$$
\frac{\partial^{(\nu)}}{\partial t_{j}^{(\nu)}} \varphi(t)=\lim _{N \rightarrow \infty} \sum_{x \in C(N)} e^{i t x}\left(i x_{j}\right)^{\nu} P(0, x)
$$

To justify the formula for the $d$ th partial derivative we need to alter slightly the preceeding estimates. Fix $t_{1}, t_{2}, \cdots, t_{d}$ so that $\left|\prod_{k=1}^{d}\left(1-e^{i t x}\right)\right| \neq 0$. For $\rho<N<M$ we have

$$
\begin{aligned}
& \left|\sum_{x \in C(M)=C(N)} e^{i t x} x_{j}^{d} P(0, x)\right|=N^{d}\left|\sum_{\substack{x \in C(M) \geq C(N) \\
x_{j} \geq 0}} e^{i t x} P(0, x)\right| \\
& +\left|\sum_{x \in C(M)-C(N)} \sum_{\substack{ \\
x_{j} \geq N}}^{x_{j=N^{d}}^{d}} e^{i t x} P(0, x)\right|+\left|\sum_{\substack{x \in C(M)-C(N) \\
1 \leqq x_{j}<N}} \sum_{k=1}^{x_{j}^{d}} e^{i t x} P(0, x)\right| \\
& \leqq N^{d} 4^{d} K\left|\prod_{k=1}^{d}\left(1-e^{i t k}\right)\right|^{-1} N^{-d} P(N) \\
& +\sum_{j=N^{d}}^{\infty} 4^{d} K\left|\prod_{k=1}^{d}\left(1-e^{i t k}\right)\right|^{-1}\left(j^{1 / d}\right)^{-d} P\left(j^{1 / d}\right) \\
& +\sum_{j=1}^{N d}(d-1) 4^{d} K\left|\prod_{k=1}^{d}\left(1-e^{i t k}\right)\right|^{-1}\left(j^{2 / d}+N^{2}\right)^{-d / 2} P\left(\left(j^{2 / d}+N^{2}\right)^{1 / 2}\right)
\end{aligned}
$$

as a consequence of (3.10), (3.17) and a change in the order of summation. We can write down a similar expression for the case when $x_{j} \leqq 0$. Therefore if

$$
\prod_{\substack{k=1 \\ k \neq j}}^{d}\left(1-e^{i t k}\right) \neq 0
$$

then $\sum_{x \in C(N)} e^{i t} x_{j}^{d} P(0, x)$ converges uniformly in $t_{j}$ for $0<\varepsilon \leqq\left|t_{j}\right| \leqq \Pi$ and hence we can write

$$
\frac{\partial^{(d)} \varphi(t)}{\partial t_{j}^{(d)}}=\lim _{N \rightarrow \infty} \sum_{x \in C(N)} e^{i t x}\left(i x_{j}\right)^{d} P(0, x)
$$

In the estimates of the preceeding paragraph replacing $d$ by $\nu$ and $N$ by $b\left(t_{j}, \nu\right)$ and using familiar properties of functions of slow growth gives
(3.18) There exists a constant $\bar{M}>0$ such that

$$
\sup _{N \geq b\left(t_{j}, \nu\right)}| |_{\left.x \in C^{\prime} N\right)} \sum_{-C\left(b\left(t_{j}, \nu\right)\right)} e^{i t x} x_{j}^{\nu} P(0, x) \mid \leqq \bar{M}\left(b\left(t_{j}, \nu\right)\right)^{\nu}\left(P\left(1 / b\left(t_{j}, \nu\right)\right) .\right.
$$

(3.18) combined with

$$
\left|\sum_{x \in C\left(b\left(t t_{j}, \nu\right)\right)} e^{i t x} x_{j}^{\nu} P(0, x)\right| \leqq \sum_{x \in C\left(b\left(t_{j}, \nu\right)\right)} K|x|^{v-d} P(|x|) P(|x|)
$$

gives (3.15) except when $\alpha=1=\nu$. In this special case (3.15) still holds because the symmetry condition of (II) implies that

$$
\sum_{x \in C\left(b\left(t t_{j}, 1\right)\right)} \cos (t x) x_{j} P(0, x)=0
$$

To get (3.16) subtract $0=\sum_{x \in R} x_{j} P(0, x)$ from $\partial \varphi(t) / \partial t_{j}$ and estimate as in Lemma $3-\mathrm{C}$ by truncating at $|t|^{-1}$. This completes the proof.

If $\sum_{R(j)}|x|{ }^{d} P(0, x)<\infty$, where $R(j)$ is any one of the regions bounded by coordinate planes, and if either $\alpha \neq 1$ or $\alpha=1$ and $B(n)=0(n)$, then condition (3.13) can be removed from $P(0, x)$ for $x \in R(j)$ without affecting either the proofs or the conclusions of the previous corollaries.

In (I) of Corollary 3-B (1.2) may be concluded if it is known that the limit probability measure is not carried on an open half-plane which excludes the origin.
4. Potential theoretic corollaries. The Martin boundary for a transient random walk can be constructed in the following way. Assume $G(0, y)>0$ for each $y \in R$. Identify each $y \in R$ with the function $G(x, y) / G(0, y)$. A sequence $\left\{y_{n}\right\}, y_{n} \in R$, will be called Cauchy if $\lim _{n \rightarrow \infty}\left|y_{n}\right|=\infty$ and for each $x \in R$ the sequence $\left\{G\left(x, y_{n}\right) / G\left(0, y_{n}\right)\right\}$ is Cauchy with respect to the usual metric on the real line, or if there exist a $y_{0} \in R$ and an integer $n^{\prime}$ such that for all $n \geqq n^{\prime}, y_{n}=y_{0}$. Two Cauchy sequences $\left\{y_{n}\right\}$ and $\left\{v_{n}\right\}$ will be said to belong to the same equivalence class of sequences if either $\lim _{n \rightarrow \infty}\left|y_{n}\right|=\lim _{n \rightarrow \infty}\left|v_{n}\right|=\infty$ and for each $x \in R \lim _{n \rightarrow \infty} G\left(x, y_{n}\right) / G\left(0, y_{n}\right)=\lim _{n \rightarrow \infty} G\left(x, v_{n}\right) / G\left(0, v_{n}\right)$, or $y_{n}=v_{n}=y_{0} \in R$ for all sufficiently large $n$. Complete $R$ in the usual way to get $R^{*}$. Each $\nu \in R^{*}-R=B$ can be identified with a function $F(x), x \in R$, satisfying $\sum_{y \in R} P(x, y) F(y) \leqq F(x)$. Hence we have:

Corollary 4-A. Let $\left\{S_{n}, n \in N\right\}$ be a random walk having the property that (1.2) holds. Then the construction described above gives the one-point compactification of $R$. The point in $B$ is identified with the harmonic function $F(x) \equiv 1, x \in R$.

The extreme harmonic functions for any random walk are always exponentials, [4]. If $E\left(X_{1}\right)=0$ then a convexity argument shows that in the case $P(x, y)=P(0, y-x)$ the only exponential functions satisfying $\sum_{y \in R} P(x, y) h(y)=h(x)$ are the constant functions. Hence if a random walk with $1<\alpha<2$ and $E\left(X_{1}\right)=0$ satisfies those conditions
given in this paper under which (1.2) holds, then $\sum_{x \in{ }_{R}} P(x, y) h(y)=h(x)$ is impossible unless $h$ is constant. Therefore in this case Corollary 4-A contains as new information only the statement that $B$ contains no points identified with strictly subharmonic functions. A conjecture found in [11] states that if $E\left(X_{1}\right)=0$, then $B$ always consists of a single point. Corollary 4-A provides additional supporting evidence for this conjecture.

For $\alpha<1$ there exists random walks with nonconstant exponential harmonic functions for which (1.1) holds. In the case $d=1$ to impose the condition $|\beta|<1$ is to ask that there be so much probability in the tails of $P(0, x)$ that $\sum_{x \in R} P(0, x) e^{v x}=\infty$ for all $v \neq 0$. Hence here again the corollary yields as a new result only the statement that for no sequence, $\left\{y_{n}\right\}$, can $G\left(x, y_{n}\right) / G\left(0, y_{n}\right)$ have a strictly subharmonic limit.
[3] and [7] contain a complete discussion of the Martin boundary for general Markov chains including theorems on the stochastic convergence of $G\left(x, S_{n}\right) / G\left(0, S_{n}\right)$.

If (1.2) holds and, in addition, if

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} P(|x|)|x|^{\alpha}=b, 0<b<\infty \tag{4.1}
\end{equation*}
$$

then $G(x, y)$ is well enough behaved to permit the use of the Wiener test.

Corollary 4-B. Let $A$ be any infinite set and define $A_{n}$ by $A_{n}=A \cap\left\{x \in R: 2^{-(n+1)} \leqq G(0, x)<2^{-n}\right\}$. Let $C\left(A_{n}\right)$ denote the capacity of $A_{n}$ as defined in D25.3, [16]. If (1.2) and (4.1) hold then $A$ is recurrent if and only if $\sum_{n=1}^{\infty} C\left(A_{n}\right) 2^{-n}=\infty$.

Corollary 4-B is an immediate consequence of [9]. (4.1) will hold if the normalizing constants, $B(n)$, can be taken to be $B n^{1 / \alpha}$ where $B$ is a constant. In this case $G(x, y)$ behaves like $|x-y|^{-(d-\alpha)}$ for large values of $|x-y|$, that is, like the Riesz kernel of order $\alpha$, $\alpha<\min (d, 2)$. [9] also contains a paragraph which describes the classical Wiener test in the theory of Brownian motion.

The following is the discrete version of a theorem of Port's, [12]. The assumptions made are those of our main theorem except we ask only that $0<\alpha<\min (d, 2)$. When $\alpha=1$ we do require that the $A(n)$ can be taken to be 0 .

Corollary 4-C. Let $B$ be any finite subset of $R$ and set $T_{B}=$ $\min \left\{n: n \geqq 1, S_{n} \in B\right\}$. Then under the above assumptions we have
(4.2) $\lim _{n \rightarrow \infty}(B(n))^{d} n^{-1} \boldsymbol{P}\left\{n<T_{B}<\infty\right\}=\boldsymbol{P}\left\{T_{B}=\infty\right\} C(B) g_{\alpha}(0)[(d / \alpha)-1]^{-1}$.

Here $C(B)$ is the capacity of $B$.
In the strongly aperiodic case a proof of (4.2) can be obtained by writing out Port's proof, [12], in discrete notation. Techniques found in our work are required only to get

$$
\lim _{n \rightarrow \infty}(B(n))^{d} n^{-1} \sum_{k>n} P_{k}(0, x)=g_{\alpha}(0) \int_{1}^{\infty} y^{-d / \alpha} d y .
$$

The local limit theorem of [13] can be used to prove (4.2) in the case when the random walk is aperiodic but not strongly aperiodic.

The proof and conclusion in corollary 4-C carry over to the case when $d>2=\alpha$ and also to the case when the random walk starts at an arbitrary $x \in R$.
5. Examples. Example 5-A. For $k$ an integer and $k \neq 0$ let

$$
f_{k}=\left\{\begin{array}{l}
c l n|k| /|k|^{1+d / 2}, k \neq 2^{n} \text { for some integer } n . \\
c /|k|^{\mid d / 2} l n|k|, k=2^{n} \text { for some integer } n .
\end{array}\right.
$$

Here $d=1,2$, or 3 and $c$ is chosen such that $\sum_{k} f_{k}=1$. We have

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{m^{d / 2}}{\ln (m)} \sum_{|k|>m} f_{k}=D, 0<D<\infty \tag{5.1}
\end{equation*}
$$

so that the distribution function associated with $\left\{f_{k}\right\}$ belongs to the domain of attraction of a stable law with characteristic exponent $d / 2$. The function of slow growth, $x^{d / 2} \sum_{|k|>x} f_{k}$, is asymptotic to $\operatorname{Dln} x$ as $x \rightarrow \infty$. Needed in obtaining (5.1) is the fact that if $E(m)=$ $\left\{k:|k|>m, k=2^{n}\right.$ for some integer $\left.n\right\}$ then

$$
\left.\lim _{m \rightarrow \infty} \frac{m^{d / 2}}{\ln (m)} \sum_{k \in E(m)} f_{k}=0=\lim _{m \rightarrow \infty} \frac{m^{d / 2}}{\ln (m)} \sum_{k \in E(m)} c /\left||k|^{d / 2} l n\right| k \right\rvert\, .
$$

Now let $\left\{S_{n}, n \in N\right\}$ be a $d$-dimensional random walk with $S_{k}-S_{k-1}=$ $X_{k}=\left(X_{k 1}, \cdots, X_{k d}\right)$ where the components of $X_{k}$ are also mutually independent and $P\left\{X_{k i}=j\right\}=f_{j}, i=1, \cdots, d$. For this random walk $\overline{\lim }_{|x| \rightarrow \infty}|x|^{d} P(|x|) P(0, x)=v>0$ and hence (1.1) cannot possibly hold. Similar constructions yield examples with $\alpha<d / 2$ where (1.1) does not hold.

Example 5-B. Let $\left\{S_{n}, n \in N\right\}$ be a random walk with increments $S_{k}-S_{k-1}=\left(X_{k 1}, \cdots, X_{k d}\right)$ composed of mutually independent symmetric, components each belonging to the domain of attraction of a stable law with characteristic exponent $\alpha, \alpha \leqq(d-1) / 2$ and $\alpha<2$. Along any
coordinate axis $g_{\alpha}\left(v u_{x}\right) v^{d-1-\alpha} \sim v^{\alpha-2-2 \alpha}$ and hence along any such ray $g_{\alpha}\left(v u_{x}\right) v^{d-1-\alpha}$ is not integrable. For such $d$ and $\alpha$, proving (2.9) is therefore not enough to insure (1.1) or (1.2). Required in addition is a bound like that in (3.1) but with a larger exponent on $|x|$.

Example 5-C. Let $\left\{S_{n}, n \in N\right\}$ be a $d$-dimensional random walk with $P(0, x)=b\left(a+|x|^{2}\right)^{-(d+\alpha) \mid 2}$ where $b>0$ and $a>0$. (3.10) obviously holds. Consider $P(0, x)$ as a function defined over all of $E^{(d)}$ by the above formula. $\partial P(0, x) / \partial x_{1} x_{2} \cdots x_{d}$ does not change sign on any region $R(j)$ bounded by coordinate planes. Integrating each of the $x_{k}$ over an interval of length 1 gives $D_{1} D_{2} \cdots D_{d}(P(0, x)) \geqq 0$ and hence (3.13) is satisfied. Next let $A$ and $B$ be spherical neighborhoods on the $d$-dimensional unit sphere such that $A$ and $B$ have the same radius. Set $u_{x}=x /|x|$; then

$$
\lim _{\rho \rightarrow \infty}\left[\sum_{\substack{x, x \in o \\ u_{x} \in A}} P(0, x)\right]\left[\sum_{\substack{x_{x} \geq \geq \rho \\ u_{x} \in B}} P(0, x)\right]^{-1}=1
$$

and hence by Theorem 4.2 of [14] the characteristic function of the associated limit law is $\exp \left\{-\Lambda|T|^{\alpha}\right\}, \Lambda>0$. This insures (3.14) and hence Corollary $3-\mathrm{B}$ can be applied to this example.

The above method can also be used to show that Corollary 3-B is applicable when $P(0, x)=\Delta g_{\alpha}(x)$ where $x \in R, \Delta$ is a normalizing constant, and

$$
\int_{E^{(d)}} e^{2 t y} g_{\alpha}(y) d y=\exp \left\{-\Lambda|T|^{\alpha}\right\}, \Lambda>0
$$

I would like to thank F. Spitzer, P. Erodos and H. Kesten for their helpful suggestions and comments.
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