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LINEAR IDENTITIES IN GROUP RINGS

D. S. PASSMAN

Let K[G] denote the group ring of a (not necessarily
finite) group G and suppose that this ring satisfies a nontrivial
polynomial identity of degree n. If 4 denotes the finite con-
jugate subgroup of G, then we show that [G: 4] < »!. Fur-
thermore, if K[G] is semiprime, then G has an abelian subgroup
of finite bounded index.

Several years ago this author worked on two seemingly unrelated
group ring problems. In [9] I studied the question of the existence
of nontrivial nilpotent ideals in group rings and the methods used were
essentially combinatorial in nature. Later in [6] and [7], I. M. Isaacs
and I studied group rings satisfying polynomial identities and the
chief tool here was the ordinary character theory of finite groups. In
her recent thesis [12] Martha Smith has observed that these two pro-
blems are in fact related and she applied the methods used in the
first to obtain new results in the second. In this paper I take a more
combinatorial and less ring theoretic approach than in [12] to the
study of polynomial identities in group rings.

It occurred to me while writing this paper that I had the oppor-
tunity to include in one manuscript an elementary, essentially self-
contained study of three distinct problems in group rings. These are
the problems of finding necessary and sufficient conditions for K[G] to
be prime, semiprime and for K[G] to satisfy a polynomial identity.
I have availed myself of this opportunity, and therefore I have necess-
arily included here a number of results already in the literature. I
hope that in doing this I have made this paper more enjoyable and
interesting for the reader.

I would like to thank Miss Smith and her thesis advisor Professor
I. N. Herstein for a number of stimulating conversations on this sub-
ject and for allowing me early access to [12].

1. First reduction. Let K be a field and let G be a (not ne-
cessarily finite) group. We let K[G] denote the group ring of G over
K. Thatis, K[G] is a K-algebra with basis {¢|xe G} and with multi-
plication defined distributively using the group multiplication in G.

If a« = 3k,xe K[G] we define the support of « to be

Suppa = {xe G|k, # 0} .

‘Then Supp « is a finite subset of G.
Suppose for a moment that « is central in K[G] and let x € Supp «.
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If ye G then
¥ = y~lzy e Supp ¥y lay = Supp « .

Since Supp « is finite it follows that there are only a finite number
of distinet 2 with yeG. The set of all elements xc G with this
property will be of great interest to us. We define

4= 4(G) = {xe G|[G: Cx(x)] < <o} .

Since the conjugates of x are in one to one correspondence with the

right cosets of C,(x) it follows that « has only finitely many conjugates
if and only if ze 4.

We can now observe that 4 is a normal subgroup of G. First
le 4 and since Cy(x) = Cy(*™) we see that xe 4 implies 2*e 4. Fin-
ally, since a conjugate of zy is the product of a conjugate of 2 with
one of y, it follows that if x, ¥ € 4 then 2y 4. Thus 4 is a subgroup

of G and it is clearly normal. It is called the F. C. (finite conjugate)
subgroup of G.

The importance of 4 here is two-fold. First we are able to reduce
the problems studied from K[G] to K[4] and second we are able to
handle the much simpler group 4. In this section we consider the

reduction to K[4] which will yield results on prime and semiprime
group rings.

Lemma 1.1. Let H,, H,, --+, H, be subgroups of G of finite index.
Then H= H,N H,N «++ N H, has finite index in G and in fact

[G: H] < [G: H][G: H)] --- [G: H,] .
Proof. If Hzx is a coset of H then clearly
Hy=HzxzNHzxN---NHzx.
Since there are at most [G: H\][G: H,] --- [G: H,] choices for
Hg, Hz, «++, H2

the result follows.

LEMMA 1.2. Let G be a group and let H,, H,, ---, H, be a finite
number of subgroups. Suppose there exists a finite collection of
elements ;,€G (1 =1,2,«++,m; § = 1,2, «++, f(1)) with

G= Um‘ Hua;; ,

a set theoretic umion. Then for some i, [G: H] < oo,

Proof. By relabeling we can assume all the H; to be distinct.
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‘We prove the result by induction on 7%, the number of distinct H,.
The case n = 1 is clear.

If a full set of cosets of H, appears among the H,x,; then [G: H,] <
co and we are finished. Otherwise if H,x is missing then

Hax < Ui, Haij .
But H,x N H,x,; is empty so H,x & Uiz, ;Hix;;. Thus
ann‘r g U Hixijx~1xnr
1#EN
J

and G can be written as a finite union of cosets of H,, H,, -+, H,_,.
By induction [G: H;] < o for some 7 =1,2, +--, n — 1 and the result
follows.

Let ¢ denote the projection 6: K[G] — K|[4] given by
a=>kx—0a)=>kx.
xel xed

Then 6 is clearly a K-linear map but it is certainly not a ring hom-
omorphism in general.

LEMMA 1.3. Let «, Be K[G] and suppose that for all xe G we
have axB = 0. Then 6(x)0(B) = 0.

Proof. We first show that 6(a)B = 0. Suppose, by way of con-
tradiction, that 6(a)g = 0 and let v e Supp 6(«)pB.
Suppose Supp 0(«) = {uy, s, +++, w,} and set W= N Cs(u;). Since
u; € 4, it follows from Lemma 1.1 that [G: W] < .
Write a = 6(a) + a’ where Suppa’ N 4 = @ and then write the
finite sums
a = Zay; Yy ¢4

with a;, b;€ K and y;,2;€G. If y;, is conjugate to some vz;' in G
choose h;;€ G with hijy;h;; = vz;7'. We show now that

(*) W= U, Coya)h;
Let x€ W. Then
0 = z'axg = (x70()x + x~'d’x)B
= 0(@)B + (x7'a’x)p

since x € W implies that « centralizes 6(a). Now v occurs in Supp 6(a)B
and so this element must be cancelled by something from the second
term. Thus there exists v;, z; with v = x'y,x2; or
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x_l'yix = 'Uz-j—l = h:_;ly.bh” .

Thus xh;} € Cx(y;) and x e Cy(y:)h:; and (*) is proved.
Now [G: W] < = so if G = U Ww, then by (*)

G = Ui,iiCo(¥) hiywy

a finite union of cosets. By Lemma 1.2, [G: Cy(y,)] < = for some 17,
a contradiction since y; ¢ 4. Thus f(a)g = 0.
Now Write 8 = 0(8) + & where Supp 8 N4 = @. Then

0=0()B = 0()ip) + 0(@)p .

Since Supp 0(x)6(B) S 4 and Supp (@)’ N 4 = @ we have §(a)d(B) = 0
and the result follows.

THEOREM 1.4. (Passman [9]). Let A and B be ideals in K[G]
with AB=0. Then 0(A) and 0(B) are ideals in K[4] and 6(A)0(B) =0.

Proof. We show first that 0(4) is an ideal in K[4]. Since
H(al) + 0(“2) = 0(“1 + az) )

0(4) is clearly closed under addition. Furthermore, if ac 4 and ve
K|[4] then ave A, yae A and we have easily

f(av) = 0(a)y, 0(ya) = v0(ax) .

Thus 0(A) is an ideal.
Now let acAd,geB. If xeG then axe A so axBc AB and
axB = 0. By Lemma 1.3 we have 6(a)0(8) = 0 and hence 8(A)0(B) = 0.

We remark that more generally if A, A4,, ---, 4, are ideals in
K[G] with A,4,--+ A, = 0, then 0(A)6(4,) --- 8(A,) = 0. A proof of
this, in the more complicated context of twisted group rings, can be
found in [11].

LEMMA 1.5. Let A be an tdeal in K[G]. Then A+ 0 if and
only if 6(A) = 0.

Proof. Certainly 6(A) = 0 implies A = 0. Now suppose A = 0
and let ac A, « == 0. If xecSuppa then since A is an ideal z~'ac A
and 1eSuppa—a. Thus 0 0(x"'a) € 6(A) and 6(A4) = 0.

2. Prime rings. A ring R is said to be prime if for any two
ideals A, B in R, AB = 0 implies A = 0 or B= 0. In this section we
consider the possibility of K[G] being prime. We start by studying
4(G).
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LEMMA 2.1. Let G be a group with a central subgroup Z of
finite index. Then G, the commutator subgroup of G is finite.

Proof. Let (x,y) = x~'y~'zy denote commutators in G. Since
(=, ¥)™ = (y, ) we see that G’ is the set of all finite products of com-
mutators and it is unnecessary to consider inverses.

Let «, x,, ++-, 2, be coset representatives for Z in G and set
¢;; = (x;, ;). We observe first that these are all the commutators of
G. Let 2,ye€G and say xe Zx;, ye Zx;. Then x = ux,;, y = vx; with
u and v central in G. This yields easily (z, ¥) = (x;, ;) = c;;.

Now let z,ye G. Since Z is normal in G and G/Z has order =
we have (x, ¥y)"€ Z. Thus

(@, Y = a7y wy(x, Y)" = a7y w(x, Y)Y
= o7y w(@y " wy) (@, ¥y
= o7y Yty (@, Y)Y = (@, )Y ey, v)
since conjugation by ¥ being an automorphism of G implies that
Y@, Y)Y = ey, yyY) T = ey, y)v .

We show finally that every element of G’ can be written as a
product of at most %#® commutators and this will yield the result.
Suppose ueG and % = ¢, +++ ¢, a product of m commutators. If
m > »’ then since there are at most »* distinct ¢;; it follows that some
¢, say ¢ = (x,y), occurs at least » + 1 times. We shift n + 1 of
these successively to the left using

@, )@, ) = (@, Y '(x,, z,)c
= (x, y)(c'x,c, c'2,C)

and obtain u = (¥, ¥)"*'¢,+Chss - - - ¢h, Where each ¢} is a possibly new
commutator. Using

(@, " = (x, ¥)(y 2y, Y™

we can then write # as a product of m — 1 commutators. Thus every
element of G’ is a product of at most #° of the ¢;; and thus clearly
@ is finite.

LEMMA 2.2. Let H be a finitely generated subgroup of 4(G).
Then [H:Z(H)] and |H'| are finite. Thus if 4(G) contains no non-

identity elements of finite order then 4(G) is torsion free abelian.

Proof. Let H be generated by x,, %, +-+, #,. Since each z; has
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only a finite number of conjugates in G, they have a finite number
of conjugates in H. Hence [H:Cy(x;)] < . By Lemma 1.1, Z =
N Cx(x;) has finite index in H. Since z,, 2,, +-+, x, generate H we see
that Z is central in H. Thus by Lemma 2.1, H’ is finite.

Now suppose 4(G) has no nontrivial elements of finite order and
let @, ye4(G). Set H = {x,y>. Since H is finitely generated the
above implies that H’ is finite and hence H’ = {1>. Thus « and y
commute and 4(G) is abelian. By definition 4(G) is torsion free.

LEMMA 2.8. Group G has a finite normal subgroup H whose
order is divisible by a prime p if and only if 4(G) contains an
element of order p.

Proof. Let H be given. Since p||H|, H contains an element x
of order p. Since H is normal in G, all conjugates of x are contained
in H and hence z€ 4.

Now let €4 have order p. Let x, = 2, x,, -+, &, be the finite
number of distinct conjugates of . If H = {x,, %, +++, @, then H<S 4
and H is normal in G since conjugation by an element of G merely
permutes the generators of H. By Lemma 2.2, H’ is finite. Now
H/H’ is a finitely generated abelian group generated by elements of
finite order. Thus H/H' is finite and H is finite. Since xe H, p|| H|
and the result follows.

LEMMA 2.4. Let H be a torsion free abelian subgroup of G and
let «e K[H] S K[G] with o = 0. Then a s not a zero divisor in

K[G].

Proof. We show that g = 0 implies that 8 = 0. An analogous
proof works in the other direction. Suppose ag = 0. We can choose
Yi» Yar *+*, Yp in distinet right cosets of H in G so that

B =LY + Bl + +++ + Bl
with g;e K[H]. Then
0=aB= (algl)yz + (aﬁz)yz + oo + (aBk)yk

and since apB; € K[H] we have clearly ag; = 0. Thus it suffices to
show that aB; = 0 implies B; = 0 or equivalently we can assume that
G = H is a torsion free abelian group.

Assume then that G = H. Now there clearly exists a finitely
generated subgroup W< G with a, ge K[W]. Thus we may also
assume that G = W is finitely generated. By the fundamental theorem
of abelian groups G = (&> X {&,) X +++ x <&,), a finite direct product
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of infinite cyeclic groups. Then K[G] is essentially a polynomial ring
in the variables x,, ., -+, %, except that negative exponents are also
allowed. It is now obvious that K[G] is an integral domain so aB8 = 0
implies 5 = 0.

THEOREM 2.5. (Connell [4]). The following are equivalent:
(1) KI[G] is prime.

(ii) 4(G) s torsion free abelian.

(iii) G has no nontdentity finite normal subgroup.

Proof. (i) = (iii). Suppose G has a nonidentity finite normal sub-
group H. Set
a = > xe K|[G].
vxeH
Since H is normal in G, y'Hy = H for all ye G and thus y'ay = «.

Hence « is central in K[G] and clearly « = 0.
If ye H then yH = H so ya = a. This yields

at = (Z x)a = |Hla
reH

and hence (¢« — |H|)ow = 0. Since H = (1) we have clearly « — |H|' +

0. Set

A= (¢ —|H)K[G], B=aKI[G].

Since « is central these are both nonzero ideals. Moreover, clearly
AB =0 so KJ[G] is not prime, a contradiction. Hence H does not
exist.

(iii) = (ii). By Lemma 2.3, 4(G) has no nonidentity elements of
finite order and then by Lemma 2.2, 4(G) is torsion free abelian.

(ii)=(i). Let A and B be ideals in K[G] with AB=0. By
Theorem 1.4 we have 6(A)0(B) = 0 and hence by Lemma 2.4 either
0(A) = 0 or 9(B) = 0. The result follows from Lemma 1.5.

3. Semiprime rings. Let R be a ring. An ideal P of R is
said to be prime if R/P is a prime ring. Thus P is prime if and only
if for all ideals 4, B< R we have ABZ P implies AS P or B P.
R is said to be semiprime if the intersection of all prime ideals of R
is 0. In particular, R is semiprime if and only if it is a subdirect
product of prime rings.

LemMMmA 3.1. Ring R is semiprime if and only i1f R contains no
nonzero ideal with square 0.
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Proof. Suppose R contains a nonzero ideal A of square 0. If P
is any prime ideal in R then A-A=0Z P so AS P. Hence A is
contained in the intersection of all such prime ideals and R is not
semiprime.

Now suppose that R contains no nonzero ideal of sequare 0. Let
aeR, a+0. We define a sequence T = {a,, &, *++, &, -~} or non-
zero elements of R inductively as follows. First @, = a. Second given
«, # 0 then the ideal Ra,R does not have square 0. Thus for some
B.€ R we have a,8,a, # 0. Seta,,, = a,8,a,. Since 0¢ T it follows
that 7T is disjoint from some ideal of R namely 0. By Zorn’s lemma
there exists an ideal P of R maximal with respect to PN T= @.
We show that P is prime. Let A and B be ideals of R with A £ P,
BZP. Then P+ A and P + B properly contain P so by the maxim-
ality of P, it follows that for some 4,7 we have a; € P + A,a;€ P + B.
If m = max (i, j) then clearly a,,e P+ A,a,€ P + B so

iy = OBt €(P+ AP+ BYS P+ AB.

Since «,,,, ¢ P we have ABZ P and P is prime. Since a = a,¢P
the result follows.

An element a e R is said to be nilpotent if a® = 0 for some posi-
tive integer n. An ideal I of R is nil if all elements of I are nilpotent.

THEOREM 3.2. (Pascual Jordan). Suppose that K 1is a subfield
of the complex mumbers which s closed under complex conjugation.
Then K[G] contains mo monzero nil ideal.

Proof. Let * denote complex conjugation and extend * to a map
of K[G] to itself by

a=dkx—a* =D kiz .
TEG reG

Clearly (a¢*)* = a and (aB)* = g*a™. In addition, the coefficient of
leG in aa* is 3,.;|k,]* and thus aa* = 0 if and only if a = 0.

Let I be a nil ideal in K[G] and let a«el. Since [ is an ideal
we have aa* eI and hence for some n =1, (aa*)"=0. Let n be
minimal with this property. Suppose that n > 1 and set 8 = (aa™)" .
Clearly 8* = B so we have gB* = (aa*)*™* = 0 since 2n — 2 = n. Thus
B =0 by the above, contradicting the minimality of ». This shows
that n =1, aa* = 0 and hence o« = 0. Thus I = 0.

We remark that K[G] has no nonzero nil ideals if K is any field
of characteristic 0 (see [9], Th. II). However, the above is quite suf-
ficient for our purposes.
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THEOREM 3.8. Let K be a field of characteristic 0. Then K[G]
18 semiprime.

Proof. Suppose K[G] is not semiprime. Then by Lemma 3.1,
K[G] contains a nonzero ideal A with A*’=0. Let a = X k€4,
a« =0 and let F be a subfield of K generated over the rationals by
ky ks +++, k,. Then F[G] S K[G] and AN F[G] is a nonzero ideal of
F[G] of square zero. Thus it clearly suffices to assume that K= F
or equivalently that K is finitely generated over the rationals. This
implies that K is contained in the complex numbers C and we fix an
imbedding. Then K[G] < C[G] and AC is a nonzero ideal of C[G]
with square zero. This is a contradiction by Theorem 3.2 and the
result follows.

We now consider fields of characteristic » > 0. Let R be a ring.
We set [R, R] equal to the set of all finite sums of Lie products

[a’ 18] =af — pa
with «a, Be R.

LEMMA 3.4. Let E be an algebra over a field K of characteristic
p >0 and let k and n be positive integers. If a,, a,, «+-, &, € E then

@+ a+ o da)y =+ttt p
Sfor some BelE, K.

Proof. Observe that
@+a+ e ta) =at +agt e+ a8

where 3 is the sum of all words «;«;, - i with at least two dis-
tinet subscripts occurring. If words w, and w, are eyclic permutations
of each other, that is, if

D, = O Ay =0 Ay,

®, = «; A ...a‘.pkail...a

i+ if-1

then w, — @, = v0 — dv e [E, E] where

7:a.;1a52"'a c ;.

and 0= @, - Ay

rj—1
Hence modulo [E, E] all cyclic permutations of a word @ are equal.
For convenience we let the cyclic group Z; act on the set of these
words by performing the cyclic shifts. Then the number of formally
distinct permutations of a word ® occurring in B is the size of a
nontrivial orbit of Z, and hence is divisible by p. Since K has char-
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acteristic p, the result follows.

THEOREM 3.5. (Passman [9], Connell [4]). Let K be a field of
characteristic p > 0 and let G have mo elements of order p. Then
K[G] has no nonzero nil ideals.

Proof. If @ = Zk,xe K[G] we set t(a) = k,, the coefficient of 1.
7 is clearly a K-linear map of K[G] onto K. Now [K[G], K[G]] is
spanned over K by all Lie products of the form [z, y] with =, yeG.
Furthermore, if z([z, y]) # 0 then certainly y¥ = ' and then

[, y] =22 — ' =0,

a contradiction. Hence 7([K[G], K[G]]) = 0.

Let I be a nontrivial nil ideal in K[G] and let « = Sk, xe I — {0}.
Then for some 2, k,+ 0. Since I is an ideal z'ael and clearly
T(® ') = k, = 0. Thus we may assume that z(a) = 0. Say

a=Fkl+kx,+ o + k,x,

where k; e K, k, = 0 and the x; are distinct nonidentity elements of G.
Since a™ = 0 for some m > 0 it follows that a** = 0 for some integer
k> 0. By Lemma 3.4

0= a* = k1" + (k)™ + +++ + Fu2)™ + B
where ge [K][G], K[G]]. Since 0 = 7(0) = 7(B) and
(k1)) = k2" = 0

we conclude that for some ¢ = 2, 3, « -+, n, t((k;)?*) = 0. Thus x; = 1,
2?* =1 and G has an element of order p, a contradiction.

The converse to Theorem 3.5 is decidedly false. Namely, there
are many examples of groups G with elements of order p» such that
K[G] has no nontrivial nil ideals. (See, for example, [9] and [10].)

THEOREM 3.6. (Passman [9]). Let K be a field of characteristic
» > 0. The following are equivalent.

(i) KIG] is semiprime.

(ii) 4(G) has mo elements of order p.

(iii) G has mo finite normal subgroups with order divisible by

Proof. (i)= (iii) Suppose G has a finite normal subgroup H
with p||H|. Set

a=23,.zxe K[G] .
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As in the proof of Theorem 2.5 we see that a # 0, « is central in
K[G] and a*= |H|a. Now p||H| and K has characteristic p so
|H| =0 in K. Thus if A = aK|[G], then A is a nonzero ideal of
K[G] and A* = 0. By Lemma 3.1 K[G] is not semiprime, a contra-
diction. Hence H does not exist.

(iii) = (ii). This follows from Lemma 2.3.

(ii)=(i). Let A be an ideal in K[G] with A* = 0. Then by
Theorem 1.4, (A) is an ideal in K[4] with 6(4)* = 0. Now 4 has no
elements of order p so by Theorem 3.5, §(4) = 0. Hence by Lemma 1.5
we have 4 = 0 and K|[G] is semiprime by Lemma 3.1.

An ideal A is said to be nilpotent if A" = 4-4. ... -4 =0 for
some integer n = 1. If A is such a nonzero ideal, then certainly a
suitable power of A is a nonzero ideal of square zero. Thus if K has
characteristic » > 0 then by Lemma 3.1 and Theorem 3.6 we see that
K[G] has a nonzero nilpotent ideal if and only if 4(G) contains an
element of order ip. It is shown in [11] that K[G] has a unique
maximal nilpotent ideal if and only if 4(G) contains just finitely many
elements whose order is a power of p.

4, Examples. Let K[(,, {,, -+-+] be the polynomial ring over K
in the noncommuting indeterminates {,, ,, ---. An algebra E over
K is said to satisfy a polynomial identity if there exists

f(Cn Cz; cccy Cn)eK[Ch gzy "‘] ’
f =+ 0 with
f(“v Ay oo, an) =0

for all a,a,, -+, a,e E. For example, any commutative algebra

satisfies f(£,, &) = (& — L.
The standard polynomial of degree n is defined by

[Cv Czy °t Cn] :a;b:l ("1)060(1)@(2) s Ca(n) .

Here S, is the symmetric group of degree n and (—1)° is 1 or —1
according as ¢ is an even or an odd permutation.

LEMMA 4.1. Let E be a commutative algebra over a field K and
let E, denote the ring of n X n matrices over E. Then E, satisfies
the standard polynomial identity of degree nm* + 1.

Proof. Now E, has a basis {8, B +*+, B} over E of size n’.
Since E is central in F, and since [{;, s +++, {peya] is linear in each
variable it clearly suffices to verify that

[:81'1! ,Bizy ey 187:”2—1.1] =0.
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However, since here there are only #* distinct 8; we must have two
of the above variables equal. The result now follows since it is obvious
from the form of the standard polynomial, that if two variables are
equal then the polynomial vanishes.

It is in fact true that E, satisfies the standard polynomial identity
of degree 2n (see [2]) and by using this stronger result we could
strengthen the next theorem.

THEOREM 4.2. (Kaplansky [8], Amitsur [1]). Let G have an
abelian subgroup A with [G: Al = n < . Then K[G] satisfies the
standard polynomial tdentity of degree m* + 1.

Proof. Let x,x, ---,2, be a set of right coset representatives
of Ain G. Let E = K[A] and V = K[G]. Then clearly V is a left
E-module with basis {z,, 2, +--, 2,}. Now V is also a right K[G]-
module and as such it is faithful. Since right and left multiplication
commute as operators on V, it follows that K|[G] is a set of E-linear
transformations on a n-dimensional free F-module V. Thus K[G] S E,
and the result follows from Lemma 4.1.

We will see later that a reasonable converse to the above holds.
However we consider some examples now to show that a converse need
not hold in all situations.

LEvMMA 4.3. Let E be an algebra over K and suppose that
[E, E]*= 0. Then E satisfies the standard polynomial identity of
degree 2m.

Proof. Let ay, oy, ++-, &, € E and consider

[av Ay o0, azn] = Z (_l)aaﬂ(l)ao(Z) cee Aoan -
a

Consider all such terms on the right hand side with
{o(), @)} = {is, i}, {0(3), 0(D)} = {is, 0}, -+ -,
{o(@2n — 1), 0(2n)} = {Zn_1, %2.} Where of course
(T Tay ooy T} = {1,2, o+, 2n} .
Then the subsum 27 of all these terms is easily seen to be equal to
Y= *lag, aglla, ;] o e, o, ] =0
since [E, E]" = 0. Thus the result clearly follows.

LEmMA 4.4. Let K be a field of characteristic p >0 and let G
be a group with |G'| = p and G central in G. Then K[G] satisfies
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the standard polynomial identity of degree 2p.

Proof. Since |G'| = p, @ = <{z) is cyclic. We show first that
[KI[G], K[G]] & (1 — »)K][G] .

Now [K[G], K[G]] is spanned over K by elements of the form [z, y]
with »,ye G. For x, ye G we have

[, 9] = 2y — yx = (1 — yay 'z "oy
=l —-2ey=Q1-1+z+ - + 2y

for some ¢ >0 since yaxy'z'eG = <z>. Thus [z, y]le (1 — 2 K[G]
and this fact follows.

Now K has characteristic p and 22 =1 so 1 —2)?=1—27°=0.
Since z is central in G we have ((1 — 2)K[G])" = 0 and the result
follows from Lemma 4.3.

THEOREM 4.5. Let K be a field of characteristic »p > 0. Then
there exists a sequence of finite p-groups P, Py, <+, P,, +++ and an
infinite p-group P. such that

(i) For all v=1,2, .-+, o, K[P)] satisfies the standard poly-
nomial identity of degree 2p.

(ii) P, has no abelian subgroup of indexr < p".

(iii) P. has no abelian subgroup of finite indezx.

Proof. Let Q be a nonabelian group of order »°. Then Z, the
center of @, has order p, Q/Z is abelian of type (p, ») and @ = Z.
Let Q,, Q., @;, -+- be copies of @ with centers Z,, Z,, Z;, --- and say
Z; = {z;y. For each integer n set

G'n:QlXQZX b XQn
and set

Gw:lesz...XQ”x..._

We have clearly G, =Z(G,) = Z, X Z, X -+-. Now let N, be the
subgroup of Z(G,) generated by the elements 2,27, 2,27, 2,27, ---. Then
N, is a central and hence a normal subgroup of G, and we set

P,=G,N,, P.=G./N..

Clearly P, = Z(G,)/N, and the latter group has order p. Thus |P/| <
p and P] is central so (i) follows by Lemma 4.4. We observe now
that Z(P,) = Z(G,)/N,. For suppose x = x.2,---€ @G, — Z(G,). Then
for some ¢, x; € Z; and hence there exists y; e @; which does not cen-
tralize x;. Then y,e G, and
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(@, ¥;) = a7'yi'ey; = o7YIwYs .

is a nonidentity element of Z,. Since clearly Z, N N, = {1) we see
that the images of 2 and of ¥, do not commute in P,. This yields
[P,: Z(P,)] = »™ and [P.: Z(P.)] = .

Suppose A is an abelian subgroup of P, of finite index p‘ and set
B = AZ(P,). Then B is abelian of index < p* and B is normal in P,
since B2 Z(P,) = P!. Now P,B is clearly elementary abelian and we
can choose w,, w,, *++, w,€ P, with P, = (B, w,, Wy, +++, w,y. If yeP,
then y~'w,y = wi(w,;, y) € w;P,. Hence since |P/| = p we see that w;
has at most p conjugates in P, and [P;:C,(w,)] = p. Thus by
Lemma 1.1 if

W= Bn pr(wl) n Cp»(wz) NN Cpp(wt)

then [P,: W] =< pt+p-p+ +++ -p = p**. Now B is abelian so W centr-
alizes B and all the w; and hence W = Z(P,). Since [P..: Z(P-)] = =,
(iii) follows and since [P,: Z(P,)] = p™ we have ¢t = » and (ii) follows.
This completes the proof.

5. Second reduction. We now obtain a refinement of the re-
duction of §1 which is applicable to studying polynomial identities.

LeMMA 5.1. Let G be a group and suppose that G can be written
as G = UHx;; a finite union of cosets. Then G = U'H;x;; where the
union 1is restricted to those H; with [G: H;] < co.

Proof. Let & = {¢t|[G: H;] < »} and let § = {i|[G: H;] = o}.
By Lemma 1.2, .&¥ = @. Let W= ;eor H;. Then [G: W] < o by
Lemma 1.1 and each coset H,x;; with ¢¢ .5 is a finite union of cosets
of W. Thus

U'Hxy; = U Hieyy = U Wy,
i€

a finite union of cosets of W. If G %= U'Hx;; then G = U Wy, and
some coset Wy is missing. Then

Wy s (U U (U Hs)
and since Wy N Wy, is empty we have Wyguicgﬂmw. Thus all
cosets of W are contained in finite unions of cosets of those H; with
1€$. Since [G: W] < o this yields a representation of G as a finite
union of cosets of those H; with ¢e%. This contradicts Lemma 1.2
and thus G = U’ Hz,;.

LEMMA 5.2. Let G = UH, Gn., @ finite union of cosets. Let
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Oy Qlgy * ooy Qgy By By * ¢+ B, € K[G]
and suppose that for all xe G — UH,g,, we have
B + By + o0 + axB, =0,
Then there exists y€ G with
0(a)'B, + 0(a)?By + +++ + 0(a)’B, = 0.

Proof. Let W be the intersection of the centralizers of all ele-
ments in Supp d(a;) for i =1,2, -+, s. By Lemma 1.1, [G: W] =t <
oo, Clearly if xe W then x centralizes 6(), 6(c,), -+, 6(ct,). Let
{u;} be a set of coset representatives for W in G. Let us suppose by
way of contradiction that for ¢ =1,2, --+, ¢

Vi = 0(“1)“181 + 0(6[2)"’:‘32‘-1—- see 4 0(“(:)”33 # 0

and let v, e Supp ;.
Write a; = 6(«;) + a7 where Suppaj N 4 = @ and then write the
finite sums

a; = 2a;pYy Y, ¢ 4
Bi = 2bjizy

If y; is conjugate to some v;2;* in G choose h;;,€ G with Ay =
Vi ,
Let e G and suppose that © ¢ UH,9..,- Then we must have

0= 27'a@B + 7B + + -+ + 7,30,
= [6(0‘1):’51 + '9(“2)9;,82 + eee + 0(0‘:)2,83]
+ [a;xﬁl + a;xﬂz + oo A a:x63] .

Since {u,;} is a full set of coset representatives of W in G we have
xe Wu; for some 4. Since W centralizes 6(a), 6(a), -+, () the
first expression above is equal to v;. Hence

0=+ [a"B, + a*B, + +++ + ai®B,] .

Now v; occurs in the support of v; and so this element must be can-
celled by something from the second term. Thus there exists v;, 2,
with v; = yiz, or

Y = V2 = hijilihige .
Thus x € Cs(¥:)hij;x. We have therefore shown that

a finite union of cosets. Now y;¢4 so [G: Cy(y;)] = . Since, by
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Lemma 5.1, we can delete subgroups of infinite index from the above
we have G = UH,0,.., a contradiction. The lemma is proved.

It is obvious from the above that we can handle linear identities
in K[G]. Thus we need the following.

LEMMA 5.8. Suppose E is an algebra over a field K which satis-
fies a montrivial polynomial identity of degree m. Then E satisfies
the polynomial identity fe K[C,, &5 ---, L] with

f(Cn Cm ey Cn) = an;: aaCa(l)Ca(z) e Ca(n)

where a,€ K and they are not all zero.

Proof. A monomial in K[{, &, --+] is an element of the form
€l +++ &« These of course form a basis for K[{,, {,, -++] over K.

Let g = g({,, L,y +-+) be the given polonomial of degree n satisfied
by E. Suppose some variable {; occurs in some but not all of the
monomials in the expression for g. Then g = ¢’ + ¢” where {; occurs
in all the monomials of ¢’ and in none of ¢”’. Then g” %« 0, degree ¢” <n
and 9", Gy ooy &y oer) = 98y Gy +++, 0, ---) s0 ¢g” is also clearly a
polynomial identity for E. We continue in this manner reducing the
number of variables involved until we obtain a nonzero polynomial &
of degree <n with the property that each wvariable {; which occurs
in A in fact occurs in each monomial. Since degree » < n we see that
h is a function of at most » variables. By changing notation if
necessary we may assume that he K|[{,(, -+, C,].

Let 57 be the set of all he K[, &, -+, {,], h = 0 which are poly-
nomial identities for E of degree <= and for which all variables which
are involved in & occur in each monomial. We choose fe 5~ to be a
function of the maximal number of variables possible. Say f is a func-
tion of ¢ < » variables. We show now that f has the desired property.

Suppose that some monomial in f is not linear in say {,. Since
degree f < n and fe 57 this implies that f cannot be a function of
all {; so say {, is missing. Set

=G+ 80l r) =l lyers) = &y eee)

It follows easily that f’ = 0 and that f'e 5 Furthermore f’ is a
function of t + 1 wvariables, a contradiction. Hence all monomials in
f are linear in each variable and thus they all have degree t < n. If
t < n then say ¢, is missing and setting f” = {,f yields a contradic-
tion. Thus ¢ = » and f has the desired form.

6. Polynomial identity rings. Suppose A is an abelian sub-
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group of G with [G: A] < . Then every element of A has only a
finite number of conjugates in G and thus 4(G) 2 A and [G: 4] < .
Therefore, according to the observation of [12], a first step in finding
a converse to Theorem 4.2 is to show that [G: 4] is finite. That is
the goal of this section.

Let K[, &, -++] be the polynomial ring over K in the noncommut-
ing indeterminates {,, {,, +++. A linear monomial is an element pe
KIC,, G,y +++] of the form g = {; &, +++ C; with all 4; distinet and with
r = 1. Thus g is linear in each variable.

LEMMA 6.1. The number of linear monomaials tn KI[C,, ;y ««+, ]
s =(m + 1.

Proof. The number of linear monomials in K[{, &, «-+,{,] of
degree m is of course m!. Now any other linear monomial is clearly
just an initial segment of one of these. This yields a bound of

mem! < (m+ 1)!.
We remark that a more precise upper bound here is e-m! =

(2.718...)m!. We now come to the first main theorem of this paper.

THEOREM 6.2. Let K[G] satisfy a montrivial polynomial identity
of degree n. Then [G: 4] £ nl.

Proof. We assume by way of contradiction that [G: 4] > n! By
Lemma 5.3 we may assume that K[G] satisfies the polynomial identity

f(Cu Cz; ccy Cn) = C1Cz e Cn + UEZS a/aCa(ﬂCa(z) ce Ca(n)

gl

so that clearly » > 1. For j =1,2, --+, n define

fje K[Cj! Cj+1? ct C'n]
by
f=1C&L -+ (i f; + terms not starting with &, -+- C;_, .

Then clearly f, = f, f, = {, and f; is a homogeneous multilinear poly-
nomial of degree n — j + 1. In particular, for all j, {; occurs in each
monomial of f;. We clearly have

fi = Cifse, + terms no starting with ;.

For 7 =2,8, -+, n let _ denote the set of all linear monomials
in K[{;, 41y +++, &,] and let _# be empty. Then by Lemma 6.1 we
have for all j, | #;| < | _#| <n! We show now by induction on
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j=12,+--,n that for any «;, «;,,, --+, 2, € G then either
fg‘(xj, Djt1y * %y ’Cn) =0

or p(x;, Tjyy, +++, 2,) € 4 for some pe _Z. Since f= f, is a polynomial
identity satisfied by K[G], the result for j = 1 is clear.
Suppose the result holds for some j < n. Fix

Tji1y Ljgay 200y T € G

and let xe€ G play the role of the j-th variable. Let pe_z. .zIf
H(Tjpyy Tjssy =, &,) €4 we are done. Thus we may assume that

#(xj-l-l? Ljrgy ***y xn) € 4

for all pe _#,.,. Set 7, — 7 = Fj.

Now let pe$; so that g involves the variable {;. Write ¢ =
1l where ¢/ and p” are monomials in KJ[(,, (uyy +++, ). Then
n@, iy, o0, x,) €4 if and only if

xe #’(xj+17 Sy xn)—ldﬂ”(xj+u Tty xn)gl = Ah#

a fixed coset of 4, since g’ and £’ do not involved {; and since 4 is
normal in G. Thus it follows that for all xe G — U,y 4k, we have
@y Tiyyy oo, 0,) €4 for all pe Z; since #Z,<S #;., U ‘{;J-. Since the
inductive result holds for j we conclude that for all xe€ G — U,cg,'Aks
we have f;(x, ;.. +-+, 2,) = 0. Note that

1Bl = | 4] < n!

and [G: 4] > n! by assumption so G — U.cx. 4h, is nonempty.
Write ’

j}'(ij Cj+1! ] Cn) = ij.7+1 + Zrﬁrcﬂyr

where 7, 71 € K[y Civoy »++, C,] and 7, is a linear monomial. Hence
1, € _#,.,. Now by the above we have

= 1°x'fj+1(ma+xs e, Q/n)
+ 0 (@aas ooy T)E(Xirry c ey X)

for all xeG — Uucg 4h, # @. Hence by Lemma 5.2 there exists
ye G with ’

0= 0(1)yfj+x(xj+u A xn) + 270(777-(5\’514_1, ct xn))yy];({cjﬂr Sty /Um) .

Clearly (1) = 1. Also 7,(®y +++,2,)€G — 4 since 7,.€ _#;., and
hence (7. (x;., <<+, 2,)) = 0. Thus

0= 1'fj+1(mj+1r ety an) = f}'+1(ma+1y ey fl/n)
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and the induction step is proved.

In particular, the inductive result holds for j = n. Here f£,({,) =
L, and _#, = {{,}. Thus we conclude that for all x€ G that either
2 =0 or ze 4, a contradiction since G s 4. Therefore the assumption
[G: 4] > n! is false and the theorem is proved.

7. Corollaries.

LEMMA 7.1. Let G a finitely generated group and let H be a
subgroup of finite index. Then H is finitely generated.

Proof. By adding inverses if necessary we can assume that G is
generated by x, 2, -++, 2, as a semigroup. Let ¥, %, -+-, ¥, be a set
of right coset representatives for H in G. For each 1,7, Hyx; is a
coset of H say Hy,x; = Hy,. Then there exists h;; e H with

Yi%; = hiYs «

Let H be the subgroup of H generated by {&;}, and set W= U Hy,.
Since h;; € H we have (Hy,)x; = Hh;;y; = Hy,, & W and hence Wz, =
W. Thus since the x; generate G as a semigroup we have WG = W
and hence clearly W = G. This yields easily H = H and the result
follows.

COROLLARY 7.2. Let G be a finitely generated group and suppose
that K[G] satisfies a polynomial identity. Then G has a mnormal
abelian subgroup of finite index.

Proof. By Theorem 6.2, [G: 4] < o= and hence by the previous
lemma 4 is finitely generated. Hence by Lemma 2.2, [4:Z(4)] < o
so Z(4) is an abelian subgroup of G of finite index. Since Z(4) is
characteristic in 4, it is normal in G.

We remark that even if we know the degree of the polynomial
identity we cannot, in general, bound the index of the abelian sub-
group in the above as the finite examples of Theorem 4.5 indicate.
Furthermore, the example of the group P. shows that if G is not
finitely generated then G need not have an abelian subgroup of finite
index.

LEMMA 7.3. Let E = K, be the ring of m X m matrices over K.
Then E does mot satisfy a polynomial identity of degree < 2m.

Preoof. Suppose by way of contradiction that E satisfies a poly-
nomial identity of degree n < 2m. By Lemma 5.3 we may assume
that E satisfies
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f(Cu Czy te Cn) = ClCZ e Cn + Z aGCa(l)Ca(z) b Ca(n) .

og€eS
aaéln

Let {e;;} denote the set of matrix units in E, that is e;; is the matrix
whose only nonzero entry is a 1 in the (¢, 7)-th position. Since n < 2m
we may set

Ci=€u &= €, G = €5, §y = €35, (5 = €55y +

Then (., --- {, at these values is not zero but clearly for all ¢ = 1,
Cowlow = Com at these values is zero. Thus E does not satisfy f, a
contradiction.

Under certain circumstances we can improve the bound on [G: 4]
given in Theorem 6.2. The following result can be found in [12].
The proof here retains the basic flavor of the original, namely the
formation of a suitable ring of quotients, but it does not require the
use of deep ring theoretic machinery. Amazingly enough we apply
some elementary Galois theory.

THEOREM 7.4. (Smith [12]). Let K[G] be prime and suppose
that K[G] satisfies a polynomial identity of degree n. Then 4 is a
torsion free abelian group and [G: 4] < n/2.

Proof. By Theorem 2.5, 4 is torsion free abelian and by Theorem
6.2, [G: 4] = k < . Hence by Lemma 2.4, no nonzero element of
K|[4] is a zero divisor in K|[G] and in particular K[4] is an integral
domain. Set G = G/4. Then G acts faithfully by conjugation on 4
since if x € G and « centralizes 4, then [G: C(x)] < ~ and x€ 4. Thus
G acts faithfully by conjugation as ring automorphisms on K[4]. Let
Xy, Xy o+, %, DE @ complete set of coset representatives of 4 in G with
x, = 1.

Let Z denote the center of K[G]. As we observed in §1, Z<
K[4] and thus no nonzero element of Z is a zero divisor in K[G].
Since Z is central it is then trivial to form the ring of quotients.
Z7'K[G]. This is the set of all formal fractions »~'a with ne Z — {0},
a € K[G] and with the usual identifications made.

Let L = Z7'K[4] = Z7'K|[G] and let F = Z7*Z< L. Clearly F is
a field and L is an integral domain. Suppose o€ K[4], a = 0. Then
a(ama® <« a") € Z — {0} since K[4] is commutative. Thus « is in-
vertible in L and L is a field. Now G acts on L and in fact we see
that G is a group of field automorphisms of L with fixed field precisely
F. The latter follows since if n~'ae L is fixed by all elements of
G, then ac Z and 7~'we F. Thus by Galois theory ([3], Th. 14)

(L:F)=|G|=F.
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Since K[G] is free over K[4] of rank k, this shows that £ = Z—'K[G]
is a finite dimensional algebra over F' and dim; E = k*

We observe now that FE is prime. Suppose 4 and B are ideals
of E with AB = 0. Let n'ac A, n;'8e B. Then since 7, and 7, are
central we have clearly (K[GlaK[G])(K[GIBK[G]) = 0 and since K[G]
is prime we conclude that either « = 0 or 8= 0. Thus if B+ 0 we
can assume that g 0 and conclude that A = 0. This implies that
E is a full matrix ring over some division algebra over F. It is clear
that F is the center of E so E is central simple over F. Thus if
denotes the algebraic closure of F' then F®F E=F, the ring of
m X m matrices over F. Since

m? = dim; F, = dim, E = k?

we see that m = k.

Now by Lemma 5.3 we can assume that K[G] satisfies a multi-
linear polynomial identity of degree n. Since Z is central it follows
that E also satisfies this identity viewed as a polynomial over F.
Then clearly ' ®, E = F, satisfies this identity viewed as a polynomial
over F. Thus by Lemma 7.3, n > 2k or n/2 = k. The result follows.

LEmMMA 7.5. Suppose K[G] satisfies a polynomial identity f of
degree n. Let H be a subgroup of G. Then K[H] also satisfies f.
Furthermore if H is normal in G, then K[G/H] satisfies f.

Proof. The first statement is clear since K[H] < K[G]. Suppose
H is normal in G. Then the homomorphism G — G/H induces an
epimorphism K[G] — K[G/H] so the second result follows.

COROLLARY 7.6. Suppose G is finitely generated and K[G] satis-
fies a polynomial identity of degree n. Then [G: 4] £ n/2.

Proof. By Theorem 6.2, [G: 4] < c and hence by Lemma 7.1, 4
is finitely generated. Thus by Lemma 2.2, 4’ is finite. Since 4/4" is
a finitely generated abelian group and 4’ is finite we conclude that
H, the set of all elements of finite order in 4, is in fact a finite sub-
group of 4. Clearly H is normal in G.

Set G = G/H and 4 = 4/H so that clearly 4 < 4(G). On the other
hand suppose Z = Hxe 4(G). Then the conjugates of & are contained
in only finitely many cosets of H and since H is finite, x € 4. Thus
4= 4(G). Since 4 is clearly torsion free abelian we see that K[G] is
prime by Theorem 2.5. Furthermore by Lemma 7.5, K[G] satisfies a
polynomial identity of degree n. Hence by Theorem 7.4, [G: 4] < n/2
and since [G: 4] = [G: 4], the result follows.
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8. Finite groups. At this point we can no longer keep this
paper self contained. We will need Theorem 8.2 below which is a
result on finite groups. In characteristic 0, in a slightly different
form, this is due to Isaacs and Passman in [7]. Our proof will merely
translate the statement here to its original form in [7] and then quote
that result. The characteristic » > 0 case is shown to follow from
the characteristic 0 one, but the proof requires a certain amount of
character theory. The reader who is not familiar with these techni-
ques should just skip the proof. The remainder of this paper will
again be self contained.

LEMMA 8.1. Let G be a finite group and suppose that K[G] satis-
fies a polynomial identity of degree wn. Let K, denote the prime
subfield of K and let K, be the algebraic closure of K,. Then K,[G]
satisfies a polynomial identity of degree m and all irreducible repre-
sentations of K,|[G] have degree < m/2.

Proof. Let f be the given polynomial identity for K[G] of degree
n and write f= Ya,f;, where the f; are polynomials over K, and the
a; € K are linearly independent over K,. If we evaluate f at elements
of K,[G] then each f; evaluated is in K[G]. Since the a; are also
linearly independent over K,[G] we conclude that each f; is an identity
for K,[G]. Clearly for some ¢, f; has degree n.

Thus K [G] satisfies a polynomial identity of degree » and thus
by Lemma 5.3 it satisfies a multilinear polynomial ¢ of degree n.
Clearly g is also an identity for K,[G]. Since K, is algebraically closed,
an irreducible representation of K,[G] of degree m yields a homomor-
phism of IZ’O[G] onto (I?O)m, the ring of m X m matrices over K,. This
ring must therefore also satisfy g so by Lemma 7.3, % = 2m and
n/2 = m.

THEOREM 8.2. There exists a finite valued function J with the
Jollowing property. Let G be a finite group and let K[G] satisfy a
polynomial identity of degree wn. Suppose that either K has charac-
teristic 0 or K has characteristic p >0 and pf |G| where G’ is the
commutator subgroup of G. Then G has an abelian subgroup A with
[G: A] < J(n).

Proof. Let @ denote the algebraic closure of the rational num-
bers. If K has characteristic 0 then by Lemma 8.1 we conclude that
all irreducible representations of Q[G] have degree = /2. Hence the
result follows from Theorem 5.3 of [7].

Now let K have characteristic p. Since p /|G| by assumption,
it follows easily that G = HP where H is a normal p-complement and
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P is an abelian Sylow p-subgroup. We consider the irreducible Q-
characters of G. Let yx be such a character of G and let ®» be an
irreducible constituent of y,, the restriction of y to H. Let T denote
the inertia group of @ in G so that G2 T2 H. By Satz V. 17.11.b
of [5], x = (% where { is an irreducible character of 7 which is a
constituent of ®”. Now |T/H]| is prime to | H| so that Satz V. 17.12.c
of [5] yields " = ¥ \;(1)y\; where 7 is an irreducible character of T
with 7, = @ and the ), are irreducible characters of 7/H. Since T/H
is abelian all A; have degree 1 and by Satz V. 17.12.b of [5] we must
have { = »» for some A = ;. Hence

CH:UHNHZWH:@-
This shows that

1) = C°(1) = [G: TIL(Q) = [G: T]e) .

Now by Hauptsatz V. 17.8.g of [5] we have ¥y = eXip® where t =
[G: T] and {z;} is a complete set of coset representations of 7 in G.
Thus evaluating at 1 yields (1) = y(1) = et®(l) so e=1 and xy =
S

Let * denote a fixed hoznomorphism from the multiplicative group
of |G|-th roots of unity in Q onto the group of |G|-th roots of unity
in GF(p), the algebraic closure of GF(p). If xe G then y(x) is a sum
of |G|-th roots of unity and hence we can speak of x*, a function
from G to (?F/’(p). The map y — x* is then essentially the map of
§ V. 12 of [5] and x* is the character of some representation of

@l—ﬁ(p)[G]. Clearly
W= 3 @) = 3 @

Since p t | H| it follows from Hauptsatz V. 12.9 of [5] that the (p%9)*
are all characters of distinct, irreducible, G-conjugate representations

of é\lf{’(p)[H . Thus Hauptsatz V. 17.3 of [5] implies easily that y*

is the character of an irreducible representation of GF(p)[G].
Now K[G] satisfies a polynomial identity of degree # and hence
by Lemma 8.1 we see that

degree y = degree y* =< n/2 .

We have therefore shown that all irreducible Q[G] representations
have degree < n/2. The result now follows from Theorem 5.3 of [7].

We remark that the function J is actually the function associated
with Jordan’s theorem on finite complex linear groups.
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9. Semiprime polynomial identity rings. In this final section
we consider semiprime group rings which satisfy a polynomial identity.

LEMMA 9.1. Let G be a finitely generated group and let m be an
integer. Then there exist only finitely many subgroups H of G with
[G: H] £ m.

Proof. Let H be a subgroup of G with [G: H] =t < m. Then G
permutes the ¢ right cosets of H by right multiplication and this
yields a homomorphism ¢:G— S, < S,, where S, is the symmetric
group on m letters. It is clear that the kernel of ® is contained in
H so that H = (W) for some subgroup W of S,.. Now there are only
finitely many choices for W and furthermore there are only finitely
many @ since @ is determined by the images of the finite number of
generators of G. Thus there are only finitely many possibilities for
H.

LEMMA 9.2. Let G be an arbitrary group and let m be an in-
teger. Then G has an abelian subgroup with index at most m if and
only if every finitely generated subgroup of G has such an abelian
subgroup.

Proof. If A is abelian with [G: A] < m then for any subgroup
H of G we have

mz=[GAl=Z[GNH:ANH]=[H:AN H].

Hence AN H is an abelian subgroup of H with index at most m.

Conversely, let us assume that every finitely generated subgroup
of G has an abelian subgroup of index at most m. For each finite
subset a of G let G, = {a)> be the group generated by the elements
in «. Let m, be the minimum index of abelian subgroups of G,. By
assumption 1 < m, < m for each a. Choose a, such that m, = m,, is
the largest of the m.’s and set G, = G,

Let A, A,, -+-, A, be the abelian subgroup of G, with [G,: A;] =
m,. By Lemma 9.1 there are only finitely many of these. We show
that for some 7 = 1, 2, « -+, 7 both [G: C(4,)] £ m, and C(4,) is abelian.
This will, of course, yield the result. Suppose this is not the case.
Then for each 7 choose «; to consist of two noncommuting elements
of C(A4;) if the latter is nonabelian or choose «; to consist of m, + 1
elements in distinet right cosets of C(4,) if [G: C(4))] > m,. Let

a=o,Ua, U----U«,.

This is a finite set so let 4, be an abelian subgroup of G, with
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[Ga: Au] = My«
Now
My = My = [Got Ao Z [Go N Git Aa N Gy
= [Gy: A. N Gy .

On the other hand A,N G, is an abelian subgroup of G, and
m=m, = [Gy: Ax N G

so we must have [G,: 4, N Gy] = m, by definition of m,. Thus m, = m,
and 4, N G, = A, for some 7. Say A,N G, = A,.
Since A, is abelian we have A, <S C; (A). On the other hand

[Ge: CGa(Al)] =[G, N Gy CGa(Al) N GJ
= [Gy: 4] = my = M,

since A, is clearly its own centralizer in G,. Thus 4, = C;,(4,). Now
a, S G,. Hence if Cy(4, were nonabelian then «, would contain
noncommuting elements in C; (4, = A,. Since A4, is abelian, this is
not the case. On the other hand, if [G: C.(4)] > m, then G, would
contain m, + 1 elements in different right cosets of C;(4, and hence
in different right cosets of

G N Ce(4) = Cg (A) = A -

But [G.: A.] = m, so we have a contradiction here and the result
follows.

LemMmA 9.3. Let G be a finitely generated group and let K be
any field. Suppose that K[G] satisfies a polynomial identity. Then
G is residually finite, that is NN = {1)> where N runs over all
normal subgroups of G of finite index.

Proof. By Corollary 7.2, G has a normal abelian subgroup A
with [G: A] < . Moreover A is finitely generated by Lemma 7.1.
For each integer m set A4, = {x™|xe A}. Then A, is a characteristic
subgroup of A and hence a normal subgroup of G. Since A4 is finitely
generated we have clearly [A: 4,] < « and Nn-, 4, = <.

We now come to the second main theorem of this paper. Let J’
be the finite valued function on the set of integers given by
J'(n) = (n)J(n)

where J is the function of Theorem 8.2. The following result in char-
acteristic 0 is due to Isaacs and Passman in [7].
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THEOREM 9.4. Let K[G] be a semiprime group ring which satis-
Jies a polynomial identity of degree n. Then G has an abelian sub-
group A with [G: A] < J'(n).

Proof. Set m = J(n). By Theorem 6.2 [G: 4(G)] < n! and thus
it suffices to show that 4 = 4(G) has an abelian subgroup A with
[4: A] £ m. Note that since K[G] is semiprime either K has charac-
teristic 0 or by Theorem 3.6 K has characteristic »p > 0 and 4 has no
elements of order p.

Suppose by way of contradiction that 4 does not have an abelian
subgroup of index <m. Then by Lemma 9.2 there exists a finitely
generated subgroup H of 4 which has no abelian subgroup of index
<m. Now H has only finitely many subgroups of index =<m by
Lemma 9.1 and say these are L,, L,, -+, L,. By assumption each is
nonabelian so we can choose x;€ L}, x; = 1. Now by Lemma 9.3, H
is residually finite and thus for each 7 we can choose N; normal in H
with [H: N;] < « and 2;¢ N;,. Let N= NN;. Then N is normal in
H, [H: N] < o by Lemma 1.1 and z;¢ N for all <.

By Lemma 7.5 K[H/N] satisfies a polynomial identity of degree
n. We consider H = H/N. If K has characteristic 0 then A has an
abelian subgroup B with [H: B] < J(n) < m by Theorem 8.2. Suppose
K has characteristic » > 0. Then by Lemma 2.2, H' is a finite p'-
group. Since H' = H'N/N we conclude that H’ is also a p’-group
and thus by Theorem 8.2, A has an abelian subgroup B of index <m
in this case too.

Let B be the complete inverse image of B in H. Then H2 B2 N
and B/N = B. Since [H: B] = [H: B] < m we have B = L; for some i.
Thus L;/N = B/N is abelian and this is a contradiction since x; € L, x; %= 1
and x;¢ N. The result follows.

We remark in closing that the study of group rings satisfying
polynomial identities is far from complete. We have seen in Theorem
4.2, Corollary 7.2 and Theorem 9.4 that if either G is finitely generated
or if K[G] is semiprime, then K|[G] satisfies a polynomial identity if
and only if G has an abelian subgroup of finite index. While the
examples of Theorem 4.5 are suggestive, it is still too early to venture
a guess at the answer in the remaining cases.
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