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NONUNIQUENESS FOR A PARABOLIC SPDE WITH
% — ¢-HOLDER DIFFUSION COEFFICIENTS

BY CARL MUELLER!, LEONID MYTNIK? AND EDWIN PERKINS?>
University of Rochester, Technion and University of British Columbia

Motivated by Girsanov’s nonuniqueness examples for SDEs, we prove
nonuniqueness for the parabolic stochastic partial differential equation
(SPDE)

ou
ot

Here W is a space—time white noise on Ry x R. More precisely, we show
the above stochastic PDE has a nonzero solution for 0 < y < 3/4. Since
u(t, x) = 0 solves the equation, it follows that solutions are neither unique in
law nor pathwise unique. An analogue of Yamada—Watanabe’s famous the-
orem for SDEs was recently shown in Mytnik and Perkins [Probab. Theory
Related Fields 149 (2011) 1-96] for SPDE’s by establishing pathwise unique-
ness of solutions to

ou

ot
if o is Holder continuous of index y > 3 /4. Hence our examples show this re-
sult is essentially sharp. The situation for the above class of parabolic SPDE’s
is therefore similar to their finite dimensional counterparts, but with the index
3/4 in place of 1/2. The case y = 1/2 of the first equation above is particu-
larly interesting as it arises as the scaling limit of the signed mass for a system
of annihilating critical branching random walks.

A .
= Zult.x)+ lu(z, x)| W, x), u(0,x)=0.

A .
= Eu(r, x)+ a(u(t, x))W(t, X)

1. Introduction. This work concerns uniqueness theory for parabolic semi-
linear stochastic partial differential equations (SPDE) of the form

a—”(r )—é (t, x) + o (x, u(t, x))W(t, x)
3t ,» X _2u » X owx,u(l,x , X),

(1.1)
u(0, x) = uo(x),

where W(t,x) is two-parameter white noise on Ry x R, and o :R? — R is y-
Holder continuous in u and also has at most linear growth at oo in u. See (2.1)’ in
Shiga (1994) or (1.7) below for a precise definition of a solution. Weak existence of
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solutions in the appropriate function space is then standard; see, for example, The-
orems 1.1 and 2.6 of Shiga (1994) or Theorem 1.1 of Mytnik and Perkins (2011).
If y =1, then o is Lipschitz in u, and pathwise uniqueness of solutions follows
from standard fixed-point arguments; see Chapter 3 in Walsh (1986). A natural
question is then:

If y < 1, are solutions pathwise unique?

The motivation for this problem comes from a number of models arising from
branching processes and population genetics for which y = 1/2.

Next we give some examples. In the first three, we only consider nonnegative
solutions, while in the fourth example we allow solutions to take negative values.
If ECR, we write C(E) for the space of continuous functions on E with the
topology of uniform convergence on compact sets.

EXAMPLE 1. If o(u) = \/u and we assume u > 0, then a solution to (1.1)
corresponds to the density u(¢, x) dx = X;(dx), where X, is the one-dimensional
super-Brownian motion. The super-Brownian motion is a measure-valued process
which arises as the rescaled limit of branching random walks; see Reimers (1989)
and Konno and Shiga (1988). More precisely, assume that particles occupy sites
in Z/~/N. With Poisson rate N /2, each particle produces offspring at a randomly
chosen nearest neighbor site. Finally, particles die at rate N /2. For x € Z/+/N and
t >0, set

UN(t, x) = N72 (number of particles at x at time ).

If the initial “densities” converge in the appropriate state space, then U" will con-
verge weakly on the appropriate function space to the solution of (1.1), with o as
above; see Reimers (1989) for a proof of this result using nonstandard analysis.
Furthermore, this solution is unique in law. Uniqueness in law is established by
the well-known exponential duality between u(t, x) and solutions v(z, x) of the
semilinear PDE

v Av 1,

or - 2 20
One of us [Mytnik (1998)] extended this exponential duality and hence proved
uniqueness in law for o (u) = u”,u > 0 where 1/2 < p < 1. The dual process is
then a solution to an SPDE driven by a one-sided stable process. Pathwise unique-
ness among nonnegative solutions remains unsolved for 0 < p < 3/4; see below

for p > 3/4.

EXAMPLE 2. If o(x,u) = +/g(x,u)u,u > 0, where g is smooth, bounded,
and bounded away from 0, then any kind of uniqueness for solutions to (1.1) is
unresolved except when g is constant. Such equations arise as weak limit points of
the branching particle systems as in Example 1, but where the branching and death
rates of a particle at x in population u” is Ng(x, u™)/2.
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EXAMPLE 3. If o(x,u) = /u(l —u), u € [0, 1], then solutions to (1.1) are
population densities for the stepping stone model on the line. That is, u(z, x) is
the proportion of a particular allele type at location x in a population undergoing
Brownian migration and resampling between generations. For this model, unique-
ness in law holds by a moment duality argument [see Shiga (1988)], and pathwise
uniqueness remains unresolved.

EXAMPLE 4. In this example, we no longer require u to be nonnegative. Con-
sider o (1) = +/|u| for u € R; that is, consider the SPDE

1.2 =2 W
(1.2) a(t,x)—zu(t,x)—i- |u(t,x)| (t, x).

This equation arises as a weak limit of the signed particle density of two branching
random walks, one with positive mass and one with negative mass, which annihi-
late each other upon collision. More precisely, consider two particle systems on
7/~/N, one with positive mass and the other with negative mass. Each particle
independently produces offspring of the same sign at a randomly chosen nearest
neighbor at rate N/2 and dies at rate N /2. The systems interact when particles
collide, and then there is pairwise annihilation. Define UV-* (¢, x) as in Example 1
where one considers separately the positive and negative masses. Extend these
functions by linear interpolation to x € R. If UN-*(0, -) — u™(0, -) uniformly for
some limiting cadlag (right-continuous with left limits) functions with compact
support satisfying u7(0, )u=(0,-) = 0, then {(UN-FT,UN-7): N € N} is tight in
the Skorokhod space of cadlag C(R)-valued paths, where the latter space of con-
tinuous functions has the topology of uniform convergence on compact sets. Any
weak limit point (u™, u™) will satisfy
du

+ A L ) )
?(t,x)=5u (1, x) +Jut @, x)Wx(t, x) — K;,

(1.3)
ut @, )u"(t,x)=0,

where W, and W_ are independent space—time white noises and K, is a contin-
uous nondecreasing process taking values in the space of finite measures on the
line with the topology of weak convergence. The space—time measure K (dt, dx)
records the time and location of the killing resulting from the particle collisions. It
is then easy to check that u = u™ — u™ satisfies (1.2). No results about uniqueness
were known for this process. The above convergence was proved in an earlier draft
of this article but we have not included it as the details are a bit lengthy, if routine.
The convergence will only be used to help our intuition in what follows.

In general, pathwise uniqueness of solutions, that is, the fact that two solutions
with the same white noise and initial condition must coincide a.s., implies the
uniqueness of their laws; see, for example, Kurtz (2007). Quite different duality
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arguments give uniqueness in law in Examples 1 and 3, at least among nonnega-
tive solutions. But this kind of duality argument is notoriously nonrobust, and the
interest in pathwise uniqueness stems in part from the hope that such an approach
would apply to a broader class of examples, including perhaps Examples 2 and 4.

It has long been hoped that pathwise uniqueness holds in (1.1) if ¢ is y-Holder
continuous in the solution u for y > 1/2, since Yamada and Watanabe (1971)
showed the corresponding result holds for finite-dimensional stochastic differential
equations (SDEs). They proved that if o; : R — R is Holder continuous of index
1/2 and b; : R¢ — R is Lipschitz continuous, then solutions to

dX! =o;(X!)dB! +b;(X)dt, i=1,....d

are pathwise unique. Note that (1.1) has the same “diagonal form” as the above
SDE albeit in infinitely many dimensions. It was Viot (1975) who first noted Ya-
mada and Watanabe’s proof extends to infinite dimensional equations such as (1.1)
if the noise is white in time but has a bounded covariance kernel in the spatial
variable. This proof breaks down for noise that is white in both time and space,
since in the ¢ variable, solutions are Holder continuous of index (1/4) — ¢ for all
& > 0, but not Holder continuous of index 1/4. Hence, solutions are too rough
in the time variable to be semimartingales. Nonetheless in Mytnik and Perkins
(2011) a more involved extension of the Yamada—Watanabe argument was estab-
lished which proved pathwise uniqueness in (1.1) if o (x, -) is Holder continuous
of index y > 3/4, uniformly in x.
This leads to the natural question of sharpness in this last result, that is:

Does pathwise uniqueness fail in general for (1.1) if o (x, ) = o ()

1.4 is y-Holder continuous for y < 3/4, and in particular for y = 1/27?

For the corresponding SDE, the Yamada—Watanabe result is shown to be essen-
tially sharp by Girsanov’s equation

t
(1.5) Xt:/ IX,|” dB,
0

for which one solution is X; = 0. If ¥ < 1/2, there are nonzero solutions to (1.5),
and so solutions are neither pathwise unique nor unique in law; see Section V.26
in Rogers and Williams (1987). This suggests we consider the SPDE

E(())—M(t,x) = %u(r,x} + |u(t, x)[" W(z, x),
(1.6) !
u(0,x)=0.

To state our main result we need some notation. A superscript k, respectively oo,
indicates that functions are in addition k times, respectively infinitely often, con-
tinuously differentiable. A subscript b, respectively ¢, indicates that they are also
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bounded (together with corresponding derivatives), respectively have compact sup-
port. Let (f, g) = [p f(x)g(x)dx denote the L? inner product. Set

I £ 115 := sup| £ (x)|e*],
xeR

and define Crap :={f € C(R) : || fl5 < oo for any A > 0}, endowed with the topol-
ogy induced by the norms || - ||, for A > 0. That is, f, — f in Cryp if and only if
d(f, fn) = X p 27K f = fallk A1) = 0 as n — oo. Then (Crap, d) is a Polish
space. The space Cr,p is a commonly used state space for solutions to (1.1); see
Shiga (1994).

We assume in (1.1) that W is a white noise on the filtered probability space
(2, F, F:, P), where F; satisfies the usual hypotheses. This means W;(¢) is an
Fi-Brownian motion with variance ||d)||%t for each ¢ € L*(R,dx) and W, (¢1)
and W;(¢) are independent if (¢, ¢o) = 0. A stochastic process u:2 x Ry X
R — R which is F;-previsible x Borel measurable will be called a solution to the
SPDE (1.1) with initial condition u#o : R — R if for each ¢ € C°(R),

4 A
(rs9) = (wo. )+ [ (s, 5 0)ds
(L.7) .
+/; /a(x, u(s, x))p(x)W(ds, dx) forallr >0 a.s.

(The existence of all the integrals is of course part of the definition.) We often write
uy for u(t, -). We use the framework of Walsh (1986) to define stochastic integrals
with respect to W (ds, dx). For ug € Crap, we say u is a Crap-valued solution if, in
addition, # — u(t, -) has continuous C;,p-valued paths for all w.

Here is our main result which answers question (1.4), at least for y < 3/4.

THEOREM 1.1. If0 <y < 3/4,there is a Ciap-valued solution u(t, x) to (1.6)
such that with positive probability, u(t, x) is not identically zero. In particular,
uniqueness in law and pathwise uniqueness fail for (1.6).

This leaves open the state of affairs for y = 3/4 where, based on analogy with
the SDE, one would guess that uniqueness holds. Our theorem does, however,
dampen the hope of handling many of the SPDE’s in the above examples through
a Yamada—Watanabe type theorem. It also shows that the SPDE in Example 4 does
not specify a unique law.

A standard construction of a nonzero solution to Girsanov’s SDE proceeds as
follows. Start an “excursion” from =e¢, run it until it hits 0, and then proceed to
the next excursion, starting with the opposite sign. The process consisting of +¢
jumps will disappear as ¢ — 0 due to the alternating signs. For y < 1/2, a dif-
fusion calculation shows that the rescaled return time of the diffusion is in the
domain of attraction of a stable subordinator of index (2(1 — y))_1 < 1, and the
limiting jumps will lead to nontrivial excursions in the scaling limit. With a bit of
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work one can do the same in (1.6) for y < 1/2. That is, one can seed randomly
chosen bits of mass of size ¢ and run the SPDE until it hits 0 and try again. The-
orem 4 of Burdzy, Mueller and Perkins (2010) carries out this argument and gives
Theorem 1.1 for y < 1/2. Therefore, in the rest of this work we will assume

(1.8) 1/2<y <3/4.

When y > 1/2 the above excursion argument breaks down as the time to con-
struct a nontrivial excursion will explode. Instead we start excursions which over-
lap in time and deal with the potential spatial overlap of positive and negative
excursions. As Example 4 suggests we will annihilate mass when the overlap oc-
curs. Much of the challenge will be to show that this overlap can be quite small if
y <3/4.

We now outline our strategy for constructing a nontrivial solution to (1.6). Let
MF (E) denote the space of finite measures on the metric space E with the weak
topology. We will also use u(¢) and (u, ¢) to denote integral of a function ¢
against a measure . Below we will construct nj, n. € Mr([O, 11%), both of which
converge to Lebesgue measure dt dx on the unit square as € | 0, and we will also
construct nonnegative solutions U?(¢, x) and V?(z, x) with O initial conditions to
the equations

&

at

&

ot

e A e e Y+ > €
(1.9) (t,x)=n, (t,x)—}—EU &x)+U (@, x)"Wr(t, x) - K/,

(1.10)

. A e & Y — > &
(t,x)=n, (t,x)—}—EV t,x)+ Vo, x)"W(,x)— K.

Here W+ and W~ are independent white noises, and t — K is a nondecreasing
M (R)-valued process. As suggested by (1.3), K¢(dt, dx) will record the loca-
tions of the pairwise annihilations resulting from the collisions between our two
annihilating populations. This construction will lead to the condition

Uét, )vVe(t,)=0.

Note that ngc are immigration terms. We will always assume that ¢ € (0, 1]. If
ne =nt —n;, itis easy to check that u, = U® — V* satisfies

olg

(1.11) 57

. A Yo
(t, x) =ng(t, x) + Eug(t,x) + |ue (2, x)|" Wz, x)

for an appropriately defined white noise W. We will show that there exists a subse-
quence & such that as k — oo, ug, (t, x) converges weakly in the Skorokhod space
of Crap-valued paths to a solution u(z, x) of (1.6); see Proposition 2.2. U? is the
positive part of u., and so Theorem 1.1 will then follow easily from the following
assertion:
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CLAIM 1.2. There exists § > 0 such that for all ¢ € (0, 1],

P( sup /Ua(t,x)dx >8> > 4.

t€l0,1]

If N, = |e~!] (the greatest integer less than £~!), the measure 7, will be ob-
tained by smearing out spatial mass using the time grid

(1.12) Ge = {ke/2:1 <k <2N,).

We further denote by did the points of G, for which k is odd, where £ is in the
definition of G, above. We also define G¢¥" to be those grid points for which k is
even and let

(1.13) JX@) =PI ((x —2e7V?),  x,z€eR,

where J is a nonnegative even continuous function bounded by 1 with support in
[—1, 1], and such that fR J(z)dz =1. Now let us enumerate points in ggdd and
GVe" as follows:

{si,i €N} =G, {1,i e Ny} =G,

where s; = (2i — 1)§ and 4; = 2i§ for i € No = {1,..., N¢}. Let x;, y;,i =
1,2,..., be a sequence of independent random variables distributed uniformly
on [0, 1].

We define 1, to be the signed measure

nw = ¥ [rromend- ¥ [rome)a)]

5; Gg‘)dd t egeven

=0 (A) —n; (A).

It is easy to check that n are as claimed above.

To simplify the outline of our proof, we will take y = 1/2 so that we can ap-
peal to Example 4 for intuition. In later sections we do not make this restriction
on y. We can then decompose U?¢ = Zf\gl U' into descendants of the ith im-
migrant at (s;, x;) (type i particles) and similarly write V¢ = Z?’i | V7. We will
suppress ¢ in the notation for clusters U’ and V/. We can also keep track of the
killed mass and, by adding these ghost partlcles back in, dominate U? by a super-
Brownian motion U with immigration nt, and dominate the {U i1 by independent
super-Brownian motions {U'} which sum to U. Similar processes V and { 1722}
may be built to bound the V¢ and {V/}, respectively. We also can decompose
K=Y,Kk"Y = =>,K -V according to the type of individual being killed. From

hitting probabilities of Feller’s branching diffusion U’ (1) = (U’, 1), we know that
with reasonably large probability one of the U’ clusters does hit 1, and we condi-
tion on such an event for a fixed choice of i, denoting the conditional law by Q;.
We now proceed in three steps:
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Step 1. Kﬁ;i}t(l) < t3/27¢ for small ¢ with reasonably large probability (see
Lemma 4.3 below), uniformly in €.

This step uses a modulus of continuity for the support of the dominating super-
Brownian motions which states that they can spread locally no faster than ¢!/ with
some logarithmic corrections which we omit for the purposes of this outline; see
Theorem 3.5 in Mueller and Perkins (1992) for a more general version which we
will need for the general y case. This means both U’ and V/ are constrained to lie
inside a growing space—time parabola rooted at their space—time birth points and
hence the same is true for the dominated processes U’ and V/. If 7 j 1s the lifetime
of V/ then, using the known law of 7 ; (it is the hitting time of zero by Feller’s
branching diffusion starting from ¢) and a bit of geometry to see how large 7;
has to be for the parabola of VJ to intersect with that of U’ from s; to s; + ¢,
one can easily deduce that with reasonably large probability the only V/ clusters
which can intersect with the U’ cluster we have singled out are those born in the
space—time rectangle [s;, s; + ] X [x; — 2112 x; + 2t1/2]. This means these are
the only K/+"’s [killing by descendants of (¢}, y;)] that can contribute to K"*¥ on
[si,s; + t] since other V particles will not collide with the U’ mass. In particular,
with reasonably large probability none of the V/ clusters born before s; can affect
the mass of U’ on [s;, s; + t]; see Lemma 7.4 for the proof of this last assertion
for general y. The mean amount of killing by these V/’s can be no more than the
mean amount of immigration which fuels these populations. More precisely if one
integrates out the version of (1.10) for V/ over space, sums over the above indices
j and bring the sum of the resulting K/ to the left-hand side, then one finds that
if

R =[si,si + 11 x [x; — 2612 x; +2¢1/7],

then
dl

A standard interpolation argument now shows the integrand on the left-hand side
is bounded by c¢#3/27¢ for small enough 7 a.s., and the claimed result follows from
the above and the fact that any killing by K%Y is matched by a killing on V by
one of the K/-V’s. It will turn out that for ¥ < 3/4 one can get the same bound on
Ki(1).

Step 2. Under Q;, which was the conditional law defined before step 1,
4Usil,+,(l) is a 4-dimensional Bess2-process and so l_]sii+,(1) > ¢1%¢ for small ¢
a.s.

This follows from a standard change of measure argument; see Lemma 4.1 and
its proof below. For general y < 3/4, the mass 4U Sii +.(I) will be a time change of

KSJ;__H(I)] < E(n; ([si,si + 11 x [x; — 2112 x; +2t1/2])) <32,
(j,yj)ER;
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a 4-dimensional Bessz-process, and one will be able to show that (_]Sii ()= P
for small ¢ a.s. for some 8 < 3/2.

Step 3. There is a reasonably large Q;-probability (uniform in €) that U sii ()=
t1%¢ for small ¢.

To see this, note that the above steps set up a competition between the condi-
tioning which gives U’ (1) a positive linear drift and the killing which is limited by
step 1. To decide which effect wins when considering U’ (1), we will consider the
ratio

R, — U;,-H‘(l) - Ué,-i-t(l)

— e [0, 1]
’ Ui (1)

of ghost particles to total population (alive and dead). An application of Itd’s
lemma will show that R is a submartingale satisfying

K4 (1)

Ry =Ni+ —= ,
Us;i (1)

where N; is a continuous martingale. The last term is at most ¢'/272¢ for small
t with reasonably large Q; probability by steps 1 and 2. We localize to get the
above behavior almost surely up to a stopping time, take means and use Kol-
mogorov’s inequality for martingales to see that R; is less than 1/2 with rea-
sonably large probability, uniformly in €. By step 2 we can conclude that on
this set U£i+t(1) > (1/2)t1+"3 for small ¢, and so Uji+t(1) is bounded away
from O for small ¢ with reasonably large Q;-probability uniformly in ¢, as re-
quired. This step is carried out in the proof of Proposition 3.2 in Section 5 be-
low.

There are a number of problems when carrying out the above argument. In
step 1 we should pay attention to the fact that the underlying probability is Q;.
In addition, the argument for general y is more involved. For example, the clusters
of the dominating processes V/ will no longer be independent as they are when
y = 1/2 due to the branching property of solutions. Also, the rate of propaga-
tion results in Mueller and Perkins (1992) only apply for solutions where there
is an underlying historical process which records the ancestral histories of the
surviving population members. We could extend the construction of our solu-
tions to (1.9) and (1.10) to include such processes, but this gets a bit unwieldy.
Instead we prove a comparison theorem for supports of solutions of parabolic
SPDE’s (Proposition 6.3) which allows us to derive these results from the cor-
responding property of solutions of (1.1) with o () = u?. The latter property
holds for any solution since these solutions are known to be unique in law by
Mytnik (1998).
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REMARK 1.3. The condition that y < 3/4 is required in step 1 to ensure that
with reasonably large probability, the V particles born before time s; do not con-
tribute to the killing. Such killing, if it occurred, could lead to the immediate an-
nihilation of the ith seed with high probability. The bound on y is also used in
steps 2 and 3 since otherwise the lower bound on U;'i (1) near 0 will be ## for
some S > 3/2 which will be of no use in keeping R; small for ¢ small.

Here is an outline of the paper. Section 2 gives a careful description of the ap-
proximating solutions arising in (1.9), (1.10) and the various decompositions of
these processes. The actual construction of these approximate solutions is carried
out in Appendix B, while the fact that limit points of these approximating solu-
tions provide actual solutions to (1.6) is given in Appendix A, along with some
standard moment bounds. In Section 3 an inclusion—exclusion argument reduces
the nonuniqueness result to a pair of Propositions (3.2 and 3.3) which correspond
to step 3 and an amalgamation of steps 1 and 2, respectively. In Section 4 Proposi-
tion 3.3 is then reduced to a sequence of 5 lemmas, the main ones being Lemma 4.1
and Lemma 4.3, corresponding to steps 2 and 1, respectively. Section 5 deals with
the main parts of the proof rooted in stochastic analysis including the proofs of
Lemma 4.1 and Proposition 3.2. Sections 6 and 7 deal with the main parts of
the proof involving qualitative properties of the clusters including the proof of
Lemma 4.3 (the growth rate of the killing measure) in Section 7. Section 7 also
gives the proof of the comparison theorem for supports of solutions of certain
SPDE’s.

2. Set-up of equations. In what follows we assume that y € [1/2,3/4). We
will carry out the method outlined in the Introduction.

Recall that N, = {1, ..., N,} where N, = |¢~!]. For any Polish space E, let
DR, E) be the Skorokhod space of cadlag E-valued paths with left limits in E,
and define

D*(R;,E) = DRy, E) N C(Ry \ Gs. E)
= the space of cadlag E-valued functions on R, whose paths
(i—1De ie

7_>71§i§2N8a
2

are continuous on any time interval [
and on [N,¢, 00).

We will construct a sequence of processes {(U"¢, V¢), i € N,} with sample paths
in (C(Ry \ Ge, ;) N D (R4, L' (R))*. For each ¢ € C;(R), w.p.1, U', V/ (we
will suppress ¢ in our notation) will satisfy the following equations for all # > 0
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and all 7, j € N,. Recall that J* was defined in (1.13):
Ul (@) =(JY, )1t = 57)
t . .
+/ /U(s,x)V_l/zU’(s,x)l/qu(x)Wl’U(ds,dx)
0 JR
fif] i,U
+ [[vi(580)ds - K1V )
0 2
2.1) v/ (@) = (I ,t¢)1(f > 1))
+/ /V(s,x)y”/zvf(s,x)‘/ch(x)wfvv(ds,dx)
0 JR
t /1 iV
+ [ (300)ds - k2 ).

with U; = ZU’, Vi = ZV,i,
i

where, as will be shown in Proposition 2.1, U and V have paths in D* (R, Crap)
Here WU, WiV i, J € N, are independent space time white noises. K" LU giv
and hence K; below, are all right-continuous nondecreasing Mg (R)-valued pro-

cesses representing the mutual killing of the two kinds of particles, such that

2.2) S kU= k" =k
i j
and
2.3) U(x)V,(x)=0  Vt>0,xeR.

Thatis, U and V have disjoint supports and hence the same is true of U’ and V/ for
all i, j € N,. It follows from (2.1) with ¢ = 1 that for r < s;, K"V (1) + Ul (1) is
a continuous nonnegative local martingale, hence supermartmgale starting at 0.
Therefore Kl U= =U! =0,t <s; and similarly KJ = V,J =0,1 < t; for all
i, j € Ng. One can think of U and V as two populations with initial masses immi-
grating at times s;, i € N, and 7}, j € N, respectively. Condition (2.3) implies the
presence of a “hard killing” mechanism in which representatives of both popula-
tions annihilate each other whenever they meet. The meaning of the “hard killing”
notion will become clearer when we will explain the construction of the equations
as limits of so-called soft-killing models.

We can regard KV and K/-V as the “frozen” mass that was killed in corre-
sponding populations due to the hard killing. If we reintroduce this mass back we
should get the model without killing. To this end let us introduce the equations
for “killed” populations which we denote by U',VJ. These will take values in
the same path space as U’, V/. For each ¢ € Cg (R), we require the following
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equations hold almost surely for all # > 0 and i, j € Ng:

~. t ~
U; (9) =/0 /R[(U(s,x) + U(s’x))Zy _ U(s,x)zy]l/z

Ui(s, x)
l7(s,x)

"sifl iU
—l—/o US<2A¢>ds+Kt (@),

X

d()WHY (ds, dx)

12

~ 7 t ~
24) V!9 =/0 f}R[(V(s,x)Jr Vs, x)? = V(s,x)¥]

Vi (s, x)
V(s,x)

t .. /1 .
il iV
+/0 Vs (2A¢>ds+K, (9),

with 0, =3 T4, 7, =Y V/,
: .

()WY (ds, dx)

where, as will be shown in Proposition 2.1, U and V have paths in D?(R, Crap)
and we define +/0/0 = 0 in the stochastic integral. The white noises Wil WiV,
i, j € Ng, are independent and also independent of {Wi’U, wiV i, JjeNg}. Again

it is easy to see that
(2.5 l7ti=O fort <s; and V’/:o forr <t;,i, j € Ng.
Then using stochastic calculus, we deduce that the processes defined by U,i =

Ul + U, Vi = V] 4 Vi satisfy the following equations for each ¢ as above, w.p.1
forallt >0, i, j € Ng:

Ul (¢) = (J™, ¢)1(¢>s,)+f ( A¢)ds

U’(s X)

. /U@ XU, 4+ (U5, )Y = Uls, 1)) s

x ¢(x)W"Y(ds, dx),
— . r_.r1
2.6) 1 V() =1, ¢l = 1)) + / 7 (—Aqb) ds

V(s X)

+/ /\/V(s XTIV (5.2) + (V5,02 = V(5,002 ) == V(s, x)

x ()WY (ds, dx),

with U, = S0}, V, = S V/,
; j
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where, {Wi’U, WiV, Jj € Ng} is again a collection_of _independent white noises.
In spite of the complicated appearance of (2.6), for U, V we easily get

0@)= [ [owmtas.an+ [ 0,(3a0)as

t —_ -
+/fU(s,x)V¢(x)WU(ds,dx), t>0,
2.7) 0 /R

\_/t(q&):/ot/qb(x)ng(ds,dx)-i—/ot VSGA(p) ds

t
- y - v
—|—/(; /RV(s,x) d(x)W" (ds,dx), 1=0,

for independent white noises WY and WV . One can easily derive from the proof of
Theorem 1 of Mytnik (1998) that (U, V)is unique in law (see Remark A.2 below).
Our next proposition establishes existence of solutions to the above systems of
equations. The filtration (F;) will always be right-continuous and such that Fy
contains the P-null sets in F. For any T > 1, the space D?([0, T'], E) is defined in
the same way as D?(R,, E), but for E-valued functions on [0, T'].
For any function f € D(R,R), weset Af(t)= f(t) — f(t—), forany ¢ > 0.

PROPOSITION 2.1. There exists a sequence (U', V', U, Vi, U, Vi, K"V,
K”V)ieNs of processes in

((C(10, T1\ Gs, C;gp)
N DE([0, T1, L' (R)))* x D*(Ry, C-)? x D (Ry, Mp(R))?)™,

rap

which satisfies (2.1)~(2.7). Moreover, (U, V.U, V) € D*(Ry, C;f,)*, and the fol-
lowing conditions hold:

(a) Foranyi €N, Ul € CRy,Ch), Vi, € CRy, CH) and

Ui(s,-)zo, s <, Vi(s,-)zo, s <t.

(b) K. only has jumps at times in G, and

(2.8) sup AK;(1) <e.
t

In what follows we will call U’, V! (resp., U Loyl ) the clusters of the pro-
cesses U, 1% (resp., U, V).

Now with all the processes in hand, let us state the results which will imply the
nonuniqueness in (1.6) with zero initial conditions. First define

(2.9) ug(t):=U; -V, € Crap
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and recall that U, V; implicitly depend on ¢. Then it is easy to see from the above
construction that u, satisfies the following SPDE:

(ue(®), ¢) =D (1t = 5), ) = Y (JV1(t > 1}), ¢)

i J
(2.10)

+ [ St ad)ds + [ [lucts, 0l pwias,an

for ¢ € C2(R).
The following two propositions will imply Theorem 1.1.

PROPOSITION 2.2. Let g, = % Then {ug,}, is tight in D(Ry, Crap). If u is
any limit point as ey, | 0, then u is a Crap-valued solution of the SPDE (1.6).

The next proposition is just a restatement of Claim 1.2.
PROPOSITION 2.3. There exists 633, €23 > 0 such that for all € € (0, £33],

P( sup fo(x)dx > 82,3) > 873.
tel0,1]

The proof of Proposition 2.2 will be standard and may be found in Appendix A.
Most of the paper is devoted to the proof of Proposition 2.3.

3. Outline of the proof of Proposition 2.3. We analyze the behavior of
the clusters U', Vi and show that with positive probability at least one of them
survives. As in the previous section, we suppress dependence on the parameter
e e (0,1].

To make our analysis precise we need to introduce the event A; that the mass of
the cluster U’ reaches 1 before the cluster dies. Define

T =inf{r: U] (1) =1},
A ={1; < o0},

so that 7; is an (Fy,4,)-stopping time. Since we will often assume that one of A;
occurs with positive probability, we define the conditional probability measure Q;,

3.1 Qi(A)=P(AlA) VA e F.

We need the following elementary lemma whose proof is given in Section 5.

LEMMA 3.1. Forall 1 <i, j < Ng, the events A; = A;(¢e) satisfy:

(@) P(A;) =¢;
(b) P(A;iNA)) =¢%i#].
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A simple inclusion—exclusion lower bound on P(U}i 116 4 A;) shows that for
& < 1/4, with probability at least 3/16, at least one cluster of U' survives until it
attains mass 1. We will focus on the corresponding U’ and to show it is nonzero
with positive probability (all uniformly in ¢), and we will establish a uniform (in ¢)
escape rate. Set

_ 32—y
21 —y)’
and note that 8 < 3/2 for y < 3/4. Our escape rate depends on a parameter §; €

(0, 1) (which will eventually be taken small enough depending on y) and is given
in the event

(3.2) B

Bi(t) = (U} (1) = 35770 Ws e [¢2,1]}.
Denote the closed support of a measure  on R by S(u). Let
Tr=inf{r: [U;()] o V [ViO)llo > R},

so that (Tg — ;)T is an Fy,4,-stopping time. To localize the above escape rate
we let §p € (0, 1/4] and define additional (Fj,;,)-stopping times (inf @ = 00)
by

Pt = o =int{e: S(UE L) ¢ [ — &"/2 — 112700 x; 4 p1/2 4 g1/2=00]),

H'* = H; =inf{ > 0: Ul (D) < (t +e)f o1},

1

070" = 6; = inf{r: K15, (1) > (1 + £)3/2 2%,

1

80,01,¢€
0001

; :Ul‘:fiAHiAQiApiA(TR—Si)+.

We now state the two key results and show how they lead to Proposition 2.3.
The first result is proved in Section 5 below using some stochastic analysis and
change of measure arguments. The second is reduced to a sequence of lemmas in
Section 4.

PROPOSITION 3.2. There are §32(y) > 0 and p = p32(y) € (0,1/2] such
that if 0 < 289 < §1 < 832, then
Qi(Bi(t Av;)) > 1—5¢F forallt >0ande € (0, 1].
PROPOSITION 3.3. For each §1 € (0, 1) and small enough §y > 0, depending

on 81 and y, there exists a nondecreasing function 833(t), not depending on ¢,
such that

limé&33(t) =0,
tlﬁ)l 33(1)
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and forall e, t € (0, 1],

A
P(U({vi <tn Ai)) <1833(1).

i>1
With these two propositions we can give the following:

PROOF OF PROPOSITION 2.3. Let p = p3, and 6(¢) = 833(¢). Assume ¢t =
tr3 € (0, 1] is chosen so that 5¢” + ¢ 4+ §(¢) < 1/2. We claim that

tNg
(3.3) (U B; (t))

Choose §; > 0 as in Proposition 3.2, then &g € (0, §1/2] as in Proposition 3.3 and
finally r = #, 3 as above. Then we have

I N, IN,
P(U Bi(l)> > P(U Bi(t Avi)NA; N{v; > l})

i=1 i=1

Ve € (0,1/8].

4>|~

tNg tNg
_P(U B,-(t/\v,-)ﬂA,-) —P(UA[Q{U,' <l})

i=1 i=1

tNg tNe tNg
>3 P(Bi(t Av)NA) =Y > P(AiNAj)
i=1 i=1j=1,j#i

tNg
— P(U AiN{u; < r}).

i=1

Recall the definition of the conditional law Q;, and use Lemma 3.1(b) to see that
the above is at least

tNg tNg
> " 0i(Bi(t Av))P(A;) — 12 NZe? — P(U AN {v; < t}>

i—1 i=1
> e(tNg — 1) — 5Npet'TP32 — 12 — 1855(0)

>1[1—=5t732 —t — 833(1)] —

where the next to last inequality follows by Lemma 3.1(a) and Propositions 3.2,
3.3. Our Choice of t = 1,3 shows that for ¢ < t,3/8. The above is at least

s—i= 4 It follows from the final part of (2.1) that for all 7 > 0, [ Uf(x)dx >

max; [ U} (x) dx. The proposition follows immediately from (3.3). O
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4. Lower bounds on the stopping times: Proof of Proposition 3.3. In this
section we reduce the proof of Proposition 3.3 to five lemmas which will be proved
in Sections 5—7 below. The bounds in this section may depend on the parameters
80 and J1, but not £. We introduce

4.1) §=8(y)=1(3-2y)e,1/6]
LEMMA 4.1. For 8y > O sufficiently small, depending on 81, y , there is a func-
tion n41: R4 — [0, 1] so that ng1(t) — Oast | 0,andforallt > 0and ¢ € (0, 1],
Qi(H; <7 Api A1) < gy (1) + 8.

LEMMA 4.2. Forallt >0and ¢ € (0, 1],
Qi(Ti <t A(Tg —s5)7) < 2Rt 4 e

LEMMA 4.3. If0 < 8y <8, there is a constant c43, depending on y and 8,
so that

Qi(0; <pi At)<caz(tVe)d  foralle,te(0,1]ands; <t.
It remains to handle the p; and Tx. This we do under the probability P.

LEMMA 4.4. There is a constant c44 > 1, depending on y and b¢, so that
PNe
P(U {pi < t}> <caatVe)pl(p>e) foralle, p,te(0,1].
i=1

LEMMA 4.5. For any gy > 0 there is a function 645:(0,2] — Ry so that
lim; 0 6845(t) =0 and

P( sup U(s,x)VV(s,x)>t_2_8‘))§t84_5(t) foralle € (0,11, € (0,2].

s<t,xeR

Assuming the above five results it is now very easy to give the following:

PROOF OF PROPOSITION 3.3. For §; € (0, 1) choose §g > 0 small enough
so that the conclusion of Lemmas 4.1 and 4.3 hold. Then for 0 <¢# <1 < R and
0 <& <1, using Lemma 4.4 with p = ¢, we have

tNg
P(U{v,- <t}N A[)

i=1

tN¢ tN,
< P(U{TR <t—|—si}> + P(U{f,- <t A(Tg —s1)7}) mA,-)

i=1 i=1
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tNg tNg
—{—P(U{,O,‘ <Z}> —|—P<U{H,' <Ti A\ pj /\l}ﬂA[)

i=1 i=1

tNg
+ P(U{@i < pi /\t}ﬂAl‘>
i=1

tNg

<P(Tr<20)4 ) Qi(Ti <t AT — ) ") P(A) + caat V £)11(t = ¢)
i=1

tNg tNg
+ D Qi(Hi <Ti Api ADP(A) + ) Qi(6; < pi ADP(A;).

i=l i=l

Now apply Lemma 3.1 and Lemmas 4.1-4.3 to bound the above by
P( sup U(s,x)V V(s,x)> R) + 2y R 2 4ot + caut®

s<2t,xeR
+tn41(t) + l8851 +tcys(t Vv 8)80.

We may assume without loss of generality that 74 is nondecreasing and t > ¢
(or else the left-hand side is 0). Set R = 127, where &g > 0 is chosen so that
3—4y —eo(2y — 1) > 0 and use Lemma 4.5 to obtain the required bound with

833(1) = 2845(20) +2y (2~ O TD L 2¢y 41 4y (1) + 867 + a5t
This finishes the proof of Proposition 3.3. [
5. Change of measure and stochastic analysis: Proofs of Proposition 3.2
and Lemmas 4.1 and 4.2. Define
7;(0) =inf{t > 0: U; ,(1) =0}
and
70, D=%0) AT,

where 7; was defined at the beginning of Section 3.
It follows from (2.6) that

(5.1 Ul (D) =¢+ M,

where M is a continuous local (Fs;+¢)-martingale starting at 0 at # = 0 and satis-
fying

<Mi>t :/Si+[/U(S,X)2V_1Ui(SaX)
(5.2) _
U'(s, x)

+ (U5, x)? = U(s,x)?) T6.5 dxds.
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LEMMA 5.1. Thereisacs) =cs5.1(y) > 0 so that

P(7i(0)>1) < 518272 forallt > 0.

PROOF. It follows from (5.2) that
d(M') (1)
dt

=/U(si+t,X)2”_lUi(si+t,X)

Ul(si +1,x) dx

+ (UG +1,0)% —U(si +1,x)%)—
( (si X) (si X) )U(s,'—i—t,x)

(5.3)
z/Um+um””wm+am+ﬁm+um””ﬁm+amw

z/wm+nm”+ﬁm+nm”m

>21=2r / Ui(si +1,x)% dx.

If y > 1/2, the result now follows from Lemma 3.4 of Mueller and Perkins (1992).

If y = 1/2, then one can construct a time scale t; satisfying t; <t for t; < 7;(0),
under which t — Usi,« 47, (D) becomes Feller’s continuous state branching diffusion.
The required result then follows from well-known bounds on the extinction time

for the continuous state branching process; for example, see equation (I1.5.12) in
Perkins (2002).

PROPOSITION 5.2.

02 D)
Q[(A):/A%dP forall A€ Fyypei1 2 0.

PROOF. Since 7;(0, 1) < oo a.s. (by the previous lemma) and U'(1) remains
at 0 when it hits 0, we have

(5.4) 1§ <00)=U; 1z (1)  as.
By considering 7;(0, 1) <¢ and 7;(0, 1) > ¢ separately we see that
(5.5) Ul oD =Ul sy as.on{f>1}.
If A € Fy, 44, then

P(A,Ti<o0)=P(A, 7, <t)+ P(A,t < T; <00)

(5.6) =/1(A, % <UD AP

+E(L(A, T > )P (% < 00|Fy;41)).
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By (5.4) and (5.5) on {7; > t},
P (% < 00| Fy 1) = E(U{ 5 .0.1)(DI g 44)

= Uy 0.

= Ussnn (-
Then from (5.6) we conclude that
(5.7) P(A, T < oo):/AU;iJr(fiM)(l)dP.
If A=Q, we get
(5.8) P(T; <00) = E(U}  zpp(D) = UL (1) =e.

Taking ratios in the last two equalities, we see that

0i(A) = [ Tl (D/edP

as required. [J

PROOF OF LEMMA 3.1. (a) Immediate from (5.8).
(b) Assume i < j. The orthogonality of the bounded continuous (F;)-martin-

Ti 7J
gales Uzl/\(s,-+fi(0,1))(l) and Uz/\(zj+f1’(o,1))(1) [see (2.6)] shows that

E[Usii+fi(o,1)(1)0$€-+ff<0,1)(1)|]:Sj]1(si +7(0.1) > 55)
G2 =U; (Del(si +5(0,1) > s).
By first using (5.4) and then (5.9), we have
P(A;NA))
= E[UsiiJrfi(o,1)(1)0‘5;-#1‘(0,1)(1)]
= E[U;i+fi(0,l)(l)1(si +7:(0,1) < Sj)E[Ué+fj(o,1)(l)|];‘j]]
+ E[E[ﬁjiH%O’1)(1)17;;.%]-(0’1)(1)|fsj]1(sl~ + 40, 1) > 5))]
= E[Uf; i 0.pny (DU + 50 1) <5))e]
+E[U;, (Del(si + T (0, 1) > 5))]

_ )
= ElUf 4510, (D=7 0
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PROOF OF LEMMA 4.1. Clearly th is a bounded (Fj,4,)-martingale un-
der P. Girsanov’s theorem [see Theorem VIIL1.4 of Revuz and Yor (1999)] shows
that

-0 AT _ . —1 — .
(5.10) W, = M +/ g, (1)~ a(st’),.

where M€ i - is an (Fy, 4 )-local martingale under Q; such that (MH9), = (Mi),/\;i.
If X, = 5 +(t/\r)(1) for

T _ _ .
tS/ X;tdm') =R,
0
define 7; by
T _ _ .
(5.11) fo X tami), =

Since X, > 0 and ¢ si £ >(0forall 0 <s <7 Qj-as. [see (5.2)] this uniquely
defines T under Q; as a strictly increasing continuous function on [0, R;] =
[0, = 1(T)]. By differentiating (5.11) we see that

d _ . _
(5.12) S(M)or))=X(@), 1= H(@).
Let N, = M*2(z,), so that
Zi=X(t)=¢+N,+t forr <t (%),
and by (5.12) for ¢ as above,

_ . t
<N>,:<M’>(r,)=/0 Z,ds.

Therefore we can extend the continuous local martingale N(r A 1= 1(%;)) for
t >t~ 1(%) so that 4Z; is the square of a 4-dimensional Bessel process; see Sec-
tion XI.1 of Revuz and Yor (1999). By the escape rate for 4Z [see Theorem 5.4.6 of
Knight (1981)] and a comparison theorem for SDE [Theorem V.43.1 of Rogers and
Williams (1987)] there is a nondecreasing ns, : Ry — [0, 1] so that ns,(0+) =0
and if Tz = inf{r: Z, = 1}, and

Z(t)
['(g, 80) = 01In<fT e
then
(5.13) sup Qi(T(g,80) <r) < nsy(r).
O<e<l

Clearly Tz = 771(%;) and so

X(u) . X(7)
inf ———— inf
0<u<?; T 1(u)H‘aO 0<1<T; t1+%

=T'(e, dp).
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That is,
(5.14) X(u)>T(e,80)t @)™  forall0 <u <.
To get a lower bound on 7= u), use (5.3) to see that for s < p; A 7,

d<2/ll>s > 21—2y/1(xi L2 gD <y <y 12y (/2=
N

x Ul(s; +5,x)% dx
> y1-2y [2(81/2 + s(l/Z)—So)]l—Z)/Xv(s)Zy’

where the bound on s is used in the last line. Therefore for /2 <s < p; A 7; there
isacy(y) > 0 so that

dr'(s) _ }_(_ldu&lf)s

ds § ds
((1/2)*50)(1*2)/))_(2)/*1
S

>ci(y)s
> c1(y) (e, 30)27/—15((1/2)—50)(1—2)/).L——l(s)(z)/—l)(l-l-t?o)’

where (5.14) is used in the last line. Therefore if ¢ <t < p; A T;, then

! df_l(s) ) t
y—1 ((1/2)=80)(1—-2y)
f8/2 =1 () @y =D+ = c1(y)T'(e, %) /a/ZS ds.

If 8; = 80(2y — 1), this in turn gives
, g\ 1+ (1/2=80)(1-2y)
‘L'—l(t)2—2y—5o > Cl()’)r(&‘, 30)2}/—1 |:t1+(1/2_50)(1_2y) _ <§) :|
> c2(Y)T (e, 80)77 113DV +40,

(3/2)—y+8;,

We have shown that if 8(5g) = 22y =8,
0

then fore <t < p; A T;,

‘L'_l(t) > 02(),)1/(2—2)’—56)1-*(8’ 50)(2V—1)/(2—2)’—56)tﬁ(50)
> Cz(y)l/(z_zy_‘sé)(l"(g, 80) A 1)2#3(50)’

where 8, < 1/4 is used in the last line.
Recall the definition of the constant 8 € [1, %) from (3.2). Use the above
in (5.14) to see that there is a ¢3(y) € (0, 1) sothatfore <t < p; AT; A 1,

X(t) = [e3(y)(T (e, 80) A 1)] £ G0 1+50)
> 0P,
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provided that c3(y)(I'(e, dp) A1) > 21%, and 8 is chosen small enough depending
on 81 and y. By (5.13) we conclude that for ¢ <1, and ¢ € (0, 1],

0i(X, < (25)P11 for some e <s < p; ATi A r)
(5.15) < Qi(T(e,80) A1 <26%/c3(y))
<15, (26% /c3(1)) +1(21% > 3(p)) = 041 ().

The above inequality is trivial for 7 > 1 as then the right-hand side is at least 1.
Next note that since Z; = X (t;) fort < Tz, X,, =1 foru > 7;, and 4Z has scale
function s(x) = —x~! [see (V.48.5) in Rogers and Williams (1987)], we see that
for e81 <2 A4
Q:(X; < (26)P* for some t > 0) < Q;(4Z hits 4(2¢)P 91 before 4)

B s(4) —s(4e)

T 5(4) —s(4-2B+01gBHo)

. 1—e¢

T 2B-Sigl=p=81 _¢

B 1—¢

T 2 Bb1g-d1(gl=F — 2fHhighit])

(5.16)

1—¢
<
T 2B bigTli(gl=B )

< 2B +o1 g1 < 8%,

The above bound is trivial if €% > 2=#=91,
We combine (5.15) and (5.16) to conclude that

0i(Xs < (s +&)PT for some 0 <5 < p; A Ti A1)
< Qi(Xs < (25)PT1 for some e <5 < p; AT A1)
+ Qi (X, < (26)P11 for some 0 < s < ¢)
< na1(t) + 8.

The result follows. [

PROOF OF LEMMA 4.2.  As in the previous proof we set
X; =Usraniy (1) =¢+ M|

INT;*

From (5.10) we have under Q;

(5.17) )?,=8+M§’Q+/ X a(mi)
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where M"€ is an (Fs;+¢)-local martingale under Q;. Therefore X is a bounded
nonnegative submartingale under Q;, and by the weak L' inequality

Qi(Ti<tA(Tr—s)h) = Qi( sup X, > 1)
s<tA(Tr—s;)T

(5.18)
< / Xin(Tg—si)+ dQi-

It is not hard to show that M* € is actually a martingale under Q;, but even without
this we can localize and use Fatou’s lemma to see that the right-hand side of (5.18)
is at most

t _ _ .
(5.19) €+E@L£165C&—wﬂ+AﬁM:%wW%}Es+L
Next we use (2.6) and then the mean value theorem to see that

S;+t
I=EQ1.|:/. I(SSTR/\(S,‘-F‘L_’,'))
2y—1lyygi T 2y 2y
x/(U(s,x) U'(s,x)+ U(s,x)7 = U(s,x)7)
x U'(s,x)U (s, x) L dx U (1) ds}
si+t
< [ Eo |1 =Ten i+ )
Si
X /(U(s,x)zy_lUi(s,x) +2y0(s,x)2y—117i(s,x)) dx
x Usi(l)_l}ds
Si+t . .
52)/R2V—1/ Ep, |:1(s < +fi)fU’(s,x)des’(1)_l:|ds
Si

<2yR¥7 1.
We put the above bound into (5.19) and then use (5.18) to conclude that
Qi(fi <tAN(Tgp — S,‘)+) <&+ 2)/R2y_1l

as required. [J

PROOF OF PROPOSITION 3.2. Fixi < N, and set
Xe=Usrorey@D: Dr=Ugionzy(D-
If f(x,d)=d/(x +d), then

(5.20) R, = M

= = f(X,, Dy) €0, 1].
U vionin )
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Proposition 2.1 shows that X and D are right-continuous semimartingales with left
limits. We will work under Q; so that the denominator of R is strictly positive for
all t > 0 Q;-a.s. Our goal will be to show that R remains small on [0, t A v;] for ¢
small with high probability, uniformly in €. Then U Sii +s(1) will be bounded below

by a constant times L_/S,.Jrs(l) on this interval with high probability, and the latter
satisfies a uniform escape rate on the interval by the definition of v;.
From Proposition 2.1, and in particular (2.4) and (2.5), we have

Ul i+AT; )(1) - Ml + Ks +(AT; )(1)

where M is the continuous (Fs;++)-local martingale (under P) given by

. si+(AAT) Ui(s, x) ~:
M! :/ (U(s,x)zy — U(s,x)zV)l/z‘/ﬁW”U(ds,dx),
si U(s, x)

and K i’fr] is a right-continuous nondecreasing process. By Girsanov’s theorem
[Theorem VIII.1.4 in Revuz and Yor (1999)] there is a continuous (Fy,;,)-local
martingale under Q;, M2 so that

~i0 si+(NT) _ ..
= M +/ i ()~  albr | ),
(521) =2

SitUAT) o Uies, x)U (s, x)™!
+/ /(U(s,x)z” UG, 0) LS DVEDT
i Ui(l)

From (2.1) we have
Ul +iney (D =€+ Ml Ks +anin s

where M' is the continuous (Fs;++)-local martingale (under P),
. sit+(EAT)
M! =/ /U(s X))~ yi, x)V2whY ds, dx).
Si

Another application of Glrsanov s theorem implies there is a continuous (Fy;4/)-
local martingale under Q;, M Q , such that

. ‘ si+(tAT:) y=1yyi
(522) M[l =M;’Q+/ /U(S,X)_. U (S,X) dx ds.
si Ug (M)

Note that (M’ Mi) =0 and so M2 and M€ are also orthogonal under Q;.
If

Jt = Zf(Xs’ Ds) - f(Xs—» Ds—) _fx(Xs—» Ds—)AXs - fd(Xs—» Ds—)ADSa

sS<t
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then Itd’s lemma [e.g., Theorem VI1.39.1 in Rogers and Williams (1987)] shows
that under Q;,

t t
R = Ro + fo Fo(Xs_, Ds_)dXs + /O fa(Xs_, Dy_)dDy

AT ] .
+ / S fia (X D) / Usi + 5,02 U (s + 5, x) dx ds
(5.23) 0

INT ] _
+/0 Efdd(Xs—, Ds—)f[U(Si +5,0% —U(si +5,%)%]

X ﬁi(si +s,x)l7(s,~ +s,)c)_1 dxds + J;.
Since
AX,=—AK}] o (1) =—AD;,
and f, = —d(x +d)2, f1 =x(x +d)~?, we conclude that
Jy = [f(Xs— — ADy, Dy + ADy) — f(Xs—, Ds_)

s<t
+ [fx - fd](Xsf’ Dsf)ADs]

_y_AD AD;
4~ X, +Ds. X,_+Ds_

sS<t

0.

We use for = 2d(x +d) >, fag = —2x(x +d)~3, (5:21) and (5.22) in (5.23) to
conclude that if X; = U ’i +nin(1) and

S
t _ . t _ ~
Nt:/ —DS_X;2dM;’Q+/ X, X72dM2,
0 0
then

tAT; _ .
R; =Ry + N; —i—/ (—DS_XS_3) / UGsi +5,x)2 WU (s; +5,x)dx ds
0
AT - o iU
+ [ pexari o
tAT; _ _
—i—/ XSXS_3/[U(sl~+s,x)27’—U(s,'—i-s,x)z”]
0

X Ui(si +s,x)(7(si —I—s,x)_1 dxds

AT _ iU
[ xex2ar W

AT _ X
(5.24) +f DS,X;3[U(SI~ +5, 077 W (s; + 5, x)dx ds
0
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AT _ _
[ XA 106+ 507 = UG +5.07]
0
X ﬁi(si +s,x)(~/(s,- +s,x)_1dxds
INT _ 1 iU
:Ro—l—Nt—i—/O X7 dKgT ().

Under Q;, N is a continuous (Fj,;)-local martingale, and the last term in (5.24)
is nondecreasing. It follows from this and R € [0, 1] that

(5.25) R is an (Fj,;,)-submartingale under Q;.

AsRy=K ;;U(l) /&, integration by parts shows that

kYo (h  Kila
R, = Rg 1 N, 4 sitA®) (1) / K; f{s(l)d< )
é

X

i,U

fK +<1>d( )+K+<7><>
Nias) ;

Xs U +(t/\t)(1)

Another application of Itd’s lemma using (5.1) and (5.10) shows that

B t _ _ INT _ _.
X =gt —fo X;deer/o X d(M'),

t _ . t/\r, _ tArl _ -
- —/ X;QdM;’Q—/ +/ d(Mm’),
0 0

r_ _.
=e—1—/ X 2dmi2.
0

(5.26)

Therefore )_(,_ !'is a continuous (Fs;+1)-local martingale under Q; and hence the
same is true of NtR =N, — fot Ks’lfgs(l) d(%). From (5.26) we have

i,U

K ey
(5.27) R =NF+ 7‘1“’”’)

Usrunin
Recall from (2.8) and (2.2) that

(5.28) Ak () <e  forallr>0.
Assume that (recall 8 <3/2)
(5.29) 0<28 <8 <33 —B)=820).

These last two inequalities (which give 5 3 _ B — 8 — 28y > 0) together with the
continuity of U + (1) [recall Proposition 2 1(a)], and the definitions of §; > v; and
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H; > v; imply that

LU (3/2)—28
su M < sup (s+¢) / 04 ¢ - (t+8)(3/2)—/3—260—61 +81—5_51’
S<viAt Usll._|_s(1) T s<viAt (s —|—8)'3+31 -
and so from (5.27)
(5.30) sup [NE| <14 (1 +6)BD=B-20-01 | ol=p=d1 _ oo,
SNt

We now apply the weak L' inequality to the nonnegative submartingale R [re-
call (5.25)] to conclude that (sup @ = 0)

Qi< sup Rszl/Z)

23 <s<v; At

1
= Eg; [Q,( sup Ry > 5“7:52/3)1(”1' At > 82/3)]

e2/3<s<v; At

(5.31) 3 3
<2Eg,[Ron(vi At >e*?)]1(t > £23)
iU
AK;,'+(UZ'/\L‘)(1)
Usli-i-(vi/\f)(l)
By (5.28) and the definition of H; > v; we have

AKEY ()

<2Ey, [R(UW)_ + (v AL > 82/3):|1(l‘ > g2/3).

si+(viAt)

- 1(v; At >e?3)

Usi+(v;At)(1)
&

< @@

T (et v AP

< - @B,

(5.32) 1(v; At > e?3)

From (5.27) and the definitions of H; > v; and 6; > v; we have
Eg[Ruinn-1= EQ[Nynl + EQTK{S o n0- D/ Ut (V]
(5.33) < Eg[(e + (ui A1) 2A~ 2001
< (e 4 1)B/D—B=20-d1_

where we used (5.30) to see that Njf A; 18 @ mean zero martingale and also ap-

plied (5.29) to see the exponent is positive. Inserting (5.32) and (5.33) into (5.31)
and using (5.29), we get for r <11,

1
o s r=l)

23 <g<viAt

(5.34) < [(& + 1)3/D=F=20=01 | 1=CIHE+0]1 (1 > £2/3)
< 23/243/D=B=281 | (3/D=(B+81) < 5,03/2)-p=251
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Equation (5.29) implies (3/2) — 8 — 281 > (1/2)((3/2) — B), and so for t < 1 we
conclude

Qi( sup Rs > 1) < 5:(1/2(3/2)=p)
e2/3<g<v; At 2
The above is trivial for ¢t > 1. On {Sup62/3§s§vmz R; < 1/2} we have for all s €
[£23,t Avil,

Uiy (D) = 3084 (1) = 357701,

and so B;(t A v;) occurs. The result follows with p3, = %(% — pB) € (0, %] (as
y>1/2). O

6. Propagation speed of the supports and a comparison principle: Proofs of
Lemmas 44 and 4.5. Ifa>0,1>y >1/2and Xy € C_, then Theorems 2.5

rap’
and 2.6 of Shiga (1994) show the existence of continuous Cr‘gp—valued solutions to
6.1) X 1AX+ XYW
. — == a ,
ar 2

where as usual W is a space—time white noise on R, x R. Theorem 1.1 of Mytnik
(1998) then shows the laws {Px, : X € C;gp} of these processes on C (R, Crtp)
are unique.

We start with a quantified version of Theorem 3.5 of Mueller and Perkins (1992)
applied to the particular equation (6.1).

LEMMA 6.1. Assume X satisfies (6.1) with Xo = A for xo e R and ¢ €
0,1). If y € (1/2,3/4) choose § =6(y) € (0, 1/5) sufficiently small so that By =
Bo(y) = =2 € (1,3/2) and for N > 1, define

Ty =inf{t 20:/X(t,x)5dx zN}.

If y =1/2,set Bop =1 and Ty = o0o. For &g € (0, 1/4], define
(6.2) p=inf{r>0:5(X,) ¢ [xo —&'/? = t1/D7%0 xq 4 £!/2 4 (1/D=00]),
There is a ce.1 > 0 (depending on y) so that
P(p<tATy) <csia NP lgexp(—17%/cs,)  foralle, e (0,1].
PROOF. Since X is unique in law, the construction in Section 4 of Mueller and
Perkins (1992) allows us to assume the existence of a historical process H;, a con-
tinuous Mr (C)-valued process, associated with X. Here C is the space of contin-

uous R-valued paths. H will satisfy the martingale problem (My,) in Mueller and
Perkins (1992), and the relationship with X is that

(6.3) H;({yeC:y; €B})=X:(B) for all + > 0 and Borel subsets B of R.
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Hence the hypotheses of Theorem 3.5 of Mueller and Perkins (1992) are satisfied
with a; = a for all k. If I, = [xo — /& — t1/D7% x4 /& +t(1/27%], that result
implies S(X;) C I; for small enough ¢ a.s., but we need to quantify this inclusion
and so will follow the proof given there, pointing out some minor changes and
simplifications as we go.

If y =1/2, X is the density of one-dimensional super-Brownian motion, and
the argument in Mueller and Perkins (1992) and its quantification are both much
easier. As a result we will assume 3/4 > y > 1/2 in what follows and leave
the simpler case y = 1/2 for the reader. The fact that a; = a for all & [i.e,
for us a(u) = au? for all u in the notation of Mueller and Perkins (1992)],
means that in the localization in Mueller and Perkins (1992), the times {7y}
may be chosen to agree with our definition of Tn. We will work with the
cruder modulus of continuity, ¥ (t) = %t(l/z)_%, in place of the more deli-
cate ch(t) = c(tlog™(1/1))'/? in Mueller and Perkins (1992), leading to better
bounds.

If

Gujk={yeC:|yk2™) = y(j27")| > ¥ (k= H27")},
0<j<kijknely,

and B is a standard one-dimensional Brownian motion, then for k — j < mn/2
(3.16) of Mueller and Perkins (1992) becomes

Oxo(Hut12-7(Gn,ji) >0, Ty = (k+1)27")
< NP~ 1g= 122 X0 ()P (|B(k27") — B(j27")| > v ((k — jH27™))* P
<eaNPo~la™12"sexp(—1£2"%0)  (recall By < 3/2).

Now we sum the above bound over 0 < j <k <2" k — j <2"?, n > m and
argue as in the proof of Theorem 3.5 in Mueller and Perkins (1992) to see that if

Nm = C3N’3°_la_18exp(_z(m5()/2)—4)’
then with probability at least 1 — n,,,
Hi(Gnjp)=0  forall0<j<k<2"k—j<2" (k+ 127" <1y,
t>(k+1)27", andn >m.

Rearranging this as in the proof of Theorem 3.5 of Mueller and Perkins (1992), we
have with probability at least 1 — 7,,,,

ly(k27™") = y(j27)| < ¥ (tk — )27 forall0< j <k, k—j<2"?
)

(k+ 127" <tandn > m for H;-a.a. y forall t < Ty A 1.
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Next, we can argue as in the last part of the proof of Mueller and Perkins (1992),
which was a slightly modified version of Lévy’s classical derivation of the exact
Brownian modulus of continuity, to see that (6.4) implies

ly() — y)| <2¢(jv—ul)  forall0 <u < v <t satisfying v —u| <27™/?
for H;-a.a. y forall t < Ty A 1.
In particular, the above implies that

P(|ly(r) = y(0)| <2¢(t) Hy-a.a. y forallt <272 ATy) = 1 — np.

Now H;(]y(0) — xo| > 4/¢) is a nonnegative martingale starting at 0 by the
martingale problem for H [just as in the proof of Corollary 3.9 in Mueller and
Perkins (1992)] and so is identically O for all ¢ a.s. Therefore, the above and (6.3)
imply that

P(p < 27mI2 A Tn) < .

A simple interpolation argument now gives the required bound. [J

COROLLARY 6.2. Assume X, 8o and p are as in Lemma 6.1. There is a
c62 > 0, depending on a, 8y and y, so that

P(p <t) <cgre(tVe) forallt,e € (0,1].
PROOF. We clearly may assume xop = O by translation invariance. By Lem-
ma 6.1 with N = Ny = 8 and By, Ty, as in that result, we have
6.5 P(p<t)<cera 80 eexp(—17/c1) + Pt ATny < p <1).

The result is now immediate if y = 1/2, so we assume y € (1/2,3/4).1f § € (0, %)
is as in Lemma 6.1, Iy = [—/e — s(1/P % /g 4 s(1/2=%] and 0 < ¢ < 1, then

PANTn,<p=<t)

< P(Ty, <1 Ap)

(6.6) §P</ X(s,x)’sdx>8f0rsomes§t/\p>
I

s
< P((/X(s,x)dx) |IS|1_‘S > 8 for some s §t>

< P(sust(l) > k),

s<t

where A = 81/3[[2(ﬁ + 11/2=00)1(1=8)/81=1 'Recall that X,;(1) is a continuous
nonnegative local martingale starting at &, and so by the weak L' inequality and
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Fatou’s lemma the right-hand side of (6.6) is at most

ATE[Xo(D)] < e27 1@ (e 46T by 8 < 1/4)
< e[max(t, 82)](1—8)/(45)
< emax(t, €) (since § < 1/5).
We use the above bound in (6.5) to conclude that
P(p<t) <[co1a '8 exp(—17%/cq1) + (v &)]e
<cga(tVe)e. O

The next proposition will allow us to extend the above bound to a larger class
of SPDE:s. It will be proved at the end of this section.

PROPOSITION 6.3. Leta >0, 1>y > 1/2 and Z be a continuous C}

rap”
valued solution to the following SPDE:
Z 1 . 1
(6.7) EIEAZ—{—G(ZS,S,CU)W ,

where W' is a space time white noise, o is Borel x previsable, and
o(y,s, ) >ay’ Vs,y, P-a.s. w.
Assume also for each t > 0 we have

(6.8) sup  E[Z(s,x)?] < cc.

s<t,xeR

Let X be a continuous Clj;p-valued solution to the following SPDE, perhaps on a
different space,

©6.9) X X taxrw
‘ or 2 s
with Z(0,-) = X(0,-) € Cit . Let A be a Borel set in Ry x R. Then

rap*

P(supp(Z) N A = @) > Px,(supp(X) N A = @).

We will apply this result with Z(z, x) = Ui(s; +t, x). To ensure (6.8) we will
need the following moment bound which will also give Lemma 4.5. It will be
proved in Appendix A.

LEMMA 6.4. Forany q,T > 0, there exists Cy 1 such that

(6.10) sup E[ sup  (U(s, x)7 + V(s,x)q)] <Cyr-

O<e<l s<T,xeR
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The proof of the above lemma is based on a simple adaptation of the methods
used for the proof of Proposition 1.8(a) of Mytnik, Perkins and Sturm (2006), and
in particular Lemma A.3 of that paper.

PROOF OF LEMMA 4.5.  This result with 84 5(t) = C1/2,2t°0/? is an immediate
corollary of Markov’s lemma and the above lemma with g =1/2. O

PROOF OF LEMMA 4.4. We first fix 1 <i < N, and argue conditionally
on Fj,. Note that the inequalities in (5.3) hold pointwise, that is, without integrat-
ing over space. These inequalities together with (2.6), Lemma 6.4 and Proposi-
tion 2.1 show the hypotheses of Proposition 6.3 hold with Z (¢, x) = U’ (s; + 1, x),
Zo=J anda = 2!/2=7 'We apply this result to the open set

A=A =](s,y):ly —xi| > e /2 451270 0 <5 <1}
and conclude that if p is as in Lemma 6.1, then
P(pi <t) =P, (supp(Z)NA # @) < P(p <1).
Corollary 6.2 now shows there is a c4.4 = c4.4(y, 80) so that for ¢, ¢t € (0, 1],
P(pi <t) <case(tVe).
It follows that for p, ¢, t € (0, 1],

PpNe LpNe]
P(U{,Oi < f}> < Y P(pi <t) <caalpNele(tVe) <caap(t vV e)l(p = ).
i=l

i=I

This finishes the proof of Lemma 4.4. [

We next turn to the proof of Proposition 6.3. Recall from the discussion at the
beginning of this section that for each X € CrJgp there is a unique law Py, on

CRy, Cr*,;p) of the solution to (6.9). We assume the hypotheses of Proposition 6.3
for the rest of this section.

LEMMA 6.5. Lety €[1/2,1). For any nonnegative ¢ € L'(R), and t, s > 0,
there exists a sequence of M(R)-valued processes {Y"},>0 such that Yy (dx) =
¢ (x)dx and

(6.11) E[e™ 2| FZ] > E[e 9 Xi=) | X = Z,]
(6.12) =n1£20 E(’;" [e—(Y,"_S,Z.O],

where Pg " is the probability law of Y".
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PROOF. We may assume without loss of generality that a = 1, as only trivial
adjustments are needed to the handle general a > 0. First we will prove the lemma
for y > 1/2 and then explain the modifications for the y = 1/2 case. For y €
(1/2,1), (6.12) follows from Proposition 2.3 of Mytnik (1998). To simplify the
exposition let us take s = 0. For s > 0 the proof goes along the same lines as it
depends only on the martingale properties of Z.

By the proof of Lemma 3.3 in Mytnik (1998) we get that for each n there exists

a stopping time Y (z) <t and an Mp(R)-valued process Y" such that, for n =
2y(@2y-1

=2 and
u
g(u,y):/ (e_ky— 1+Ay))\_zy_ld)», u,y>0,
0
we have
E[e_(Y);lk(r)’Zt_J;k(t)>|Y61 — ¢]
— E¢[e—(¢,Zf)]
1 Vi(t) "
— EE[/O e—<Ywas>{n/R(YS"(x))Zg(l/n,Z,_s(x))dx
(6.13)
o (Zi ) = (Zi ), (Y:)2>} ds]
< E¢[e—<¢,2z>]
1 Vi (t) "
— EE[/O e~ s ’Z’*S>n_/R(YS”(x))2g(l/n, Zi—s(x))dx ds].

If k =k, = In(n), we can easily get [as in the proof of Lemma 3.4 of Mytnik
(1998)] that

Vi (1) "
E[/O ’ e_<YS’Z"*')n/R(Ys"(x))zg(l/n,Z,_s(x))dxds}

(6.14) < C sup E[Zs(x)*]k,n* 2

x,s<t

-0 asn — oo.

Here we used (6.8) in the last line. Moreover, as is shown in the proof of
Lemma 3.5 of Mytnik (1998), we have

P(Pr,(t) <t) >0  asn— oo,
or equivalently,

P(Pr,(t)=1)—>1  asn— oo.
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Hence we get from (6.13), (6.14) and the above
lim Efe” 2ol yp = ¢]

—(Y? L5
— 1im E[e” @ %0 yn _ 4]

n—oo
<E[e7®%)]  vi>o.
But by Lemma 3.5 of Mytnik (1998) we have
(6.15) lim Efe” Y2 \yp =gl = E[e~X0]  vi=0

and we are done for y € (1/2,1).
The case y = 1/2 is even easier. Now X is just a super-Brownian motion. Now
take Y" =Y for all n, where Y is a solution to the log-Laplace equation

Y, 1 AT 1 (7))
or 27" 27
so that (6.15) is the standard exponential duality for super-Brownian motion.
Then (6.13) follows with p; () = ¢, and n = 0, and so the result follows imme-

diately for y =1/2. U

LEMMA 6.6. Foranyk>1and0<ti <th <---<trand ¢1,...,¢dx >0,
(6.16) E[e™Zi=19120)] > Ee™ Tim191:Xy)],

PROOF. The proof goes by induction. For k = 1 it follows from the previous
lemma. Suppose the equality holds for k — 1. Let us check it for k:

Efe- S 2,01
k=1,
:E[e*Zizl(aﬁuZﬁ)E[ o Ztk 17 Ti— 1]]

(6.17) > E[e—zf;f @o24) fim EY"[e” Wik P b
- n—00
hm E X EZ[ Z{'cz_lzwbi’zf,'>_(¢k—1+Y[7(_[k7]7Ztk_1)]
T n>o00 ¢
hm E X EX[ Zf;lzw)i’xti>_<¢k71+yl";€,,k_l,th_l>]
l’l—)OO ¢ L]
where the inequality in (6.17) follows by Lemma 6.5, and the last inequality fol-
lows by the induction hypothesis. Now, for y € (1/2, 1), we use conditioning and
Proposition 2.3 in Mytnik (1998) to get

lim EY x EX[e = XIS X))~ et Y X )]
n— oo

(6.18) = E[e”Zim 0:X0) lim g [ Mione X ]

n—oo

= E[e™ Zim101 X)),
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and we are done for y € (1/2,1). For y =1/2, (6.18) follows immediately again
by conditioning, and the fact that ¥ = Y" is a solution to the log-Laplace equation
for super-Brownian motion. [

LEMMA 6.7. For any nonnegative and Borel measurable function W on
R+ x R

(6.19) E[e—fé Jr W(s,x)Z(s,x)dxds] > E[e—fé = Ill(s,x)X(s,x)dxds] Vi > 0.
Before starting the proof, we recall the following definition.

DEFINITION 6.8. We say that a sequence ¥,(x) of functions converges
bounded-pointwise to ¥ (x) provided lim,_ o ¥, (x) = ¥ (x) for all x, and there
exists a constant K < oo such that sup,, . [¥,(x)| < K.

PROOF OF LEMMA 6.7. First suppose that ¢ € C4 (R4 x R) is bounded.
Then let us choose an approximating sequence of bounded functions ¢, ..., ¢; €
C+ (R,) such that

kll

t
St gy = [ [ wensendsds iz
i=1
for any f € D(R4, C+(R)). In this way for bounded v € C (R4 x R) the result
follows immediately from Lemma 6.6. Now pass to the bounded-pointwise closure
of this class of ¥’s, that is the smallest class containing the above continuous ¥’s
which is closed under bounded-pointwise limits. Finally take monotone increasing
limits to complete the proof. [

PROOF OF PROPOSITION 6.3. Take
Yn(s,x) =nly(s, x).
Then by Lemma 6.7 we have
E[e—nZ(A)] > E[e—nX(A)]’
where Z(A) = [, Z(s,x)dxds and X(A) = [, X (s,x)dxds. Take n — oo on
both sides to get
(6.20) P(Z(A)=0)> P(X(A)=0).
The required result follows immediately for A open because then
{supp(Z2)N A =@} ={Z(A) =0}.

It then follows for compact A because

{supp(X) N A =&} = J{supp(X) N A" = &},

n
where A!/7 is the open set of points distance less than 1/n of A. The general result
now follows by the inner regularity of the Choquet capacity A — P (supp(Z) N
A # ); see page 39 of Meyer (1966). [
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7. Bounds on the killing measure: Proof of Lemma 4.3. Let

G(UY) ={(t,x):Ui(t,x) > 0}
be the closed graph of U, and let
Fl-U(t) = FiU(t, s0) ={(s,x):si <s <si+1,|x — x| <(s — 5p)(1/2=% —|—81/2},

and let F}/(t) be the corresponding set for V with (¢, y;) in place of (s;, x;). Itis
easy to check, using the definition of p;, that

(7.1) G(U) N ([si,si + pil x R) C TV (07).

Of course an analogous inclusion holds for V/. If K'(-) is a nondecreasing right-
continuous M g (R)-valued process, we let S(K’) denote the closed support of the
associated random measure on space—time, K'(ds, dx).

LEMMA 7.1. S(K"Y) c G(UY) and S(K'Y) c G(VI) for all i, j € N,
P-a.s.

PROOF. It is easy to see from (2.1) that S(K"YY c [si,00) x R. Let O be
a bounded open rectangle in ((s;,00) x R) N G(U")¢ whose corners have ra-
tional coordinates, and choose a smooth nonnegative function ¢ on R so that
O = (r1,rn) x {¢ > 0}. Then Uj((ﬁ) =0 for all r € (r1,r2) and hence for all
r € [r1, r2] a.s. by continuity. It then follows from (2.1) and U I <U' that a.s.

0="U,(¢) — U, @) =~ (K" (9) — K,V ().

Therefore KV (©) = 0. Taking unions over such open “rational” rectangles, we
conclude that

K"Y(GU) N ((si,00) xR)) =0 as.

On the other hand, from (2.6),

K'U(GO') N ({si} x R)) < K"V ({si} x [xi — V&, xi + /€]°)
=0.
In the last lin;: we used (2.1) (recall from Section 2 this implies U, ; =0 f(_)r s < Si)
to see that K;;U(-) < (J%,.). The last two displays imply that K"V (G(U")¢) =0
and hence the result for K-V The proof for K/-V is the same. [

Next we need a bound on the extinction times of nonnegative martingales which
is a slight generalization of Lemma 3.4 of Mueller and Perkins (1992).
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LEMMA 7.2. Assumey =y’ = % or(y',y")e(1/2,1) x[1/2,1]. Let M >
0 be a continuous (H;)-local martingale and T be an (H,)-stopping time so that
for some § > 0 and cy > 0,
d M 4 "
(7.2) <dt L > colt <YM (¢t +8)VD""  fort > 0.

If 1)1 (0) = inf{r > 0: M; = 0}, then there is a ¢7,(y") > 0 such that
P(T Aty(0) > t1Ho) < c72(y)eg ' ME2 ' t"=C/D  forall t > 5/2.

PROOF. If y/ =y" = %, the lemma follows from a slight extension of the
proof of Lemma 5.1, so assume y' € (1/2,1). Let V =T A t)7(0). As usual there
is a Brownian motion B(¢) such that M (t) = B((M);) for t < V. By (7.2) we have

1% Y Vi
/ co(t +8)1/2D=r dzgf M7V d(M),
0 0

(M)y o/ 75(0) "
5/ B;Vduff B,V du.
0 0

If L}, x e R, t > 0 is the semimartingale local time of B, the Ray—Knight theorem
[see Theorem VI.52.1 in Rogers and Williams (1987)] and the occupation time
formula implies that the above gives

E[(V + )G~ _ §6/2=7" 131
< (B/D) = ") fo x 2 E(LE ) Bo) dx

(1.3) N
=((3/2) — ") 1/0 x"2'2(My A x)dx

<a(y)eg'MFY (usey’ > 1)2).
A bit of calculus shows that
74) @ +8)3P7 G2 > 13-V CP" forallr > §/2.
Therefore by (7.3) and (7.4), for t > §/2,

E[(V +8)3/D=r" _ §G/D=r"17¢]

/ 15,22y
- 2¢1(y")ey My

3 — G

_ 22y 1 _
= (7.2€ 1MO Yy (3/2). ]

Define p¥ i = ij 0-¢ just as p; but with ‘_/t_j]: 4 in place of U .+, and y; in place

Ofx,'.
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Lemva 7.3 Qi(UPLi{o) = 1) < caalt vV &)pl(p = o) forall s, p,t €
(0,11 and i € N,.

PROOF.  All the P-local martingales and P-white noises arising in the defini-
tion of {V/, j € N} remain such under Q; because they are all orthogonal to

dQ; Ui nisi+2) (D
dP 7 '
The proof of Lemma 4.4 for {p;} under P therefore applies to { ,oj‘./} under Q;. U

=10t <s5) + 11 = s)

Recall we are trying to show that the killing measure K ,”U associated with the i
cluster of U grows slowly enough for small . We will control the amount of killing
here by controlling the amount of killing by the V/’s. The following result es-
sentially shows that with high probability for small ¢, there is no killing during
[s;,s; + t] from the V/’s which are born before time s;. Note it is particularly
important that there is no V mass on the birth site of the U’ cluster.

Recall from (4.1) that § = §(y) = %(% — 2y). We introduce

o)

— mi 14
p; = min p;.

Jij<si
LEMMA 7.4. There is a constant c74(y) > 0 so that for 0 < §p < S(y),
o (rtonf U 6| #o.p) > 2) <eratne vy
Jjitj<si
foralle,t € (0,1] and s; <t.
PROOF. Assume ¢, t,s; and §p are as above. Set o = 1_ (> %) and choose
nog <np € Zy so that
(7.5) 270l v g <270, 27Tl g <2
Assume that
(7.6) p) >2t,
until otherwise indicated. Suppose ; <'s; (hence #; < s;) and
(tj,yj) € [0,5) x [x; —7-27"0% x; +7-27"0%].
Then
lyj —xi| >7-27"%>T7(t v e)* > 1%+ (1 + s — 1))* +24/e,
and so

/(N (si+1—1)=2.
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By (7.6) we have ,oJV > s; —tj +t,and so by (7.1), or more precisely its analogue
for V/, we have

(7.7) r/ONG(V)cr/onr(si+t—1)=2
We therefore have shown that, assuming (7.6),
{tj,yp:tj <si, TV ()N G(VY) # )
Cl0,si) X [x; =7-27"0% x; +7-27"0%].

Next we cover the rectangle on the right-hand side of the above by rectangles as
follows:

(7.8)

=[si — el — 27" x [xi =727 X + 727,
=[si =27 si] x [xi +7- 270D x; 7. 277,
=[si =27, si] x [xi =7-27" x; =7~ 2_("+1)°’].

Then it is easy to check that

0.¢]
U (RIUR,UR,)
n=ng

(7.9) .
D [S,' — ot ,S,‘) X [xi —7.27M0% x; + 7 anooz]
(7.10) D0, si) X [x; =7 -27"0% x; +7-2"%].
We group together those V/’s which have their initial “seeds” in each of the above
rectangles. That is, for ¢ =0, £, r consider

Vet x) =Y 1((t;, y;) € RV (t,x),
J
Vet x) =Y 1((t;, y;) € ROV (2, x),
J
Vi (t, x) = Z 1((tj, yj)) € RV (¢, x).
We also let V"9, ‘7,""1 and V," jdenote the corresponding measure-valued pro-

cesses.
It follows from (7.8) and (7.10) that

Q,-( U@wi)nrim+#a.p) > 2t)>

1;<s;

(7.11) <Z YoooGvrnrY @ #e.p! > 2)

n=no qg=0,r{

( U U G™) ﬂFU(t))7é®>

n=n1+1q=0,r,l
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We will use different arguments to show that each of the two terms on the
right-hand side of (7.11) is small. For the second term a very crude argu-
ment works. Namely, for the supports of the V/ clusters with initial “seeds” in

ey 41 (RYU R U RY) to intersect the support of U’, the V/ clusters must be
born in UyZ, 1 (RS U R’ U RY), and the probability of this event is already small.
More precisely,

( U U (G mFU(t));é®>

n=n1+1¢q=0,r,l
(7.12)

< Qi(ﬂ8_< U (RAUR, URﬁ)) >0>-
n=n1+1

By Proposition 5.2 and the decomposition for Ui(1) in (2.6) [see also (5.1)], we
have

Qi((xi, yj) € A)
(7.13)

Ul o ii—syinzy (D

This and the analogue of (7.9) with ny + 1 in place of ng, implies that the right-
hand side of (7.12) is at most

0:i(ny ([si =27™, 51) x [x; = 7-27FDe ;4 7.2=mFDe]) 5 )
< 2(14 i 2—(n1+l)a) < 4259
Substitute this bound into (7.11) to get

oi(U G urt o) £e.p) > 2)

<s;

(7.14)

tj

(7.15)
<Z Y. QiGN NT (1) # @, p) > 2t) 4 426

n=no g=0,r,¢
Now we are going to bound each term in the sum on the right-hand side
of (7.15). To this end, in what follows, we assume that ny < n < ny, and, for
qg=0,r1,set

N =3"1((. yj) € RY)

(7.16) x‘/()t[l;<V(s,x)2V_le(s,x)

+ (V(s,x)zy - V(s,x)zy)m

1/2 .
) WiV (ds, dx).
V(s,x)
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Note that N+ is a continuous local martingale under Q;.
The treatment of the cases ¢ =0 and g =r, [ is different. First, let ¢ = 0. Ba-
sically, in this case, we will show that, the on the event { &.V > 2t}, the total mass

of V"0 dies out with high probability before the time s; (and, in fact, even be-
fore s; — 27"~1). Hence, with this high probability, the support of V"*? does not
intersect Fl.U . Let us make this precise. We have from (2.6)

n, 0
(7.17) VO e =V, (1) + B

where

vee, ">+(1)—f/ ((s. ) € RD)n; (ds.dy) + N0 o
and

n,0 n,0 n,0
(7.18) MO =N e = NG

is a continuous ;4 (5, —o—n)+-local martingale under Q;.

Assume for now that s; > 27" since otherwise VS”,’*O(I) = 0 and the bound (7.22)
below is trivial. An easy localization argument shows that (recall that ng <n < np)

Q (V(S (1) >2 n(H—cx 5))

<2050, [ [ 1(65.) < Rz s, )

(7.19) ]
< 2n(1+a—5)8[8—12—n + 1]14 QT [by (713)]

<1427 (2% +1) < 28277,
Now from (7.16) and (7.18),if ' =s5; — 27"+t < T' = minj;tjfsi (,0}/ +t5),
then
d . -
. MI’!,O
dt< )l‘
e _ yn.0 t,
= [V T x) + (V2 — V(e x) ) )
V(i x)
(7.20) > / VOl x) 4 VO, x) Y dx
> 272 / veO(e, x)zyl(lx — x| <727+ (27" + 1) + e)dx

> 27RO (2727 4 27 1) + Ve]) T

In the last line we used Jensen’s inequality and the fact that 77 > ¢" implies
v™O(¢' . .) is supported in the closed interval with endpoints x; & (7 - 27" + (r +
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27M)% 4 /¢). A bit of arithmetic (recall 27" > ¢ for n < ny) shows that (7.20)
implies for some c(y) > 0,

d a(l-
dt<Mn 0>t > c(y)( l+(q B n)(l))zy [2—n + [] (1-2y)
(7.21)

+
fort <T = (minj;,jfsi (p]V +1j) — (si — 2*")) )

Note that T' is an F 5, _»-n)1,-stopping time. Therefore (7.21) allows us to apply
Lemma 7.2 to t — ‘_/"’0 2-my4 (1) = My with y = y y" = y — 3802y — 1) and
8 =27". Here notice that 30<1/6 1mphes vy € [ ] and y" =1/2ify =1/2.
Therefore, Lemma 7.2, the fact that Bi > 2t implies T >t>s5;>2"", and (7.19)
imply

Qi(V:fz_n_l(l) >0,p) >2t)
< 0i(V!,, (1) = 27"(Ha=d)
+ Eg,[Qi(T Aty (0) 2 27" Fy L) 1(V0,, (1) < 27" (1Fa)]
(7.22) <28- 2—n 4 c7'2(y)c(y)—12—n(1+a—3)(2—27/)2—(n+1)(y—80(2)/—1)—(3/2))
< C/()/)(Z_"S + 2_"((3/2)_27’_2(1_}’)5_50)) (by the definition of «)
< () (27" 4 2735201580} (by the definition of §)
<co(y)2™™,

where §g < § and Y= 1/2 are used in the last line.
Next consider V™. The analogue of (7.17) now is

VI () = V(1) + M
where
M;” = Nsri’—fr—t - ler
An argument similar to the derivation of (7.19) shows that
(7.23) Qi (VI (1) = 27"(Ha=9)y < 28971,
Next we argue as in (7.20) and (7.21) to see that for s; +1 < T' = minj;tj <s; (,0]‘-/ +
1),

d, - _ _
E<Mn r) >0 2yvn rt(l)Zy([7 - (n+1)a+(2—n+t)(1/2) 50_‘_\/5]2)1 2y

> () (V) @7 40 2,
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where we again used ng <n < n;. Now we apply Lemma 7.2 and (7.23), as in the
derivation of (7.22), to conclude that

(7.24) Qi(Vily (D) >0,p) >2t) <ci(y)27".
If V"J:z (1) =0, then V(1) =0 for all u >s; + 27", and so if in addition,
Bi > 2t, then by the definition of ,0]‘./,
G(\_/"”) Cl{ls,x):si =27"<s<s;+27",
(7.25) 72700 (5 — 5 427 — e
<x—x <7274 (s — s + 27 + Ve
A bit of algebra (using our choice of the factor 7 and ng < n < np) shows that
Xi+27" 4 e < x4+ 727D 7 oy e,
and so the set on the right-hand side of (7.25) is disjoint from FiU (t). Therefore
by (7.24) we may conclude that
(7.26) 0i(G(V™YNTY (1) £, pY > 2) <cr(y)27.
Of course the same bound holds for G(V” E)
Note that V 2 .1 (1) =0 implies V” O%1)=0forall s >s; —27" ! and so

GvrHn FlU (t) is empty. Therefore (7.22) and (7.26) show that the summation
on the right-hand side of (7.15) is at most
n

3 (coy) +2¢1(37))27 < ca(n) (e v )P

n=nq
We substitute the above into (7.15) to see that

o.( UG urte) e, »2)

1j=Si

<426 + (v e) <) Ve,
In the last line weused § <1/6 < 1/4<a. O

PROOF OF LEMMA 4.3. Fix 0 < 8y <8, t € (0,1] and assume s;,s < 1.
By (7.1) and Lemma 7.1 on {p; > s} we have

Kyt () =K (T () < 3K/ (TY (),
j
where (2.2) is used in the last inequality. Next use S(K LYy c G(VI) (by
Lemma 7.1) and S(K/-") C [tj, 00) x R to conclude that on

(o=s10{(U 6(79)) nrt o =of =t =510 Do,
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we have
(7.27) KpY () =Y 16 <ty < s + KTV (DY (9)).
J
Another application of (7.1) and Lemma 7.1, this time to V/, shows that for
tj >,
(7.28)  S(K”Y)N([0,5i+s]xR)C T} (si+s—1;)  on{p; >s}.
An elementary calculation shows that
/() NT (si+s—1)=2
fors; <tj <s;i+sand|y; — x| > 2(y/& + 51/ =00),
If Fi(t) = ﬂj:,jfsl_ﬂ{p]‘./ > 2t}, then use (7.28) and (7.29) in (7.27) to see that on
D;(t) N Fi(t),fors <t A pj,
Ky,
(7.30) <3 1(si <tj <si 45, ly; —xil <2(Ve +sVPNKIY (1)
J
=L'(s).
Note that L’ is a nondecreasing process. If we sum the second equation in (2.1)
over j satisfying s; <t; <s; + s, |y; — xi| < 2(y/¢ + s1/2%0) "and denote this
summation by Zy), then

(7.29)

(@)
L@<Z&Mm+ S (D

(7.31) =//1(s,- <t <s;

) Si+s . .
+Z/(; /RV(s/,x)y_(l/z)Vf(s/,x)l/ZWJ’V(ds/,dx).

| =2(Ve+sW270)ng (dr', dy)

Now take means in (7.31), use (7.13) and use a standard localization argument to
handle the Q; martingale term, to conclude that

Eg, (Li(s))

EEQi(//l(si<t/§si+s,

:Zl(s,- < je<si+s)e

L =y e
Yji—

Y —xi| <2(Ve+ s(l/z)_‘s"))n;(dt/, dy/))
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x 1(]y" — xi| < (2v/e + 2s(1/2)_80))dy’dyj dx;

1 rl
<) 1(si < je <s +s)8_/0 /(; 1(ly; — xi| < (3 +251/D7%)) dy; dx;
J

<2(3Ve+ 25(1/2)_60)<Z 1(si < je <s;i + s)g)
J
< 6(\/E+S(1/2)_80)(s +6)<12(s + 8)(3/2)_80,

We take s = 27" in the above, use Markov’s inequality, and sum over n to conclude
that for some c(8p) > 0 independent of ¢,

2—n=1 4 g\ (3/2)-26
()

Recall that L (-) is nondecreasing and consider s € [277"=1 27"] to see that above
implies that for 27N > ¢,

0:i (L (s) < (s +&)¥/P72% forall s € [0,27V]) > 1 — c(80)27 V.

0; (Lf 27" < for N <n <log,(l /g)) > 1 — c(8)2~ N,

An easy interpolation argument in N now shows that for some cy(8p), independent
of g,

Qi(L'(s) < (s + &)/ 720 for 0 < s <u) = 1= co(8) (u V &)

(7.32)
Yu > 0.
Apply (7.32) in (7.30) and conclude
Qi < pi A1) < Qi(KyT (1) > (s + )P 720 35 < p; A1)
< Qi(F;i (1)) + Qi(Di(H) N F; (1))
(7.33) + Qi(Li(s) > (s + &) Is < pi A1)
=< Q,-< U e = 2z}> + Qi(Di()°N{p) > 2t})
J=Q@t/)AN;

+ co(80)(t V £)%.

Recall from Section 1 that N, = [¢~!]. The second term is at most ¢7.4(& V t)g by
Lemma 7.4, and by Lemma 7.3, if 4¢ <1 and ¢ < 1/2, the first term is at most

Qi( U {/OJV < 21}) <8c44(tVe) <8csys(tVe).
J<4iN,

If4¢t > 1 ore > 1/2, the above bound is trivial as c44 > 1. We conclude from (7.33)
that

Qi (0; < pi A1) <8cault V&) +cra(e V1) +co(80)(t V&),
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The result follows because 5o <5 < 1. O

APPENDIX A: MOMENT BOUNDS, TIGHTNESS AND PROOF OF
PROPOSITION 2.2

We start with a moment bound obtained by a modification of the proof of
Lemma 4.2 in Mueller and Perkins (1992). Let p(¢, x) = p;(x) denote that Gaus-
sian kernel, that is,

1 2
(A.1) pr(x) = ———e /D, t>0,xeR.
V2t
Let S; denote the corresponding semigroup, so S; f = p; * f for appropriate func-
tions f.

LEMMA A.1. Forany g >1and A, T > 0 there is a Cr ;4 such that for all
g€ (0,1]:

(@) sup,p [PIED (t,x)7 + V(t,x)9) dx < Cr). 4,
(b) sup,—7 cer HEWU(t, %)+ V(t,x)9) < Cr5.4.

REMARK A.2. Lemma A.l and Theorem 1.1 of Mytnik (1998) easily imply
uniqueness in law of each of U and V separately for a pair (U, V) solving (2.7).
To show the uniqueness in law for the pair (U, V), one should follow the proof
of Theorem 1.1 of Mytnik (1998) and derive the counterpart of Proposition 2.3
from Mytnik (1998), which is the main ingredient of the proof. More specifi-
cally, suppose t € [s;, t;) for some i € N,. Following the argument from Mytnik
(1998), for any nonnegative ¢, ¢ € L'(R), one can easily construct a sequence
of M (R)?-valued processes {(Y ", Yz’”)}nzo such that {Yl’”}nzl and {Yz*”}nzl
are independent, and for any U, V) solving (2.7) we have

E[e~@1.00+82.%)]
&.2) ¥ TN+ YE" V) 41 2
BT =V, Us )Y Vg o o
= lim Efe 1Yy =1, Yy" = ¢2].
A similar expression_ can be derived for ¢ € [#;, si+1), 1 € N, and then uniqueness
in law for the pair (U, V) follows by standard argument: see again Mytnik (1998)

where the single process without immigration is treated.

PROOF OF LEMMA A.l. It suffices to consider U. We let C denote a con-
stant which may depend on ¢, A and 7', and which may change from line to line.
Note that equation (2.7) for U can be rewritten in the so-called mild form [see



NONUNIQUENESS FOR A PARABOLIC SPDE 2079

Theorem 2.1 of Shiga (1994)]
_ t
Uy (x) =/0 /ﬂ;{pt—s(x — y)ng (ds, dy)
(A.3) )
+/ / pi—s(x — MU (s, )Y WY ds, dy), t>0,xeR.
0 JR

Let N (¢, x) denote the stochastic integral term in the above. The first term on the
right-hand side of (A.3) can be rewritten as

(A.4) Lt x)=Letx)= ), Pr—s; (x =) (y)dy
Sieggdd,sifl

(the meaning of the above if  =s; some i is obvious). Recall that x; € [0, 1] and
so y in the above integral may be restricted to |y| < 2. Therefore for s; <t <T,

(A.5) M (x — ¥) < Cpag—sy(x — ).
It follows that

sup I (2, x)

t<T,xeR
< Z C(t—si)~ %
s; <t—2¢
(A.6) + ) «/E/Rm(z-s,-)(x —y)dy +1(s; = )" (x)

t—2e<s;<t

t
< CU (t—s)"V2ds + 81/2:|
0

<C,
uniformly on ¢ € (0, 1]. By (A.3) and (A.6) we have for t < T and all x,

A E(U(t,x)?) <C[E(L(t,x)?)+ E(IN(,x)|7)]
' <Cle ™™ + E(IN(t, 0)|%)].

Forg >1and A,t >0 let

v(g, », 1) = sup [ M E[U(s, x)?]dx,

0<s<t

and note that v implicitly depends on €. Using the Burkholder—-Davis—Gundy in-
equality and Jensen’s inequality, we get for g > 2,

E[IN G, 0[]

(A.8) < CE[(/Ot f pis(x = )?U (s, y)?" dy ds)q/z]
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< CE[/Ot f Pi—s(x — )2 U (s, y)V 4 dy dS]

; ) (g/2)—1
X (/0 /pz_s(x —y) dde)
t _ _
< Ct(‘f"z)/‘*EUO /pt_s(x — 2 [U(s, y)? +Us, y)4]dy dS]

The final inequality follows because p;_s(x — y)2 <(t-— s)_l/ 2 pi—s(x —y) and
a?? < a9/? + a4. A short calculation using the above bound, just as in the bottom
display on page 349 of Mueller and Perkins (1992) shows that

v(q,k,t)fC[l+sup e“x'E(IN(t,x)V)dx}
s<t

[by (A.7) with 2 in place of A]

<C+ C/Ol(t — )" Y2 [v(g/2, 1, 5) + v(g, A, 5)]ds

< C[l +v(g/2, A, 1) + /t(t — )" Y2u(g, 1, s)ds].
0

A generalized Gronwall inequality [e.g., see Lemma 4.1 of Mueller and Perkins
(1992)] shows that the above implies that for g > 2,

(A9) (g, r, 1) < (14+v(g/2,x, 1)) exp(4Ct'/?)  forallr <T.

The obvious induction on ¢ = 2" will now give (a) providing we can show

(A.10) v(l,A,T) <C.

It follows from (A.3) and an argument using localization and Fubini’s theorem that

supsupe* ™ E[U (1, x)]

t<T X

<supsup e E[11(1,0)] < C,
1<T x

the last inequality by (A.6). By optimizing over A we get (A.10). Therefore we have
proved Lemma A.1 part (a) except for one detail. To use Lemma 4.1 in Mueller and
Perkins (1992) to derive (A.9) we need to know that v(g, A, T) < oo (the bound
can now depend on ¢). To handle this issue one can localize just as in Mueller and
Perkins (1992) using the facts that t — U, is in D(R., Cr*;p), and (from Propo-
sition 2.1 and U = i U') that the jumps of U occur at {s;} with the ith jump
equaling J < \/e.

Turning to Lemma A.1 part (b), it suffices to consider g > 2. By (A.3), (A.6)
and the first line of (A.8) forr < T, p=¢q/(q —2) and p’ = q/2, we have by
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Holder’s inequality
supe E[U (7, x)7]
X

t
< C<1 n SuPE[(/o f[pt—s(x — )V /p2ixl/g=22vI/g)
X

B q/2
< [PV (5, )27 1prs (6 — )2~V ds) ])

t q/2p
< C(1 n Sup</0 /pt_s(x ) 2Pl a=2lV/a gy, (p — )= 1+1/2D) ds)
X

» EU’ / 28 (5. V2P dy(r — 5y~ 172D dSD
0

t
< C(l —i—/ (t —5)"4rD/CD gsy(yq, A, t))
0

<C.

In the next to last line we have used Lemma 6.2 of Shiga (1994) and in the last line
we have used Lemma A.1 part (a). [

PROOF OF LEMMA 6.4. It suffices to consider U. Let C denote a constant
depending on ¢ and 7 which may change from line to line. We adapt the proof of
Lemma A.3 of Mytnik, Perkins and Sturm (2006) to the white noise setting and
with L = 0. B

By (A.3), (A.6) and the continuity properties of U, we have

E[ sup U(t,x)q]

t<T,xeR

t _ _ q
scq,r<1+E[ s | [ /p,s<x—y)U(s,y)VWU<ds,dy)‘ ])
t<T,xeQ,reQ4 /0 JR

To handle the above expectation we carry out the argument in the proof of
Lemma A.3 of Mytnik, Perkins and Sturm (2006) with A = 0 and W a white noise.
We takea € (0, 1/4) and g > % in that work. With this choice of ¢, the arguments
in Lemma A.3 of Mytnik, Perkins and Sturm (2006) then go through to show that
the expectation in the above is at most

cf [ Navar
sc[" [ T”dxdt

T t
N\ —2a—(1/2) . — gy
SC/(.) ./[/o /(t s) Pi—s(x = ME(U(s,y) )dyds]dxdt
<C,

t _ —
/ / (t =) pros(x — T (s, ) dWY s, y)
0

t _
/0 / (t = )2 py_y(x — 20 (s, ) dyds
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by Fubini, Lemma A.1 part (a) and the choice of a. This gives the result for g >
3/2a and hence for all ¢ > 0. O

We turn next to the proof of Proposition 2.2 which is fairly standard. We follow
the proof in Section 4 of Mueller and Perkins (1992), where a similar existence
proof is given. The main difference is the immigration term in the present situation.

By the mild form of (2.10) we have

ue(t,x) = Z/ p(t—si,y —x)J (1 > s;)dy

—pr(r iy =TI = ) dy
(A.11) Jt
_ _ Y
+/O/p(r 5y — 0)|ue (s, )| W(ds, dy)

=11e(t,x) = Do (t, X) + Ne(2, x).

Now we give a modified version of Lemma 4.4 of Mueller and Perkins (1992).
The only difference is that Lemma 4.4 of Mueller and Perkins (1992) deals with

C;;p instead of Crap, but the proof carries over with almost no change.

LEMMA A.3. Let {X,(t,-):t > 0,n € N} be a sequence of continuous Cryp-

valued processes. Suppose 3q > 0,y >2 and VT, A >0 3C = C(T, L) > 0 such
that

E[|X.(t, x) = X, (¢, X)) 7] < C(|x = x| + |t = £/[)e !
(A.12)
vt,t' €[0,T],

x—x|<lneN

If {Px,0): nen} is tight on Cyyp, then { Px, :n € N} is tight on C(R ., Crap).
We also need Lemma 4.3 of Mueller and Perkins (1992):
LEMMA A.4. IfT, )\ > 0 there is a constant C(T, L) < oo such that

t
/O /(Pr—s(y —x) = pr_(y = x))’e ¥ dy ds

<C(T. M)(x — x|+ (1 = 1) /3)e ]

VO<t' <t<T,

x—=x|<1,2>0,

where p,(z) is defined to be 0 if u < 0.



NONUNIQUENESS FOR A PARABOLIC SPDE 2083

Clearly t — Iy ¢(,-) is in D(R, Crap) with jumps only at {s;} for £ =1 and
at {r;} if £ =2. It is fairly easy to see that for ¢, x fixed Iy (¢, x) converges in
probability to

tnl pl
I(t,x):fo /(;p(t—s,x—y)dyds

by the weak law of large numbers. We need convergence in path space. It is easy
to check that t — I(z,-) isin C(Ry, Crap).

LEMMA A.5. Fort=1,2, Iy ¢ converges in probability in D(R, Cryp) to [
ase | 0.

PROOF. The argument is routine if a bit tedious. We sketch the proof for £ =2
where t; = je. If 6 = &3/, write

Batt)= 3 & [[pimsy (v =%+ Vew) = prgy (0 = 0] @) dw

1j<t—4
+ Z Si—t; syj(x)‘i‘ Z epi—1;(yj — x)
1—8<tj<t 1j<t—§

== Tl,s + T2,e + T3,8-
It is easy to check that for any A, T > 0,
sup T (1, %) < Cr.28//E — 0

t<T,xeR

and

sup M| Ty (2, x)| < Cri/e(1+1n(1/e)) — 0.

t<T,xeR

So it suffices to show that 73 . converges in probability in D(R, Cr:p) to [.
We next write

1
T3.(t,x) = Z (E"pl‘l‘j(yj —X) _8/0 Pi—1;(y —x)dy)

tjgz—éi

1
+ > 8/0 pi—t;(y —x)dy

tj<t=4
= T4,e + Ts,e.

Ts . is a Riemman sum for fé/\l fol pi—s(y —x)dyds (note that t; < 1, whence the
truncation by 1), and using the t — & cut-off, the Gaussian tail and y € [0, 1], it is
easy to see that forany A, T > 0,

Al 1
P TS,E_/(; /0 pi—s(y —x)dyds| =0.

lim sup
e—>0 t<T,xeR
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Therefore it remains to show that T4 . — 0 in probability in D(Ry, Crap). T4 ¢
is a sum of mean 0 independent random variables, and so one easily sees that

E(Tac(t,x)’) <6 Y pa-1p@—0  ase 0.
1j<t—§
If we could show for any ¢, | 0,
{T4,e, :n}is C-tightin D(R4, Crap)
the result would follow as the only possible weak limit point is O by the above.
Let pr—s;(y; —X) = pr—i;(yj —X) — fy Pr—1;(y — x)dy and
[t — 6] =max{je:je <t —34,je€Zi}.

To work in the space of continuous Crap-valued paths, we interpolate 74 . linearly
and define

Tae,t.X)= > epr—s,(yj —X)

tj <[t=6nle,
4+ ((2 = 82) = [t = 8ule,) Pr—11—5841ey —en V11 —8n1ey, fen) — X)
so that t — T4,8n (t,) € C(Ry, Crap). If d is the metric on Cryp, then it is clear that

lim sup d(Tye, (1), Tae, (1)) =0  forall T > 0.
n—>oot§T

Therefore it remains to show that
(A.13) (T4, :n} is tight in C(Ry, Crap).

This is proved by a straightforward application of Lemma A.3, as we illustrate
below.

To illustrate the method of the aforementioned proof let us bound the spatial
moments and work with 74 ¢, hence dropping the trivial continuity correction and
dependence on n. Assume 0 <t < T, A >0 and |x — x’| < 1. For ¢ > 2 we
use a predictable square function inequality of Burkholder [see Theorem 21.1 of
Burkholder (1973)] as follows:

eMxlE[|T4,e(t, x) — Tae(t, x")|7]

2
2q/

Z SZE((ﬁ’—tj (vj =) = pr—i; (y; —x)7)

1 <[i—81

(A.14) < e“'cq[

b X By =0 by b = X))

1j<[t—6]¢
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Now for ¢ > 2 and for, say x > x’,

HE[ pr—ty (v = %) = Pr—s; (v; = )]

1
< ce! '/0 |pz—zj(y —x)— Pr—i; (y _x/)"] dy

1
<Chr(t— fj)_l/zfo |Pr—t; (v = x) = prs, (v — )| * " .

In the last line we used the bound on |x — x’| and the fact that y € [0, 1] to use the
Gaussian tail of (pt_tj (y—x)+ Pi—1;(y — x")) to absorb the e**! as in (A.5). By
using the spatial derivative of p;(z) and then carrying out a change of variables,
we may bound the above by

1
Crr(t— fj)_1/2/0 (r— fj)_(q_l)/2
/
y—Xx y—X
1 <z< d
/ ( = <z< _t_tj)zm(z) z
< CA,T(t — tj)_q+0‘5|x —x/|q_1.
We use the above in (A.14) with ¢ = 2 and general ¢ to conclude that
e‘x|E[|T4,€(t,x) — Tae(t, x")|7]

q/2
< CA,T( Z 82(1‘ . fj)3/2> |x _x/|(I/2

1j<[t=3]¢

qg—1

X dy

FCur Y el — 1) IO — x| 17!

1j<[t=4l¢

<Cu.rlx— X/\q/z,

where we used § = &3/4, g > 2 and an elementary calculation in the last line. So
taking g > 4 gives the required spatial increment bound in Lemma A.3.

A similar, but slightly more involved, argument verifies the hypotheses of
Lemma A.3 for the time increments. Here when 0 <" — ¢ < ¢ the linear interpola-
tion term must be used and the cases [t' — 8], = [t —8]. and [t — 8] = [t — 8] + ¢
are treated separately. The details are left for the reader. This establishes (A.13) and
so completes the proof. [J

Next we apply Lemma A.3 to X, (¢, x) = N, (¢, x) for any ¢, | 0 by showing
that (A.12) holds for X,, = N, .

LEMMA A.6. 3¢ >0,y >2and VT, > 03C =C(T, A) > 0 such that

E[|N.(t,x) — No(t', x| < C(|x = x'|¥ + |t = ¢'|)e !
g EINCD =N = €= =)
ve,t' €0, T],

x—x|<1,0<e<l.
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PROOF. Here we follow the proof of Proposition 4.5 of Mueller and Perkins
(1992). Letg > 1,A>0,0<¢ <t < T and |x —x’| < 1. First, Jensen’s inequality
shows that for nonnegative functions f, g, we have

([re) =([ree)([ )"

Now using the Burkholder—Davis—Gundy inequality and Jensen’s inequality and
allowing ¢, to vary from line to line, we find

E[|Ne(t,x) = Ne (', x') 1]
t
= CQE[(A /(pt—s(y —Xx)— p;/_s(y —)C,))ze_Myl
x M ug (s, )| dydsﬂ

t
< ch[/O /Ius(s, WL (p (v —x) — pr_s(y — x')) 2 dy dS}

qg—1

t
X (/O /(pt—s (v —x) — pr_s(y —x')) e P ay ds)
t X 1/4
< ch[/O f|ug(s, »)| va Myia=D gy a’s}

! 8/3 3/4
X (/0 /!pr—s(y —x) = pr—s(y —x')| dyds)

x C'(T, %, q)(|x — x/|q_l + |t — t’|(q_l)/2)e_)‘(q_1)|x|
(Holder’s inequality and Lemma A.4)
< C'(T, 0 @) (fx =7 o Jr = o470
by Lemma A.1(a) (recall that |us| = |U; — V| < U, + V,) and an elementary

calculation. The result follows. [

PROOF OF PROPOSITION 2.2. Recall that ¢, = ,ll Lemma A.6 allows us to
conclude that N, (¢, x) is tight in C(R4, Cyp) as n — 00. Hence by Lemma A.5
and (A.11), {ug,} is C-tight in D(R, Crap).

It remains to show that any limit point satisfies equation (1.6) (it will then nec-
essarily be a Cryp-valued solution). Recall from (2.10) we have

(e (), 0) = Y 15 <D{J5, ¢) = S 11 < )(J, ¢)
(A.16) ’ . J t
+/0 E(MS(S)’A¢>dS+/O /|u8(s’x)|y¢(X)W(dS,dx)
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for¢p € C2°.
If p € C.(R), then a simple calculation using the strong law of large numbers
shows that with probability 1,

1
lim " 1(s; 5t)<]€x",¢):(t/\1)/ ¢ (x)dx,
n— 00 4= n 0
(A.17) ’ 1
lim " 1(; gz)(Jey,j,qs):(zAl)/ ¢ (x)dx.
n—00 “= 0
J

It is easy to interpolate in ¢ and conclude that the above convergence is uniform in
t with probability 1. By considering a countable dense set of ¢ in C.(R), we may
conclude that with probability 1 for all ¢ € C.(R) the convergence in (A.17) holds
uniformly in ¢.

Choose a subsequence {ny} so that Ug,, converges weakly to u in D(R, Crap)
where u has continuous paths. To ease eye strain, we write uy for Ug, - By Sko-
rokhod’s theorem we may change spaces so that (recall convergence in cadlag
space D to a continuous path means uniform convergence on compacts)

lim sup d(ux(t), u(t)) =0 forall T > 0 a.s.
k_>°°t§T

This fact and the above convergence in (A.17) show that with probability 1 for all
¢ € C2°, the left-hand side of (A.16) and first three terms on the right-hand side of
the same equation converge uniformly in ¢ to the same terms but with u in place
of u., or in the case of (A.17), to the right-hand side of (A.17). Hence the last
term on the right-hand side of (A.16) must also converge uniformly in ¢ a.s. to a
continuous limit M;(¢). So for all ¢ € C2° we have

1
(A.18) (ur, @) :/0 E(u(s), Ap)ds + M ().

We see that M,;(¢) is the a.s. limit of the stochastic integral in (A.16). Using the
boundedness of the moments uniformly in ¢ from Lemma A.1, it is now stan-
dard to deduce that M;(¢) is a continuous JF;-martingale with square function
fot [ u(s, x) |27’¢ (x)?dx ds. Here F, is the right continuous filtration generated by
t — u,. It is also routine to construct a white noise W, perhaps an enlarged space,
so that M;(¢) = fé Ju(s, x)Y¢(x)dW (s, x) for all # > 0 a.s. for all ¢ € CZ°. Put
this into (A.18) to see that u is a Crap-valued solution of (1.6) and we are done.

O

APPENDIX B: CONSTRUCTION OF APPROXIMATE SOLUTIONS AND
PROOF OF PROPOSITION 2.1

Let us fix ¢ € (0, 1]. For this ¢ we construct the sequence of processes men-
tioned in Proposition 2.1, approximating them by a system of processes with “soft-
killing.” Fix n > 0, and define the sequence of processes (U"", V" U"" V') ag
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follows. For any ¢ € Cg (R), let
U™ () = (J5, o)1t = 5;)
t . .
+/ /U"(s,x)HﬂU”"(s,x)1/2¢(x)W“"’U(ds,dx)
0 JR
t . 1 t . ]
—}—/0 U;’"<§A¢>ds—n/0 (uymve, ¢)ds, t>0,i eNg,
VI () = (Y, )1t > 1))
t . .
+/ f V(s x)? 712y (s, )2 () WY (ds, dx)
0 JR
t . /1 to
+/O VSNI(EA('{)) ds—n/0 (v"ul, ¢)ds, 1>0,jeN,,

®B.1) ) T (¢) = /0 /R (0" (5. x) + U" (5. )% = U" (s, 0)% ]

ﬁi,n , .
* /Ewc)vv""ﬂ(ds, dx)
U"(s, x)
t . 1 t
+ [T (580 )asn [Winveglds.  rz0ien.,
0 0

W @r= [ [T+ V) = v

Vin(s, x)
V"(s,x)

.. 71 o
+/ SJ’”<§A¢>ds +n/ (VimUr $lds,  120,) €N,
0 0

dX)WImVY (ds, dx)

where

ur=>"u",  vr=Xv/",
i J
ar=30;" V=3 "
i J
and {winU winV, Wk’”’u, Wl*”’v}iyj?k?leNg is a collection of mutually in-
dependent white noises. For ¢ € C2(R), let (M"Y () =0, {Mi”n’v(¢)},zo,
{M;’”’U((b)}tz(), {Mt]’”’v(@},zo denote the stochastic integrals on the right-hand
side of the equations for U"", V" U"" V)" respectively, in (B.1). For each n,
a solution taking values in (Cj;p)‘”v ¢ to the system of above equations can be con-
structed via standard steps by extending the procedure in Shiga (1994). We will

comment further on this point below.
We also define the following nondecreasing M (R)-valued processes:

. t :
KU @) =n [[(UFVg)ds. 120,06 ChR)
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. t -
Klj,n,V(¢) _ n/O (VI"UT e, )ds. t>0,¢¢eCp(R).
Clearly,

ZKan ZanV_Kn

ieNg jeNg

and (U", V", U", V") satisfies the following system of equations for ¢ € Cg R):

Ul (@)= Y (I, o1t = 51)

ieNg
t
n y n,U
+/0 /RU (5, )" )W (ds, dx)
t n ] n
+/0 U (EAqﬁ)ds—K, @), >0,
Vi@ =) (I ¢)1( = 1))

jeNg
+/0t/RV”(s,x)VqS(x)W”’V(ds,dx)
(B.2) +/0t v;’(%mp) ds — K'(¢), t>0,

~ t ~
0 (¢) = fo /R (T (5. ) + U (s, 00)% — U (s, 1)2]"/2
x ¢ (x) WU (ds, dx)
i1
+ [[or(ja0)ds+ i@, r=0,
7N ! 570 n 2y n 2y11/2
1% (¢):/0 /R[(V (5, %)+ V"(s,x)) = V"(s,x)7]
x ¢(x)W™V (ds, dx)
t.o/1
+/0 vs"(EA¢>ds+K,”(¢), t>0,

with WU wnV wnU wnV being a collection of independent space-time
white noises. For i € N,, define U'" = U™ + U, V" = V" 4+ V" 1 >0
and

(B.3) or=N"ul",  vr=Xv" =0
i j

Since {WinU winV, Wk’”’U, W”"’V, i, J,k,l € Ng}is a collection of indepen-
dent white noises, and by stochastic calculus, one can easily show that the pro-
cesses U", \7” satisfy equations (2.7), and so by Mytnik (1998) they have laws on
D([0, T], Ct ) which are independent of 7.

rap
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Here we comment further on the construction of (U", Vi, l~]i*”, Vi’”)ieNg,
the solution to (B.1). As we have mentioned above, one can follow the proce-
dure indicated in the proof of Theorem 2.6 in Shiga (1994) by extending it to sys-
tems of equations. In the proof, one constructs an approximating sequence of pro-
cesses {(UDk, yink, ﬁi’”’k, Vi*”’k)ieNe}kzl with globally Lipschitz coefficients,
and shows that this sequence is tight in

Ng

[T(C(Isi, 00), Ciy) x C([1i, 00), Cify,) % C([si, 00), i) x C([1i, 00), Cip)),

i=1
and each limit point satisfies (B.1). The only subtle point is that the drift coeffi-
cients U""(-)V"(-) and V" (-)U"(-) in the system of limiting equations (B.1) do
not satisfy a linear growth condition. However, note that, by (B.3), any solution
to (B.1) satisfies the following bounds:

(B.4) AR VAN TN VLI VL AL VAR AL VAU AL

where U” and V" have good moment bounds by Lemma 6.4. Hence, it is pos-
sible to construct {(U?"k, vink gink V””’k)ieNs}kzl so that the bound in
Lemma 6.4 holds uniformly in k: for any ¢, T > 0, there exists C,, 7 such that

supsup E| sup (U""K(s, x)7 + UK (s, x)7 4+ vk (s, x)? + Tk (s, x)q)]
k>1ieNg s<T,xeR

=Cqr.

With this uniform bound in hand, it is not difficult to check that the moment
bound (6.5) from Shiga (1994) [whlch is in fact (A.12) with A = 0], holds for
RS k}k L {vim k}k 1, {Ul e k}k 1, {V’ S k}k>1, for all i € N, on time intervals
of the form [(’ e “3) i € N; and [N,e, T]. This, in turn, by Lemma 6.3 in Shiga

(1994) implies the tightness of the corresponding processes in D¢ (R, C,,,,). Here
Ciem :={f € CR): | fll < oo for any A < 0},

endowed with the topology induced by the norms || - ||; for A <0, and C,5, is
the set of nonnegative functions in Cie. Finally, since the limiting processes
uin, g, l e Ng, (resp., V", \7”’ i € N;) are dominated by U (resp., V) in
D!(R4, C ) it follows that U"", U, vin Vin i e N,, are in D* (R, Crap)
as well. ThlS together with the domlnatlon (B 4) and Lemma A.1, allows us to
take functions in Ctem as test functions in (B.1); however for our purposes it will
be enough to use functions from C%(R) as test functions.
Fix an arbitrary 7" > 1.

REMARK B.1. In what follows we are going to show the tightness of the
sequence of the processes constructed above on the time interval [0, 7']. We will
prove that limit points have the properties stated in Proposition 2.1 on [0, T']. Since
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T > 1 is arbitrary, this argument immediately yields the claim of the theorem on
the time interval [0, 00).

Define E = [0, T] x R. We identify a finite measure K on E with the nonde-
creasing path in D([0, T'], Mr(R)) given by t — K;(-) = K ([0, ¢] x {-}).

PROPOSITION B.2.  {(U"", U, vin yin ghmU gimVy, ) oy is tight
in (C([0, T\ Ge, Mp(R)* x Mp(E)?)Ne. Moreover, any limit point (U', U', V',
Vi KU, Ki’v)ieNg has the following properties:

(1) UL T, VI, Viec(0,T1\ G Cf,) N DE([0, T], L' (R)), Vi € Ng;

(2) KPY KMV e D*([0, T], Mp(R)), Vi € N;

(3) (UL, U, VE VKU KBV o, satisfy (2.1)~(2.4).

The above proposition is the key for proving Proposition 2.1. The proposition
will be proved via a series of lemmas.

LEMMA B.3. {K"},> is tight in Mp(E), and {K}7(1)},>1 is L'(dP)-
bounded.

PROOF. First note that by rewriting equation (2.7) for U” in the mild form
[see (A.3)] one can easily get that for any ¢ € C;r (R),

E[U[’(¢)]SE[ > /R/sz—s,-(z—y)Jf"(y)¢(z)dde]

5 €GoYd ;<1

1
(B.5) = Y fo/R/Rpt—si(z—y)J;‘(y)d)(z)dydzdx

sieggdd’si =t
1
-2 / f / Pi—si (2 — )L (¢ (2) dx dzdy.
RJR JO
Sieggdd’si <t
Estimating the above integrals, we have

E[0r@]<e Y / Si—sdM1(lyl <2)dy

51 €G24 5 <t

<sup | Ssd(M1(lyl <2)dy,

s<t

where {S;};>0 is the Brownian semigroup corresponding to the transition density
function {p;(x),t >0, x € R}
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)]
)]

A
7¢|)(y>1(|y| <2)dyds.

For any nonnegative ¢ € Cg (R) we have from (B.2),

E[Kw)]sE[Z /RJ;%y>¢<y>dy]+E[ (

iegudd

(B.6) <y f /Jx(y)¢(y)dydx+E[fotl7‘?<

godd

t
s/Rl(|y|sz)¢(y)dy+ sup Rs,(

0 r<s

Now by taking ¢ = 1 we get that the sequence of the total masses {K7.(1)},>1 is
bounded in L'(d P). Moreover for any § > 0 we can choose R > 3 sufficiently
large and ¢ such that ¢(z) =0 for |z] < R — 1,¢(z) = 1 for |z] > R with the
property that

7¢D(y)§8 Vi e[0,T],y e[-2,2].

A
s (

E|:/| K?(dz)}fE[K¥(¢)]§4T5 Vn>1,
Z|=R

This shows that

by (B.6), and our choice of ¢ and R. This, in turn, together with the L'(dP)-
boundedness of total masses { K7 (1)},>1, implies tightness of {K"},> in M (E).
O

COROLLARY B.4. (K™Y}, 1 and {K'"V),>1 are tight in Mp(E) for any
i € Ng.
PROOF. The assertion follows immediately from the bound
KU R <K' Wn>1,ieN,. O
Before we start dealing with tightness of {(U", V", om,vn, K™)},>1 we need
to introduce a lemma that will be frequently used.

LEMMA B.5. We have:

(a) Let {W"},>1 be a sequence of {F}]'};>0-adapted space—time white noises,
and {b"(t,x,w)},>1 be a sequence of {F]'};>o-predictable x Borel measurable
processes such that

(B.7) supsup sup E[[p"(t,x,)|’] <oo  forsome p > 4.
n>1xeRte[0,T]
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Then the sequence of processes {X"(t,x),t € [0, T], x € R},>1 defined by

'
X" (t, x) =/ / Pi—s(x — Y)b" (s, y, YW"(ds, dy), 1[0, T], x eR,
0 JR

have versions which are tight in C ([0, T], Ctem)-
(b) Let W be an {F;};>0-adapted space—time white noise, and b(t, x, ) be an
{Fi}i>0-predictable x Borel measurable process such that

(B.8) sup sup E[|b(t,x,)|’]<oco  forsome p > 4.
xeR1€[0,T]

Then the process X defined by

t
X(t,x)= /(; /H;{pt_S(x —Vb(s,y, YW"(ds, dy), te[0,T], x eR,

has a version in C([0, T], Cem). If moreover, | X (¢, x)| < |)?(t, x)| for some Xe
D([0, T1], Crap)’ then X € C([0, T], Crap)-

PROOF. (a) This assertion follows immediately from the estimates on incre-
ments of a stochastic integral [see, e.g., step 2 in the proof of Theorem 2.2 of Shiga
(1994), page 432] and then an application of Lemmas 6.2 and 6.3(ii) from Shiga
(1994).

(b) This again follows by using the estimates on increments of a stochastic inte-
gral [see again step 2 in the proof of Theorem 2.2 of Shiga (1994), page 432] and
then applying Lemmas 6.2 and 6.3(i) in Shiga (1994), to get that the process is in
C([0, T], Ctem). The last assertion is obvious. [

LEMMA B.6. Let
wn:Un—Vn, I’lZl

Then {w"},>1 is tight in D([0, T], Crap), and every limit point is in D*([0, T'],
Crap)-

PROOF. By writing the equation for w” in mild form we get

t
w1, x) = fo /R pies(x — V) (nF(ds. dy) — nZ(ds, )
t
+ /0 /R pies(x = WU (s, y)Y WU (ds, dy)

t
—f/pH(x—y)V"<s,y)VW"vV(ds,dy), =0.x R,
0 JR

Clearly, by the definition of nj, n, , the first term, I (¢, x) (being independent of n)
is tight in D([0, T'], Crap), and is in D*([0, T'], Crap). Using the domination

B.9) U"<U"eD(0,T],C), V" <V"e D([0,T],C;),

rap rap
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and Lemmas 6.4 and B.5(a), the stochastic integral terms are tight in C ([0, T],
Ciem). If S"(z, x) is the difference of the above stochastic integral terms, then the
domination

|8™(#, )| < U™ (1, x) + V"(t,x) + |1 (t,x)| € D*([0, T], Cif,.)»

and the definition of the norms on Ciey and Cryp, shows that {S"} is tight in
C([Oa T]a Crap)- D

Now we are ready to deal with the tightness of {(U", V", U, \7”, K™)}u>1. Let
LP(E) denote the usual L? space with respect to Lebesgue measure on E.

LEMMA B.7. The following assertions hold:

(@) {(U", V", U", V" K")}y=1 is tight in LP(E)* x Mp(E) for any p > 1.
Moreover any limit point has a version

(U, V,0,V,K)eD([0,T],Ct)* x D*([0, T1, Mp(R)).

rap

(b)
t
mfo /Rpt_s(-—wK(ds,dy)eD (10. T1, Crap)-

() {K"}n>1is also tight in C([0, T]\ Ge, Mp(R)), and any of its limit points
satisfies

AK; (1) <e vVt [0, T].

PROOF. (a) We will give the proof just for the tightness of {(U", V", K"")},>1
and the properties of its limit points, since the corresponding results for (o,
\7”)},,2 1 and its limit points will follow along the same lines.

Recall the domination (B.9), where the laws of the upper bounds are indepen-
dent of n. By this domination we immediately get that

{(U" (s, 0)dxds, V" (s, x) dx ds)} -,

is tightin (Mp(E) x M (E)). Recall also that by Lemma B.3, {K"},>1 is tight in

M g (E). This, the fact that the laws of U,,V, are independent of n, and Lemma B.6

allows us to choose a convergent subsequence of (U", V", K", w", U, V”) in

Mpr(E)3 x D([0,T], Crap)3. For simplicity of notation, we will again index this

subsequence by 7. Denote the corresponding limit point by (U, V, K, w, U, V).
Now, for any ¢ € Cp(R), let

t
M;”U(q&)E/O A‘RU”(s,x)y(b(x)W”’U(ds,dx), te[0,T],

t
Mt"’v(qb) E/o ]IZRV”(S, x) p(x)W™V (ds, dx), tel0,T],
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denote the martingales given by the stochastic integrals in the semimartingale de-
composition (B.2) for U/'(¢) and V/"(¢). For any ¢ € Cj,(R), use the Burkholder—
Davis—Gundy inequality, and again the domination (B.9), to get, that for any
p=>2,A>0,

E[|M"Y (¢) — M"Y (9)|"]
<C, sup ePPARIE[G (s, x)P]

s<T,xeR

X [/Re_/ux'|¢(x)|2dx]p/2(t - u)p/Z’

YO<u<t<T.

(B.10)

This, together with Lemma A.1(b) and Kolmogorov’s tightness criterion, implies
that

(B.11) {M"Y($)},.is tight in C([0, T], R)
for any ¢ € Cp(R). Similarly,
(B.12) {M™Y (¢}, s tight in C([0, T], R)

for any ¢ € Cp(R). Let D be a countable subset of Cg(]R) which is bounded-
pointwise dense in Cp(R). That is, the smallest class containing D and closed
under bounded pointwise limits contains Cp(R). By the above, we can take a fur-
ther subsequence, which for simplicity we will index again by n, so that all the
sequences of martingales {M ,”*U(qb)}nz 1, {M,”’V(qﬁ)}nzl indexed by functions ¢
from D, converge in C([0, T'], R). For ¢ € D, we will denote the limiting pro-
cesses by MU (¢), MY (), respectively. Now let us switch to a probability space
where

(o™, v, K", w", 0", V") — (U,V,K,w,U, V)
in Mp(E)® x D([0, T1, Crap)”

(M"Y (p1), M"Y (¢2)) = (MY (1), M" ($2))
in C([0, T1,R)* V¢, ¢ € D,

(B.13)

as n — 090, a.s.

In our next step, we will verify convergence of {(U", V")},>1 in LP(E)2, for
any p > 1. First, by L'(d P)-boundedness of the total mass of K" (Lemma B.3),
we have

(B.14) nE[/OT‘/RUS”(x)VS”(x)dxds] =E[KL(D] <C,
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uniformly in n for some constant C. Therefore we get

T
(B.15) E|:/ / Ul (x)V(x)dx dsi| -0 as n — oo,
0o JR
and hence
T
(B.16) /0 fR (U () AV (0))2 dxds — 0,

in L'(d P). By taking another subsequence if necessary, we may assume
(UM(x) AV'(x)) =0 in L*(E), P-as.
Now recall again the domination

U"<U"—-U inD(0,T],C}), P-as.,

rap
which implies that for any p > 1,
(Urx) AVHx)—0 in LP(E), P-a.s.
Also by
U () = (U500 A V@) + (] (0)
we get that in fact
(B.17) U" - (w)* in LP(E), forany p > 1,P-as.,

and hence U (dt, dx) = w;(x)T dt dx. With some abuse of notation we denote the
density of U (dt, dx) by U;(x). Similarly we get

V(dt,dx) =w;(x)" dtdx,

and we denote its density by V;(x). In what follows we will use the continu-
ous in space versions of the densities of U (dt, dx), V(dt, dx), that is, U;(x) =
w; (x)T, Vi(x) = w;(x)”, and hence, by Lemma B.6, we get that (U,V) €
De([0, T, Crap)z. We delay the proof of the assertion that K € D?([0, T], M (R))
until the proof of part (b).

(b) Fix an arbitrary ¢ € D. We will go to the limit in (B.2) for {U"(¢)},>1. As
{U"},>1 converges a.s. to wT in L%(ds, dx), and

Ur<U"—->U in D([0, T1, Crap),

it is easy to see that {U"(¢)},>1 converges to w'(¢) = [wF(x)@(x)dx in
L?[0, T a.s. As for the right-hand side, use (B.17) with p =1 to get

! 1 ! 1
v (380)as = [ s(380) s
In particular this implies that { U;’(%Aqb) ds}n>1 converges to [, Us(%Aqﬁ) ds
in C([0, T],R) (and hence in L2[0, T]). By (a) {K"(¢)(ds)}n>1 converges to

sup
t<T

<|U" = U| 1 (g 1AG/2]c = O.
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K (¢)(ds) as finite signed measures on [0, T'] a.s., and therefore {K" (¢)},>1 con-
verges in L2[0,T] to K. (¢) a.s. Since the immigration term does not change
with n, it also converges in L2[0, T'].

Now we have to deal with convergence of the stochastic integral term, that
we denoted by M"Y (¢). We proved in (a) that {M”’U(qb)}nzl converges a.s.
in C([0, T],R). Moreover, by (B.10), the martingales M, ’U(qb) are bounded in
L?(dP) uniformly in n and ¢ € [0, T], for all p > 2, and hence the limiting pro-
cess is a continuous martingale that we will call MY (¢). Turning to its quadratic
variation, it follows from (B.17) that the sequence {(U")?" }n>1 converges to U 2y
in L>(E) a.s. and this implies that

(MY (¢)), / /U"(s )2 ¢ (x)>dxds
(B.18)

—>/ /U(s,x)zytp(x)zdxds asn — 0o, P-a.s.
0 JR

Hence, again by boundedness of M, ’U(¢) in LP(dP), p > 2, uniformly in ¢ €
[0, T],n > 1, we get that the limiting continuous martingale MY has quadratic
variation

(MY (¢)), / /U(s ) ¢(x)dxds

for any ¢ € D. Since D is bounded-pointwise dense in Cp(R), M U can be extended
to a martingale measure on E, and one can show by standard procedure that there
is a space—time white noise WY such that

t
M,U(¢>)=/(;/RU(s,x)yq&(x)WU(a’s,dx), t €0, T, V¢ € Cp(R).

Now we are ready to take limits in (B.2) in L2([0, T]). We get

Ui(p) =) (. ¢)1(t = s57)

i
t
(B.19) +f f U(s, x)” ¢ (x)WY (ds, dx)
—I—/ ( Adb) ds — K:(¢), te[0,T].
Note that although some of the convergences leading to the above equation hold

in L2[0, T1, all terms are right continuous in ¢ and so the equality holds for all 7,
and not just for a.e. . By equation (B.19) and the fact that U € D*([0, T], Crap)
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[from (a)] we see that K.(¢) € D?([0, T], R). It then follows from K € Mg(E)
that K. € D?([0, T], MFr(R)), and this proves the last part of (a).

Now we will rewrite the above equation in the mild form. The derivation is a
bit more complicated than, for example, (A.3) for U, due to the presence of the
measure-valued term K. For any ¢ € C,;L ®R),t€[0,T]\ G,

U= 3 /R Si_s (NI (y)dy

5 €GO 5; <t

t
ywU
+ [ [ S0 0Iv G5 W ds.ay)

_ /0 ’ /R Si_s$ (K (ds, dy).

Writing S; in terms of p;, we have

Uy (¢) = /R DS fR Pres, (v — )T (y) dy dx

5;€G24d 5; <t

t
(B.20) 4 fR $(x) fo /R Pr—s(x — YU (s, y)? WU (ds, dy) dx

_/RQS(X)/O[A;{Pt—s(x_y)K(ds’dy)dx’ P-as.,

where the last equality follows by the Fubini and the stochastic Fubini theorems.
Note that we take the time ¢ outside the set G, since, for r € G, K ({t}, dx) could
be strictly positive, and with pg being a delta measure, this creates difficulties
with applying the Fubini theorem. Therefore the case of r € G, will be treated
separately.

By (a), we know that

(B.21) U € D*([0, T1, Cyfy), P-as.
By the domination
U” <U” € D*(I0, T1, C;f,).

Lemma 6.4, and Lemma B.5(b) we may choose a version of the stochastic integral
so that

t
fes / f s — YU (s, )’ WU (ds, dy) € C(10, T1, Crap).
(B.22) 0k
P-as.,

and in what follows we will always consider such a version. This, and the fact that
K. € D*([0, T], Mr(R)), implies that the equality in (B.20) holds P-a.s. for all
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t €[0,T]\ G, and, hence, we get

Uix)= ) Pies; (x — W JF(y)dy

Si Eggdd,sl' <t

! U
+ / fR s (x = WU (s, y)? WU (ds, dy)
(B.23) 0

t
[ [ st = »K s, ay,
0 JR
Leb-a.e. x € R, foreacht € ([0, T]\ G) , P-a.s.

Now let us check that the above equation holds for all (¢, x) € ([0, T]\ G¢) X R,
P-a.s. [recall again that Lemma B.5(b) is used to select an appropriate jointly
continuous version of the stochastic integral]. First, note that the steps similar to
those leading to (B.23) easily imply

Ur(x) = S Ur(x) + Z Rptfsi(x—y)./;"(y)dy

5i €GO r<i; <t

! U
+/ /pt—s(x—y)U(SJ)yW (ds, dy)
(B.24) PR

t
~ [ [ pse = K s, dy),
r JR
Leb-ae. x e R, forallr,t € [0, T]\ G.,r <t, P-as.

Lemma B.5(b) could be easily strengthened to assure, that, in fact, the process

t
X(r1,x) = / /R Pr—s(x — WU (s, )’ WY (ds. dy),

(B.25)

0<r<t<T,xelR,is P-as. continuous in (r, t, x)
and
(B.26) X(t,t,)=0 vt [0, T].

Again, to be more precise, there exists just a version of the process X such
that (B.25) holds, and, in what follows, we will always consider such a version.
As was already noted following Lemma A.4,

®27) 1> Y / Prosi (- = MIE () dy € D0, T, Ch),  Pas.

5;€Godd 5, <t

Let us take A C 2 such that P(A) =1 and for each w € A, (B.21) and (B.23)—
(B.27) hold. Fix an arbitrary w € A and (¢, x) € ((0, T]\ G¢) x R. Then choose
{(r1, zk)}1.k>1 such that the equality in (B.24) holds with (r;, 1, zx) in place of
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(r,t,x),and (r;, zxg) = (t,x) € ([0, T]\ Ge) X R, as [, k — c0. Also assume that
r; < t, for all [ > 1. Note that both {(r/, zk)}; k=1, (t, x) may depend on w. We
would like to show

k—o00

t
lim / / pi—s(zk — VK (ds, dy)
(B.28) 0 R

t
= [ [ pmstr =K @s.dy).
0 JR
Fix § > 0. By (B.21), (B.25) and (B.26) we can choose [* sufficiently large so
that, with r* = r;«, we have

| Us(zi) — St—r+Up+(2k) |
(B.29)

t
[ [ Ptk = UG W ds.dy)| <
¥
for all k£ > 1. Note that we assume without loss of generality that
[r*,1] C [0, T1\ Ge.

Now we are ready to show (B.28). First, by the bounded convergence theorem
and K. € D*([0, T], M (R)), we get

+

r* r*
®30) [ [ psr-Ks.dy = [ [ poste—yKds.dy)
as k — o0. Next consider (B.24) with r = r*, x = zi, to conclude that

Ui (zi) = Si—r+Upx(2)

! U
(B31) + [ [ piste= UGy wds.dy)

t
—_/ /Rpt—s(Zk —y)K(ds, dy) Vk > 1.
r*

Therefore,

/,t /R pi—s(zk — y)K(ds,dy)

(B.32) < |Ui(zk) = Si—r+Upr(z0) | +

t
[ [ presei= UG, WY @s.ay)

<34 Vk>1,
where the last bound follows from (B.29). This together with Fatou’s lemma and
K € D?([0, T], Mg (R)) implies

t
[ [ pesx = wK s, ay)
(B.33) R

k— 00

t
< liminf f f iy (zk — WK (ds, dy) < 5.
r* JR
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Equations (B.32), (B.33) and (B.30) imply

t t
/0 /R Pies(x — K (ds, dy) — /O /ﬂé iy Gz — YK (ds, dy)| < 36,

lim sup
k—o0
and since § was arbitrary, (B.28) follows.

Equation (B.28) together with (B.21), (B.22), (B.27) implies that the equality
in (B.23) holds for all (¢, x) € ([0, T]\ G¢) x R on a set of full probability measure.
Moreover, since all the other terms in (B.23) except fé Jr Pi—s(-—¥y)K (ds, dy) are
in D([0, T], C ), we get that, in fact,

rap

t
t— /0 /Rpt—s(- —y)K(ds,dy) € C([0, T1\ Ge, Cr_gp)’ P-as.

Now let ¢+ € G,, and let us show that, at ¢, the Cr‘;p—valued mapping
r [y Jr Pr—s(- — ¥y)K(ds,dy) is right continuous and with a left limit. We
will prove it fort =s; € Qg’dd for some j (for t € GZ¥" the argument is the same,
even simpler). Note that the measure K({s;}, dx) is absolutely continuous with
respect to Lebesgue measure. This follows from (B.19) and the fact that U is in
DE([0, T, Cr“;p). We will denote the density of K ({s;},dx) by K({s;},x),x € R.
Take n > O sufficiently small such that (s}, s; +n] C [0, T]\ G,. Then, since (B.23)
holds for all (¢, x) € ([0, T]\ G:) x R, we get

Usj+n(x)= Z A;Psﬁn—s,»(x—)’)-];"()’)dy

Si eggdd,si <sj

+ [ par =07 )y
sjtn
(B.34) [ st = UG 3 WY ds.dy)
Sj—l—n
- /0 /R Psyin—s(t — ) (K (ds, dy) — 5, (ds)K ({s;), dy))

—A;pn(x—y)l(({s]'},y)dy Vx e R.

Take 7 | 0. Since the measure (K (ds, dy) — &;;(ds)K ({s;}, dy)) gives zero mass
to the set {s;} x R, by the argument similar to the one used in the case of ¢ €
[0, T]\ G, we can easily derive that

Sj+?7
fo fR Psyins - — Y)(K (s, dy) — 8, (ds)K (is;1, dy))

. fo /Rps,-_sc — V(K ds, dy) — 8, (ds)K ({5}, d)),

in Cryp, as n | 0. Moreover, Uy i+ (+) and the first three terms on the right-hand side
of (B.34) converge in Crap. This immediately implies that the last term [ p,(- —
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YK ({s;}, y) dy also converges in Cy,p, and clearly the limit is
(B.35) K({sj}, ) € Crap’

or more precisely a Cryp-valued version of this density. All together we get
that (B.23) holds also for ¢ € ggdd with po being the Dirac measure; moreover
the Crap-valued mapping r — [; Jp pr—s(- — y)K (ds, dy) is right continuous at
te ggdd. The existence of left-hand limits for r — [y Jp pr—s(- — y) K (ds, dy) at
te did follows by a similar argument. As we noted above, the same proof works
for t € G£¥°", and this finishes the proof of (b).

(¢) By the above t — K, is continuous on [0, T] \ G.. Since {K"} is a se-
quence of continuous, nondecreasing measure-valued processes, its tightness in
M (E) immediately implies tightness on all the open intervals between the jumps
of the limiting process, in the space of continuous measure-valued paths, that is, in
C(0, TT\ Ge, MF(R)).

So, the only jumps K may possibly have are at the points s;, #; € G.. We recall
that a jump of measure-valued process K at any t € [0, T'] equals K ({t},dx) =
K ({t}, x)dx, where by (B.35) K ({t}, ) € Crap for all t € G.. We now calculate the
sizes of those jumps. Consider the possible jump at s;. Assume ¢ is a nonnegative
function in CE(R). By (B.19) (and it’s analogue for V), U =w™ and V =w™~, we
have the following conditions on wsii:

(B.36) Alw™, ¢)(si) = (I, ¢) — (K ({si}, ), }),
(B.37) A(w_, ¢)(s,-) = —(K({si}, ) ¢) <0.

The above are preserved under bounded pointwise limits in ¢ and so continue to
hold for any bounded Borel ¢ > 0.
We consider two cases. First assume ¢ is such that

supp(¢) C {x 1wy (x) =0}.

Then A{w™, ¢)(s;) = (w;, ) > 0 and so (B.37) immediately implies that

(K({si}, ), 9) =0.
Now let ¢ be such that

supp(¢) C {x: w;l_“_(x) =0}.

Then A(w}, ¢) = (w;, ¢) > 0 and so (B.36) immediately implies that (K ({s;},
')9 ¢> 5 (JXi’ ¢>'

We may write 1 = ¢ + ¢, where ¢; is as in case i (i = 1,2) [because
w;l,r_ ()wg, _(x) = 0]. It therefore follows that

A(Ky 1) =(K({si}.), 1) < (J, 1) =¢,

and we are done. [

LEMMA B.8. The following assertions hold.
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(a) For any i € No, (U1, (U™} yz1, (V" st (V") us1 are tight in
C(0, T\ Ge, MF(R)).
(b) Foranyi, jeNg,and ¢y € C,(R),[ =1, ...,4,
(MY @), M (92, M"Y (93), MY (@)} 0

is tight in C ([0, T1, R)*.

PROOF. Fix an arbitrary i € N,. Let us first prove the tightness for {U Lny s
By the nonnegativity of U""’s and the domination U"" < U" — U € D([0, T,
CF;p) a.s. [recall (B.13)], by Jakubowski’s theorem [see, e.g., Theorem I1.4.1 in
Perkins (2002)], it is enough to prove tightness of {Ui’"(¢)}nz1 in C([0,T]\
G, R), for any ¢ € C,%(R). From (B.1) we get

U (¢) =I5, ¢)1(r = 5;) + MP"Y (9)
(B.38) t .
+/0 UM (A¢/2)ds — K™Y (¢), te[0,T].

For any p > 2, we use Holder’s inequality to bound the pth moment of the incre-
ment of the third term on the right-hand side of (B.38),

E[ /ut Uj’"(%Aqb) ds p]

(B39) < sup ekplxIE[l_]"(s,x)p][/ReMxl

s<T,xeR

1 p
§A¢(x) dx] t—u?,

YO<u<t.

Now use Lemma A.1(b) and the Kolmogorov tightness criterion to see that
e |
(B.40) {/ U;’”<§A¢) ds} is tight in C([0, T], R), V¢ € Cg(R).
0 n>1

As for the martingale MU (¢), we can argue exactly as in the proof of tightness
for {M"’U(g&)}nzl in Lemma B.7(a), by using again the domination, U"" (s, -) <
U'(s,-) <U"(s,-),s €0, T], to show that

(B.41) (MY},  istightin C([0, T], R)

for any ¢ € C,»(R). As for KU it is dominated from the above by K" and by
Lemma B.7(c), {K"},>1 is tight in C([0, T]\ G;, Mr(R)). Therefore {K””U}nzl
is also tight in the same space.

We combine this with (B.40), (B.41) and (B.38) to finish the proof of tightness
of {U""}p>1 in C([0, T]1\ Gg, MF(R)).

As for {U in},>1, we get by the same argument as above that

(B.42) {/0 Ui (A¢/2) ds} is tight in C([0, T1, R), V¢ € C(R).

n>1
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For the martingale term, fix an arbitrary ¢ € Cp. We have again tightness of
(M"Y ($)},>1 in C([0, T],R) by the same method as for {M""V (¢)},>1, by
using the domination,

[((7"(5, Y+ U"(s, .))2?’ —U"(s, .)21/]1/2 ,U’#(s) <U"(s,), se[0,T].

The tightness of {Vf’”(¢)},,21 and {\71’"(¢>)}n21 follows in exactly the same
way. U

In what follows we take any converging subsequence of the processes from
Lemmas B.8(a), B.7(a) and Corollary B.4. Recall that D is the countable subset of
C % (R) which is bounded-pointwise dense in Cp(R). By Lemma B.8(b) we can take
a further subsequence, if needed, so that all the martingales from Lemma B.8(b)
indexed by functions from D converge in C ([0, T'], R).

To simplify notation we will still index this subsequence by n. Let us also
switch to the Skorohod space where all the processes mentioned in the previ-
ous paragraph converge a.s. Since (U", V") has the same law as the weakly
unique in D?([0, T], Cri;p)2 solution to (2.7) [by Theorem 1.1 of Mytnik (1998)],
we may, and shall, assume that on our probability space (U", V") — (U, V) in
D([0, T], Crap)z, a.s., and, of course,

utn, gt ut, Ut <0 Ve lieN,,
(B.43) T
yeroybnyr oyt <yt Vn>1,i e N;.
Fori e Ng, let
u,v,o,v,0,v,K, U, vi, g, vi kY kY

be the limiting points of {U" },>1, {V"}n>1, {U tn=1, (vr tn=1, (U1, (V" 1,
{K }n>17 {U n}n>l’ {V n}n>l {U }n>l {V }n>l {K nU}n>la {Kln V}n>1>
respectively. Clearly w.p.1 for all ¢ € [0, T'] \ G,

(B.44) Uu=> U, U=)Y U,
ieNg ieNg

(B.45) Vi= Y Vi, V=)V,
ieNg ieN,

by the corresponding equations for the approximating processes,
U[ U[+U[, ‘7[=Vt+vt forallte[(), T]

by the same reasoning and Lemma B.7(a), and

K=Y k"U=> k"

ieNg jeNg
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By Lemma B.7(a) we may take versions of U, U V, V U,V in D([0, T, rap)
We next refine the state space of the subprocesses corresponding to the individual
clusters.

LEMMA B.9. Foranyi € Ng,
e (D*([0, T1, Mr(R)) N L2(E))* x D([0, T1, Mp(R))?
and (U', U, Vi, VI KBU KDY on, satisfy (2.1), (2.2) and (2.4).

PROOF. Although U’ (and similarly V', U', V') is defined as a limit point
of {U""},=1 in C([0,T]\ Ge, Mp(R)), it can be also considered as a limit of
{U""},>1 in the weak L%(E) topology [in the sequel we denote the space L?(E)
equipped with the weak topology, by L>Y(E)]. Indeed, since by (B.43), all
yin, gin (resp., vin yiny are bounded from above by U" — U in D([0, T,
Cct ) [resp., V"* — V in D([0, T], C )], we get that, in fact,

rap rap

{Ui’n }n>1’ {ﬁi’n}n>1’ {VM }n>1’ {Vivn}nﬂ

are all relatively compact in L>Y(E). This and the convergence of {U" =1,
(vi "Y1, {U s1, {V ">1,1in C([0, T]\ G, MF(R)) as n — oo, imply that

(utn, g, vin vy (U, 0, v VY in L2Y(E)*, P-ass., as n — o0.
Therefore we have
UL U, ViV e (0, T\ Ge, Mp(R)) N LA(E).

From our earlier remark prior to Proposition B.2 and K LU KwV e Mp(E), we
have

(KU, K"V) e D([0, T1, Mp(R))?.

Now let us derive the semimartingale decomposition for U*. Consider the con-
vergence of the right-hand side of the equation for U (¢) in (B.1). By conver-
gence of {U""},>] in L>Y(E) and in C([0, T]\ Gs, Mr(R)) we get that, for any
¢ € Ci(R) andanyr <T,

! : A t N
f/Uévn(x)—(j)(x)dxds—)//Us’(x)_(p(x)dxds
@46y O E 2 0 Jr 2

asn — oQ.

Now fix an arbitrary ¢ € D. By Lemma B.8(b) we may assume that M"Y (¢)
converges a.s. in C([0, T], R). Moreover, using a bound analogous to (B.10), one
can immediately get that, for any p > 2, the martingale Mti n ’U(¢) is bounded in
L?(dP) uniformly in n and ¢ € [0, T']. Hence, the limiting process is a continuous
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L?-martingale that we will call M"V(¢). For its quadratic variation, recall that
the sequence {(U")Z?’_l}nzl converges to U2’ ™! strongly in L>(E) [by (B.17)]
and this together with convergence of {U"},>1 in L>* (E) implies that, for any
peCp(R)yandr < T, wp.l

(M"Y (¢)), / /U”(s 00U (s, x)p(x)? dx ds
(B.47)
—>/ /U(s,x)zy_]Ui(s,x)qb(x)zdxds as n — 0o.
0 JR

Hence, again by boundedness of M;’"’U(qb), in LP(dP), p > 2, uniformly in ¢ €
[0, T],n > 1, we get that the limiting continuous martingale M*Y has quadratic
variation

(M"Y (g)), f /U(s 0 Ui, x)p(x)*dx ds

for all ¢ € D C Cp(R). Moreover, by repeating the above argument for Vin we
get that (U', V'),cn,, solves the following martingale problem:

For all ¢;, ¥; € D C C(R),
Ul(pi) = (I, )1t = s1) + MY (¢)

(B.48) +/ ( A¢,>ds— K'Y@) Viel0,TlieN,,
VI () = (17, 9 =)+ MY ()
+f ( mp,)ds k')  Viel0,TljeN,,

where M"Y (¢;), Mj’V(wj) are martingales such that for all i, j € N,

(MY (), M7V (@), =81, /0 fR UGs, ) =10 (s, )i (1) d ds,

. . t .
B49) Y (MY (i), MYy ), = 81 fo /R Vs, 0¥ Vi (s, )i () dx ds,

(MY g, MIV (W), =0 Vi j €N

Note that the equality in (B.48) holds for any ¢ in [0, T'] \ G, since both left- and
right-hand sides are continuous processes on [0, T'] \ G,; moreover the right-hand
side is cadlag on [0, T']. Using this and the domination U, I < U, and V <Vfort ¢
G, we may construct versions of U’ and V'’ in D®([0, T], Mr(R))N L2(E) so that
equality in (B.48) holds for all ¢ in [0, T']. Clearly the martingale problem (B.48)
can be also extended to all ¢;, ¥, € Cl%(R) by a limiting procedure, again using
the L?(d P) boundedness of the martingales for any p > 2.
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Now let us handle the processes U i,~‘_7")~,.i € N;. By the same steps that were
used to treat (U', V');cn, we get that (U', V');cn, satisfies the following martin-
gale problem:

Forall ¢;, ¥; € D C CA(R),
T (i) = (T, ¢t = s;) + MY (¢)
.1 iU .

B.50) +/O US<EA¢i)ds+K, ()  Vtel0,T]ieN,,
V@) = (0, wine =)+ MY ()

. .

+/ stem/fj)derK/’V(w,-) Vi €[0,T], j €N,
0

where by Lemma B.8 MY (di), MV (1 ;) are continuous processes. By the same
argument as before [the uniform in n and ¢, boundedness L?(d P), p > 2, of the
approximating martingales] they are martingales and we would like to show that,
for any i, j € Ng,

(M"Y (@), M7V (),
_s .‘/‘f (U(s,x) + U(s, x))% — U(s, x)%
o e l7(s, x)
x U’ (s, x); (x)2 dxds,
(B.51) (MY (i), MY (),
s /r (V(s,x) + V(s,x)% — V(s,x)%
o Jr V (s, x)
x Vi(s, )i (x)* dx ds,
(MY (g0, MPY (g ), =0,
As before, the orthogonality of the limiting martingales follows easily by the uni-
form in n and ¢, L?(d P), p > 2, boundedness of the approximating martingales
and their orthogonality. Next we calculate the quadratic variations. We will do it

just for M’U (¢), for some i € N;. It is enough to show that for any ¢ € Cp(R) and
1€[0,T],

U (s, ) (x)dx ds

/f/ (lNJ”(s,x)+U"~(s,x))2V —U"(s, x)¥
0 JrR Un(s, x)
N /r (U (s.x) + U (s, )7 = U(s. )
0 JR U(s, x)

(B.52)

U'l(s, x)¢(x)dxds,

in L'(dP), as n — oo. Denote

F(it,u)= i +u)? —u®.
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Then, for any ¢ € C,(R) and ¢ € [0, T'], we get
‘/f/ F(U"(s,x), U" (s, x))

U (s, x)p(x)dx ds

ﬁ"(s,x)
L F(U(s,x),U(s, X)) ~;
_/ / o Ui (s, x)p (x)dx ds

- fo (F(F/"(s,x),U"(s,x)) B F(F](s,x),U(s,x)))

(B.53) - ﬁn(s,x) l~](s,x)
x U™ (s, )¢ (x)dx ds
FUGs, 0, UG, %) (T (5, x) — T (5, %)) (x) dx ds
U(s, x)

=7l +12’n.
Clearly
(B.54) FUG 0. U6 X)) o gov-1 ¢ 12y,

Ul(s, x)
and hence by convergence of U to U’ in L>"(E), a.s., we get that
1>" =0 asn — 00 a.s.

and by dominated convergence 1t is easy to get that, in fact, the convergence is in
L'(dP). As for 1", by using | (S x)l < 1 we immediately get that

Il’”§A /R\F(ﬁ"(s,x),u"(s,x))—F(ﬁ(s,x),U(s,x))|¢(x)dxds

tr F(U(s, x),U(s, x))
+/ / ﬁ(s,x)

We again use (B.54) and convergence of U" and U" to U and U, respectively,
in LP(E) for any p > 1, we immediately get that, I — 0, as., as n — 00.
Use again the dominated convergence theorem to get that, in fact, the convergence
holds in L!(d P), and (B.52) follows. As a result we get that Ui, vi, U, \7i), i €
N, solves the martingale problem (B.48), (B.49), (B.50), (B.51), with all martin-
gales corresponding to different processes being orthogonal.

Now, as before, [see the proof of Lemma B.7(b)], the martingales in the mar-
tingale problem can be represented as stochastic integrals with respect to inde-
pendent white noises, and hence one immediately gets that (U", LV, U iy )leNg
solves (2.1), (2.2) and (2.4) but with (U, Vi, U', Vi) e (D*([0, T, MF(R)) N
L?(E))*,i € N,. Here we note that equality in (B.44) as M (R)-valued processes
extends to all ¢ € [0, T'] by right-continuity. [

U (s, x) = U" (s, x)|p(x) dx ds.
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To finish the proof of Proposition B.2 we next verify the following lemma.

LEMMA B.10. U, U, V), Vi € C([0,T]\ G, C;f)) N DE([0, T1, L'(R)),
Vi € Ng.

PROOF. We will prove it just for U*, as the proof for the other terms goes along
exactly along the same lines. Similarly to the steps in the proof of Lemma B.7(b),
we first write the equation for U’ in the mild form to get

U"(t,x)szszfsi(x—y)Jg’”(y)dy

t . .
+ / / Prs(x — YU (s, 9) V20 (s, ) 2WH (ds, dy)
(B.55) 0 /R

t .
— [ [ pistx = KV s, )
0 JR
Leb-a.e. (t,x) € ([0, T1\ G¢) x R.

We now argue as in the proof of part (b) of Lemma B.7. The first term on the right-
hand side of (B.55) clearly belongs to D®([0, T'], Cryp). Similarly by the bound
ur-'"2WUH"? <07 e D([0, T). C).

rap

Lemma 6.4, and Lemma B.5(b), we see that the second term on the right-hand
side is in C([0, T'], Crap). As for the third term on the right-hand side, one can
use the domination K*Y < K, Lemma B.7(b) to get that K"V ({1}, dx) =0 for
any t € [0, T]\ G¢. For P-as. w, take arbitrary (¢,x) € ([0, T] \ G¢) x R and
{(tx, zk)}k>1, such that limg_ o (#%, zx) = (¢, x). Then by Lemma B.7(b), we get
that {1(s < ) py,—s(zk — y)} is uniformly integrable with respect to K (ds, dy) and
hence by domination it is also uniformly integrable with respect to KU (ds, dy).
This gives continuity of the mapping

(rx) > /0 /R Prs(r — VKU (ds, dy)

on ([0, T]\ G¢) x R, and again by domination we may easily show that

g o iU +
roe [ ] pees = KV s dy) € C0.TIN G Ciy).

All together, this gives that the right-hand side of (B.55) belongs to C([0, 7]\
Ge, Crap). Hence there is a version of U' whichisin C([0, T]\ G, Cr_gp) as well.
Note that, in fact, the above argument also easily implies that for any ¢ € G,,

(B.56) U'(r,)— U'(t—,-)  in Cpp, P-ass.
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asr 1 t, where

Uit—x) =10 > s,-)/;{pmi (x — )J5 (y)dy
t . .
(B.57) n / f Pies(x = DU (s, ) 12U (s, ) PWU (ds, dy)
0 JR

t . .
- /O fR Presr — V(KU (ds, dy) — 8,(ds) KU ({1}, dy))

for x € R. Indeed, for (¢, x) € G, x R, take again arbitrary (¢, zx) such that #; 1 ¢
and zx — x, as k — oo. Again by Lemma B.7(b), we get that {1(s < ) p, —s (zk —
y)} is uniformly integrable with respect to (K(ds,dy) — K({t},dy)); hence
by domination it is also uniformly integrable with respect to (KY (ds,dy) —
8¢ (ds)K’ Y({t},dy)). This easily implies that U’(t, zx) — U'(t—, x), where
Ui (t—, x) satisfies (B.57), and hence (B.56) follows.

Clearly, (B.56) implies that corresponding convergence also holds in L' (R),
and hence to finish the proof of the lemma it is enough to show that for any ¢ € G,

(B.58) Ui(r,)— U'(t,)  inL'(R), P-as.

as r | t. Again, as in the proof of Lemma B.7(b), we will show it fort =s; did
for some j. By (B.48), we get that

(B.59) Uy (dx) = Uy, _(dx) +1(si = s)) I3 (x)dx — K"V ({s;}, dx).

Recall again that K*Y({s;}, dx) is dominated by K({s;},dx), which, in turn,
by (B.35) is absolutely continuous with a density function in C;gp Therefore
K Y({s i}, dx) is also absolutely continuous with a density function K" LU (s i} x),
x € R, bounded by a function in Crap This together with (B.56), our assumptions

on J and (B.59) implies that Us’j (dx) is absolutely continuous with bounded
density function

(B.60) Uy, () € L'(R).

For any n € (0, ¢/2), by combining (B.59), (B.56) (with = s;) and (B.55) (with
t =sj+n), we have

U'Gsj+n,-)

= S,U' (s}, ")
(B.61)

sj+n _ . .
+f /Rpsﬁn_s(- WU (s, y) " 2U (5, ) PWEU (ds, dy)
Sj

Sj+n ) '
- /; /Rpsj-—t—r)—s(‘ - y)(K”U(ds,dy) —5sj(ds)Kl’U({sj},dy))
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for x € R. As n | 0, the convergence to zero in Cr,p of the second and the third
terms on the right-hand side follows easily as in the last part of the proof of
Lemma B.7(b). By (B.60), the first term on the right-hand side of (B.61) converges
to Ui(sj, ) in L'(R) and we are done. I

PROOF OF PROPOSITION B.2.  Except for property (2.3), Proposition B.2 fol-
lows from Corollary B.4, and Lemmas B.8(a), B.9, B.10. For (2.3) we note that

Ultt, )V, x) <U@, x)V(E,x) =wT (7, x)w (1, x) =0. 0

PROOF OF PROPOSITION 2.1. As we mentioned in Remark B.1, since 7 > 1
can be chosen arbitrary large, it is sufficient to prove the theorem on the time
interval [0, T'].

Clearly, by Proposition B.2 and the definition of U = U’ 4+ U, Vi = Vi 4+ Vi,
we immediately get that

(0", V') € (C(10. TI\ Ge. Ch)) N D([0, T, L' (R)))*, i €N,

and satisfies (2.6) and (2.7). We saw in Section 2 that (2.5) and its analogue for
(U, V7) follow from the other properties. Then, by repeating the argument in the
proof of Lemma B.10 and taking into account the absence of the terms K LU gLV
at the right-hand side of the equations for U’, V!, we immediately get that, in
fact, (U', V) € D*([0, T], C)%,i € Ne,and Ui, € C([0, T —s;1, Ct), Vi, €
C(t;, T —t;],C),i € Ng, and part (a) of the theorem follows. Part (b) follows

rap

from Lemma B.7(c). O
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