# CONSTRUCTION OF A CLASS OF MODULAR FUNCTIONS AND FORMS 

Marvin Isadore Knopp

1. Introduction. Let $G(j)$ be the principal congruence subgroup, of level $j$, of the modular group. In this paper we construct functions which are invariant under $G(j)$, for each integer $j \geqq 2$.

We begin by defining certain functions $\lambda_{\nu}(j ; \tau)$ which, although not in general invariant under $G(j)$, do possess the transformation properties
(1.01) $\quad \lambda_{\nu}(j ; T \tau)=\lambda_{\nu}(j ; \tau)+$ constant, for all $T$ in $G(j)$.

This is the content of the main theorem, Theorem (4.02). Once this result has been established it is a simple matter to construct invariants for $G(j)$ by forming certain linear combinations of the $\lambda_{\nu}(j ; \tau)$. This is done in § 5 .

These functions $\lambda_{\nu}(j ; \tau)$ are defined as Fourier series which generalize the Fourier series expansion of $\lambda(\tau)$, given by Simons [6]. To derive the transformation equations (1.01), we proceed directly from the Fourier series, extending a method introduced by Rademacher [4], and since generalized by Lehner [2] and the author [1]. Although in [4] only the invariant $J(\tau)$ for the modular group is treated, the method of [4] has much wider applicability. Thus, in [2] it is used in the case of the modular group to overcome the usual convergence difficulties encountered in constructing forms of dimension -2 by means of Poincaré series, while in [1] it is used to construct forms of nonnegative even integral dimension (in which case we, of course, do not have the method of the Poincaré series) for the modular group and several other closely related groups.

We will indicate in section 6 how the method of this paper can be used to construct automorphic forms of all positive even integral dimensions for the groups $G(j)$. In a future publication these same methods will be applied to construct automorphic functions and forms for certain other congruence subgroups of the modular group and for congruence subgroups of several other groups.

I would like to thank the referee of this paper for his helpful remarks.
2. Several lemmas. In [4] the principal analytic tool is a rather delicate lemma in which the terms of a certain conditionally convergent double series are rearranged. Several variations of this lemma can be

[^0]found in [1] and [2]. In this section we derive two generalizations of the lemma that will be needed in $\S 4$.

Lemma (2.01). Let $a<0, b<0, d>c>0$. Let $y>0, r \geqq 0$, and $\nu$ and $j$ be positive integers. Let $t=(c-1 / 2 b) d^{-1}$. Then

$$
\begin{align*}
& \sum_{k=1}^{\infty} \lim _{N \rightarrow \infty} \sum_{|m| \leqq N}^{*} \frac{e^{-2 \pi i \nu m^{\prime} \mid k}}{k^{1+r}(k i y-m)}  \tag{2.02}\\
& =\lim _{k \rightarrow \infty}\left\{\sum_{k=1}^{[K(a t-c)]} \sum_{|m-b k / a| \leq K / a}^{*} \frac{e^{-2 \pi i v m^{\prime} / k}}{k^{1+r}(k i y-m)}\right. \\
& \left.+\sum_{k=[K(a t-c)]+1}^{[K(a t+c)]} \sum_{\frac{a k-K t}{c} \leq m \leq \frac{b k+K}{a}}^{*} \frac{e^{-2 \pi i v m^{\prime} / k}}{k^{1+r}(k i y-m)}\right\} .
\end{align*}
$$

where the asterisk (*) indicates that the inner sum is taken on those $m$ such that $(m, k)=1$ and $m \equiv 1(\bmod j)$, the sharp (\#) indicates that the outer sum is taken on those $k$ such that $k \equiv j\left(\bmod j^{2}\right)$, and $m^{\prime}$ is $i s$ defined by $m m^{\prime} \equiv-1(\bmod k)$.

Lemma (2.03). Let $y, r, \nu$, and $j$ be as above. Let $\rho$ be any positive number. Then

$$
\begin{align*}
& \sum_{k=1}^{\infty} \lim _{N \rightarrow \infty} \sum_{|m| \leq N}^{*} \frac{e^{-2 \pi i v m^{\prime} \mid k}}{k^{1+r}(k i y-m)}  \tag{2.04}\\
& \quad=\lim _{K \rightarrow \infty} \sum_{k=1}^{[\rho K]} \sum_{|m| \leq K}^{*} \frac{e^{-2 \pi i \nu m^{\prime} \mid k}}{k^{1+r}(k i y-m)} .
\end{align*}
$$

Remark. With care, (2.03) could have been included as a special case of (2.01). However, it is simpler and somewhat more germane to our purpose to state them as separate lemmas. It should be noted that Lemma (2.03) is the same as a lemma in [1], except for the congruence conditions on $m$ and $k$.

A geometric interpretation may be helpful. By a "lattice point" we will mean a pair of relatively prime integers $k, m$ such that $k \equiv j\left(\bmod j^{2}\right)$ and $m \equiv 1(\bmod j)$. Rademacher's lemma [4] shows that the sum can be taken by first summing over the lattice points of the half square in the $k-m$ plane defined by $1 \leqq k \leqq K,|m| \leqq K$, and then letting $K \rightarrow \infty$. Lemma (2.03) allows us to first sum over the lattice points of the rectangle $1 \leqq k \leqq[\rho K],|m| \leqq K$, while Lemma (2.01) shows that the sum can be taken first over the lattice points of the trapezoid bounded by the lines $k=0, m=(a k-K t) / c, m=$ $(b k-K) / d, m=(b k+K) / d$.

The lemma can actually be proved for other trapezoids, but the form in which we have stated it will suffice for our application.

Proof of (2.01). We prove the lemma in the case $r=0$, the proof
for $r>0$ being virtually the same. We first show the convergence of the left hand side of (2.02).

$$
\sum_{|m| \leqq N}^{*} \frac{e^{-2 \pi i m^{\prime} \nu / k}}{k(k i y-m)}=k^{-1} \sum_{0 \leqq n<k}^{*} e^{-2 \pi i h^{\prime} \nu / k} \sum_{\substack{n \\|n k+n| \leqq N}} \frac{1}{k i y-h-n k}
$$

where we have put $m=h+n k$. Therefore,

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \sum_{|m| \leqq N} * \frac{e^{-2 \pi i m^{\prime} \nu / k}}{k(k i y-m)}=k^{-2} \sum_{0 \leqq n<k}^{*} e^{-2 \pi i h^{\prime} \nu / k} \lim _{N \rightarrow \infty} \sum_{\substack{n \\
|n k+n| \leqq N}} \frac{1}{i y-h / k-n} \\
& \quad=k^{-2} \sum_{0 \leqq n<k}^{*} e^{-2 \pi i h^{\prime} \nu / k} \cdot 2 \pi i\left(1 / 2-\left\{1-e^{2 \pi i(i y-h / k)}\right\}^{-1}\right) \\
& \quad=\pi i k^{-2} \sum_{0 \leqq h<k}^{*} e^{-2 \pi i h^{\prime} \nu / k}-2 \pi i k^{-2} \sum_{p=0}^{\infty} e^{-2 \pi y p} \sum_{0 \leqq n<k}^{*} \exp \left[-\frac{2 \pi i}{k}\left(\nu h^{\prime}+p h\right)\right] .
\end{aligned}
$$

Now, the inner sum of the second term is a Kloosterman sum, for which we have the estimate (see [5])

$$
\begin{equation*}
\sum_{0 \leqq n<k}^{*} \exp \left[-\frac{2 \pi i}{k}\left(\nu h^{\prime}+p h\right)\right]=O\left(k^{2 / 3+\varepsilon}\right) \tag{2.05}
\end{equation*}
$$

Also, the sum in the first term can be written

$$
\sum_{0 \leqq n<k}^{*} \exp \left[-\frac{2 \pi i}{k}\left(\nu h^{\prime}+k h\right)\right]=O\left(k^{2 / 3+\varepsilon}\right) .
$$

We conclude that

$$
\lim _{N \rightarrow \infty} \sum_{|m| \leqq N}^{*} \frac{e^{-2 \pi i m^{\prime} v / k}}{k(k i y-m)}=O\left(k^{-4 / 3+\varepsilon}\left\{1-e^{-2 \pi y}\right\}^{-1}\right)
$$

and the left hand side of (2.01) converges.
Let $Z$ denote the set of integers. Let $z_{1}(K)=[K(d t-c)]$ and $z_{2}(K)=[K(d t+c)]$. We let $\mathscr{A}(K, N)=\{m \in Z \mid-N \leqq m<(b k-K) / d$ or $(b k+K) / d<m \leqq N\}$ and $\mathscr{B}(K, N)=\{m \in Z \mid(b k+K) / d<m \leqq N$ or $-N \leqq m<(a k-K t) / c\}$.

We can now state the lemma in the following form

$$
\begin{align*}
\lim _{K \rightarrow \infty}\left\{\sum_{k=1}^{z_{1}(K)}\right. & \lim _{N \rightarrow \infty} \sum_{m \in \mathscr{X}(K, N)}^{*} \frac{e^{-2 \pi i m m^{\prime} \nu / k}}{k(k i y-m)}  \tag{2.06}\\
& \left.+\sum_{k=z_{1}(K)+1}^{z_{2}(K)} \lim _{N \rightarrow \infty} \sum_{m \in \mathscr{X}(K, N)}^{*} \frac{e^{-2 \pi i m^{\prime} \nu / k}}{k(k i y-m)}\right\}=0 .
\end{align*}
$$

The function defined by

$$
g(m)=\left\{\begin{array}{l}
e^{-2 \pi i m^{\prime} \nu / k}, \text { if }(m, k)=1 \text { and } m \equiv 1(\bmod j) \\
0, \text { otherwise }
\end{array}\right.
$$

is periodic modulo $k$. This is easily seen if we recall that $k \equiv j\left(\bmod j^{2}\right)$
and therefore $j \mid k$. It follows that

$$
g(m)=\sum_{l=1}^{k} B_{l} e^{2 \pi i l m / k},
$$

where

$$
B_{l}=k^{-1} \sum_{0 \leqq m<k}^{*} \exp \left[-\frac{2 \pi i}{k}\left(\nu m^{\prime}+l m\right)\right] .
$$

Using (2.05) we see that

$$
\begin{equation*}
B_{l}=O\left(k^{-1 / 3+\varepsilon}\right) . \tag{2.07}
\end{equation*}
$$

In the first double sum of (2.06) put

$$
\begin{align*}
T_{k}(K, N) & =\sum_{m \in \mathscr{A}(K, N)}^{*} \frac{e^{-2 \pi i v m^{\prime} \mid k}}{k(k i y-m)}=\sum_{m \in \mathscr{A}(K, N)} \sum_{l=1}^{k} B_{l} \frac{e^{2 \pi i l m / k}}{k(k i y-m)}  \tag{2.08}\\
& =\sum_{l=1}^{k-1} B_{l} \sum_{m \in \mathscr{A}(K, N)} \frac{e^{2 \pi i l m / k}}{k(k i y-m)}+B_{k} \sum_{m \in \mathscr{A}(K, N)} \frac{1}{k(k i y-m)} .
\end{align*}
$$

Let $T_{k}(K)=\lim _{N \rightarrow \infty} T_{k}(K, N), z_{3}(K)=[(K+b k) / d]$, and $\left.z_{4}(K)=[(K-b k) / d]\right]_{\infty}$
Recalling the definition of $\mathscr{A}(K, N)$ and making use of (2.08), we may; write

$$
\begin{align*}
T_{k}(K)= & k^{-1} \sum_{l=1}^{k-1} B_{l} \sum_{m=z_{3}(\bar{K})+1}^{\infty} \frac{e^{2 \pi i l m / k}}{k i y-m} \\
& +k^{-1} \sum_{i=1}^{k-1} B_{l} \sum_{m=z_{4}(\mathbb{K})+1}^{\infty} \frac{e^{-2 \pi i l m / k}}{k i y+m} \\
& +B_{k} k^{-1} \sum_{m=z_{4}(\bar{K})+1}^{\infty}\left(\frac{1}{k i y-m}+\frac{1}{k i y+m}\right)  \tag{2.09}\\
& +B_{k} k^{-1} \sum_{m=z_{3}(\mathbb{K})+1}^{z 4\left(\sum^{\prime}\right)} \frac{1}{k i y-m} \\
= & S_{1}+S_{2}+S_{3}+S_{4} .
\end{align*}
$$

To handle $S_{1}$, put

$$
E_{m}=\sum_{p=z_{3}(\mathbf{K})+1}^{m} e^{2 \pi i l p p / k}=\frac{e^{\pi i l(2 m+1) / k}-e^{\pi i l\left(2 z_{3}(\bar{K})+1\right) / k}}{e^{\pi i l / k}-e^{-\pi i l / k}}
$$

Therefore,

$$
\left|E_{m}\right| \leqq(\sin \pi l / k)^{-1} \leqq(\min \{2 l / k, 2(k-l) / k\})^{-1} \leqq \frac{k}{2}(1 / l+1 /(k-l))
$$

Now,

$$
\begin{aligned}
\sum_{m=z_{3}(K)+1}^{\infty} \frac{e^{2 \pi i l m / k}}{k i y-m} & =\sum_{m=z_{3}(\mathbb{K})+1}^{\infty} \frac{E_{m}-E_{m-1}}{k i y-m} \\
& =\sum_{m=z_{3}(\bar{K})+1}^{\infty} E_{m}\left(\frac{1}{k i y-m}-\frac{1}{k i y-m-1}\right) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \left|\sum_{m=z_{3}(K)+1}^{\infty} \frac{e^{2 \pi i l m / k}}{k i y-m}\right| \\
& \quad \leqq \frac{k}{2}(1 / l+1 /(k-l)) \sum_{m=z_{3}(K)+1}^{\infty}\left\{k^{2} y^{2}+m^{2}\right\}^{-1 / 2}\left\{k^{2} y^{2}+(m+1)^{2}\right\}^{-1 / 2} \\
& \quad<\frac{k}{2}(1 / l+1 /(k-l)) \int_{z_{3}(K)}^{\infty} \frac{d x}{x^{2}}=\frac{k}{2}(1 / l+1 /(k-l))[(K+b k) / d]^{-1}
\end{aligned}
$$

Now, we are here considering only those $k$ in the range $1 \leqq k \leqq z_{1}(K)$ $=[K(d t-c)]$. Since $\quad b<0, d>0,(K+b k) / d \geqq\{K+K b(d t-c)\} / d=$ $K / 2 d$. Making use of (2.07), we conclude that

$$
\begin{aligned}
S_{1} & =k^{-1} \sum_{l=1}^{k-1} B_{l} \sum_{m=z_{3}(\bar{L})+1}^{\infty} \frac{e^{2 \pi i l m / k}}{k i y-m} \\
& =O\left(k^{-1} \sum_{l=1}^{k-1} k^{-1 / 3+\varepsilon} \frac{k}{2}\{1 / l+1 /(k-l)\} K^{-1}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
S_{1}=O\left(k^{-1 / 3+\varepsilon} K^{-1} \log k\right) . \tag{2.10}
\end{equation*}
$$

We can estimate $S_{2}$ in exactly the same way simply by noticing that $(K-b k) / d \geqq K / d$. We obtain

$$
\begin{equation*}
S_{2}=O\left(k^{-1 / 3+\varepsilon} K^{-1} \log k\right) \tag{2.11}
\end{equation*}
$$

The estimation of $S_{3}$ is simpler. We notice that

$$
S_{3}=B_{k} \cdot k^{-1} \sum_{m=z_{4}(\mathbb{K})+1}^{\infty} \frac{2 i y k}{-y^{2} k^{2}-m^{2}}
$$

and hence

$$
\left|S_{3}\right|<\left|B_{k}\right| \sum_{m=z_{4}(K)+1}^{\infty} \frac{2 y}{m^{2}}<\left|B_{k}\right| \int_{z_{4}(K)}^{\infty} \frac{2 y d x}{x^{2}}
$$

Therefore,

$$
\begin{equation*}
S_{3}=O\left(k^{-1 / 3+\varepsilon}[(K-b k) / d]^{-1}\right)=O\left(k^{-1 / 3+\varepsilon} K^{-1}\right) \tag{2.12}
\end{equation*}
$$

We consider $S_{4}$. Recalling that $z_{3}(K)+1>(K+b k) / d \geqq K / 2 d$, we find that

$$
\begin{aligned}
\left|\sum_{m=z_{3}(K)+1}^{z_{4}(K)} \frac{1}{k i y-m}\right| & \leqq \sum_{m=z_{3}(K)+1}^{z_{4}(K)}\left(k^{2} y^{2}+m^{2}\right)^{-1 / 2} \leqq \sum_{m=z_{3}(K)+1}^{z_{4}(K)}\left(k^{2} y^{2}+K^{2} / 4 d^{2}\right)^{-1 / 2} \\
& \leqq 2 d K^{-1}\{(K-b k) / d-(K+b k) / d\}=-4 b k K^{-1}
\end{aligned}
$$

Therefore, using (2.07),

$$
\begin{equation*}
S_{4}=B_{k} \cdot k^{-1} \sum_{m=z_{3}(\mathbb{K})+1}^{z_{4}(\mathbb{K})} \frac{1}{k i y-m}=O\left(k^{-1 / 3+8} K^{-1}\right) \tag{2.13}
\end{equation*}
$$

Collecting our results (2.10), (2.11), and (2.12), we have $T_{k}(K)=$ $O\left(k^{-1 / 3+8} K^{-1} \log k\right)$. Hence,

$$
\begin{align*}
\sum_{k=1}^{z_{1}(K)} \lim _{N \rightarrow \infty} \sum_{m \in \mathscr{A}(K, N)}^{*} \frac{e^{-2 \pi i v m^{\prime} \mid k}}{k(k i y-m)} & =\sum_{k=1}^{z_{1}(K)} T_{k}(K) \\
& =O\left(K^{-1} \sum_{k=1}^{z_{1}(K)} k^{-1 / 3+\varepsilon} \log k\right)  \tag{2.14}\\
& =O\left(K^{-1 / 3+\varepsilon} \log K\right)
\end{align*}
$$

In the second double sum of (2.06) put

$$
\begin{align*}
U_{k}(K, N) & =\sum_{m \in \mathscr{Z}(K, N)}^{*} \frac{e^{-2 \pi i v m^{\prime} \mid k}}{k(k i y-m)}  \tag{2.15}\\
& =\sum_{l=1}^{k-1} B_{\imath} \sum_{m \in \mathscr{B}(K, N)} \frac{e^{-2 \pi i \nu m^{\prime} \mid k}}{k(k i y-m)}+B_{k} \sum_{m \in \mathscr{F}^{\prime}(K, N)} \frac{1}{k(k i y-m)} .
\end{align*}
$$

Let $U_{k}(K)=\lim _{N \rightarrow \infty} U_{k}(K, N)$ and $z_{5}(K)=[(K t-a k) / c]$. Then using (2.15) and the definition of $\mathscr{B}(K, N)$ we find

$$
\begin{align*}
U_{k}(K)= & k^{-1} \sum_{i=1}^{k-1} B_{l} \sum_{m=z_{5}(\mathbb{K})+1}^{\infty} \frac{e^{2 \pi i l m / k}}{k i y-m}+k^{-1} \sum_{l=1}^{k-1} B_{l} \sum_{m=z_{5}(\mathbb{K})+1}^{\infty} \frac{e^{-2 \pi i l m / k}}{k i y+m} \\
& +B_{k} \cdot k^{-1} \sum_{m=z_{5}(\mathcal{K})+1}^{\infty}\left(\frac{1}{k i y-m}+\frac{1}{k i y+m}\right)  \tag{2.16}\\
& +k^{-1} \sum_{l=1}^{k-1} B_{l}{ }_{m=z_{3}(K)+1}^{z_{5}(K)} \frac{e^{-2 \pi i l m / k}}{k i y-m}+B_{k} \cdot k^{-1} \sum_{m=z_{3}(K)+1}^{z_{5}(K)} \frac{1}{k i y-m} \\
= & S_{5}+S_{6}+S_{7}+S_{8}+S_{9} .
\end{align*}
$$

Since $(K t-a k) / c>K t / c$, we can estimate $S_{5}$ and $S_{6}$ in the same way as $S_{1}$, and $S_{7}$ in the same way as $S_{3}$ We obtain

$$
\begin{equation*}
S_{5}+S_{6}+S_{7}=O\left(k^{-1 / 3+\varepsilon} K^{-1} \log k\right) \tag{2.17}
\end{equation*}
$$

To handle $S_{8}$ define $E_{m}$ as before. Then

$$
\begin{aligned}
& \sum_{m=z_{3}(\mathbb{K})+1}^{z_{5}(\mathbb{K})} \frac{e^{2 \pi i l m / k}}{k i y-m} \\
& =\sum_{m=z_{3}(\mathbb{K})+1}^{z_{5}(\mathbb{K})} E_{m}\left(\frac{1}{k i y-m}-\frac{1}{k i y-m-1}\right)+E_{z_{5}(\mathbb{K})} /\left(k i y-z_{5}(K)-1\right) .
\end{aligned}
$$

Recalling that $\left|E_{m}\right| \leqq(k / 2)\{1 / l+1 /(k-l)\}$, we have

$$
\begin{aligned}
& \left.\left|\begin{array}{l}
\mid \sum_{m=z_{3}(K)+1}^{z_{5}(K)} \\
\\
\leqq \frac{k}{2}\{1 / l+1 /(k-l)\}\left(\sum_{m=z_{3}(K)+1}^{z_{5}(K i l m / k} \mid\right. \\
k i y-m
\end{array}\right| k^{2} y^{2}+m^{2}\right\}^{-1 / 2}\left\{k^{2} y^{2}+(m+1)^{2}\right\}^{-1 / 2} \\
& \left.+\left\{k^{2} y^{2}+(K t-a k)^{2} / c^{2}\right\}\right) \\
& \quad<\frac{k}{2}\{1 / l+1 /(k-l)\}\left(\sum_{m=z_{3}(K)+1}^{z_{5}(K)}\left(k^{-2} y^{-2}\right)+c / t K\right) \\
& \left.\leqq \frac{k}{2}\{1 / l+1 /(k-l)\}\left\{y^{-2} k^{-2}((K t-a k) / c-(K+b k) / d)\right)+c / t K\right\} \\
& \leqq \frac{k}{2}\{1 / l+1 /(k-l)\}\left(K y^{-2} k^{-2} c^{-1} d^{-1}\{(d t-c)+(-a d-b c)(d t+c)\}+c / t K\right),
\end{aligned}
$$

since $-a d-b c>0$ and $k$ is in the range $K(d t-c)<z_{1}(K)+1 \leqq k \leqq$ $z_{2}(K) \leqq K(d t+c)$. Therefore,

$$
\begin{align*}
S_{8} & =k^{-1} \sum_{l=1}^{k-1} B_{l} \sum_{m=z_{3}(\mathbb{K})+1}^{z_{5}(K)} \frac{e^{2 \pi i l m / k}}{k i y-m} \\
& =O\left(k^{-1} \sum_{i=1}^{k-1} k^{-1 / 3+\varepsilon} \cdot \frac{k}{2}\{1 / l+1 /(k-l)\}\left\{K k^{-2}+K^{-1}\right\}\right.  \tag{2.18}\\
& =O\left(k^{-1 / 3+\varepsilon} \log k\left\{K k^{-2}+K^{-1}\right\}\right) .
\end{align*}
$$

Finally, we estimate $S_{9}$.

$$
\begin{aligned}
\left|\sum_{m=z_{3}(K)+1}^{z_{5}(K)} \frac{1}{k i y-m}\right| & \leqq \sum_{m=z_{3}(K)+1}^{z_{5}(K)}\left(k^{2} y^{2}+m^{2}\right)^{-1 / 2} \leqq y^{-1} k^{-1}\{(K t-a k) / c-(K-b k) / d\} \\
& \leqq K(c d y k)^{-1}\{(d t-c)-(a b+b c)(d t+c)\}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
S_{9}=B_{k} \cdot k^{-1} \sum_{m=z_{3}(K)+1}^{z_{5}(K)} \frac{1}{k i y-m}=O\left(k^{-7 / 3+\varepsilon} K\right) \tag{2.19}
\end{equation*}
$$

Using (2.17), (2.18), and (2.19), we find that

$$
U_{k}(K)=O\left(k^{-1 / 3+\varepsilon} \log k\left\{K^{-1}+K \cdot k^{-2}\right\}\right)
$$

Hence,

$$
\sum_{k=z_{1}(K)+1}^{z_{2}(K)} \lim _{N \rightarrow \infty} \sum_{m \in \mathscr{F}(\mathbb{K}, N)}^{*} \frac{e^{-2 \pi i \nu m^{\prime} \mid k}}{k(k i y-m)}
$$

$$
\begin{align*}
& =\sum_{k=z_{1}(\mathbb{K})+1}^{z_{2}(\mathbb{K})} U_{k}(K)=O\left(\sum_{k=z_{1}(\mathbb{K})+1}^{z_{2}(K)} k^{-1 / 3+\varepsilon} \log k\left\{K^{-1}+K \cdot k^{-2}\right\}\right)  \tag{2.20}\\
& =O\left(K^{-1} \log K \sum_{k=z_{1}(\mathbb{K})+1}^{z_{2}(\mathbb{I})} k^{-1 / 3+\varepsilon}\right)=O\left(K^{-1} \log K \cdot K^{-1 / 3 \mid \varepsilon} \cdot 2 c K\right) \\
& =O\left(K^{-1 / 3+\varepsilon} \log K\right) .
\end{align*}
$$

Now (2.06) follows from (2.14) and (2.20) and the lemma is proved.

Proof of (2.03). We outline the proof for the case $r=0$. The left hand side of (2.04) is the same as the left hand side of (2.02) and its convergence has already been demonstrated.

The lemma may be stated as follows

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \sum_{k=1}^{[\rho K]} \lim _{N \rightarrow \infty} \sum_{K<|m| \leq N}^{*} \frac{e^{-2 \pi i \nu m^{\prime} \mid k}}{k(k i y-m)}=0 . \tag{2.21}
\end{equation*}
$$

Let

$$
\begin{aligned}
V_{k}(K, N) & =\sum_{K<|m| \leq N}^{*} \frac{e^{-2 \pi i \nu m^{\prime} \mid k}}{k(k i y-m)} \\
& =\sum_{l=1}^{k-1} B_{l} \sum_{K<|m| \leq N}^{*} \frac{e^{2 \pi i l m \mid k}}{k(k i y-m)}+B_{k} \sum_{K<|m| \leq N} \frac{1}{k(k i y-m)} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
V_{k}(K)= & \lim _{N \rightarrow \infty} V_{k}(K, N)=k^{-1} \sum_{l=1}^{k-1} B_{l} \sum_{m=k+1}^{\infty} \frac{e^{2 \pi i l m / k}}{k i y-m} \\
& +k^{-1} \sum_{l=1}^{k-1} B_{l} \sum_{m=K+1}^{\infty} \frac{e^{-2 \pi i l m / k}}{k i y+m}+B_{k} \cdot k^{-1} \sum_{m=K+1}^{\infty}\left(\frac{1}{k i y-m}+\frac{1}{k i y+m}\right) \\
& =S_{1}^{\prime}+S_{2}^{\prime}+S_{3}^{\prime}
\end{aligned}
$$

Now $S_{1}^{\prime}$, and $S_{2}^{\prime}$ can be estimated in the same way as $S_{1}$ and $S_{3}^{\prime}$ in the same way as $S_{3}$. Once we have these estimates the proof of (2.21), proceeds exactly as the proof of (2.14) of the previous lemma.
3. The functions $\lambda_{\nu}(j ; \tau)$. Let $j$ be an integer $\geqq 2$ and let $\nu$ be a positive integer. We define the function

$$
\begin{align*}
& \lambda_{\nu}(j ; \tau)=\sum_{n=1}^{\infty} a_{n}(\nu, j) e^{2 \pi i n \tau / j}  \tag{3.01}\\
& a_{n}(\nu, j)=(\pi / 8) \sum_{k=1}^{\infty} k^{-1} A_{k, \nu}(n) \cdot(\nu / n)^{1 / 2} I_{1}\left(4 \pi(n \nu)^{1 / 2} / k\right),
\end{align*}
$$

where

$$
A_{k, \nu}(n)=\sum_{0 \leqq n<k}^{*} \exp \left[\frac{-2 \pi i}{k}\left(\nu h^{\prime}+n h\right)\right]
$$

a Kloosterman sum, and $I_{1}$ is the modified Bessel function of the first kind. Recall that the sharp $\left.{ }^{( }{ }^{*}\right)$ means that we allow only those $k$ such that $k \equiv j\left(\bmod j^{2}\right)$ and the asterisk $\left(^{*}\right)$ indicates that we allow only those $h$ such that $h \equiv 1(\bmod j)$ and $(h, k)=1$.

We need the following
Lemma (3.02). (a) If $a_{n}(\nu, j)$ is defined as in (3.01) then

$$
a_{n}(\nu, j) \sim\left\{\nu^{1 / 4} n^{-3 / 4}(2 j)^{-1 / 2} / 16\right\} e^{-2 \pi t(n-\nu) / j} \exp \left(4 \pi(n \nu)^{1 / 2} / j\right)
$$

(b) If $|z|<1$, then

$$
\sum_{n=1}^{\infty} z^{n} \sum_{p=0}^{\infty}\left(4 \pi^{2} n \nu k^{-2}\right)^{p} / p!(p+1)!
$$

is absolutely convergent.
Proof. (a) The first term that occurs in the sum defining $a_{n}(\nu, j)$ is for $k=j$. This term is equal to

$$
(\pi / 8) j^{-1} A_{j, \nu}(n)(\nu / n)^{1 / 2} I_{1}\left(4 \pi(n \nu)^{1 / 2} / j\right)
$$

But

$$
A_{j, \nu}(n)=\exp [-2 \pi i\{n+(j-1) \nu\} / j]=e^{-2 \pi i(n-\nu) / j}
$$

Therefore the first term is

$$
(\pi / 8) j^{-1} e^{-2 \pi i(n-\nu) / j} \cdot(\nu / n)^{1 / 2} I_{1}\left(4 \pi(n \nu)^{1 / 2} / j\right)
$$

It follows that

$$
\begin{aligned}
\mid a_{n}(\nu, j)- & (\pi / 8 j) e^{-2 \pi i(n-\nu / j}(\nu / n)^{1 / 2} I_{1}\left(4 \pi(n \nu)^{1 / 2} / j\right) \mid \\
& =\left|(\pi / 8) \sum_{k=2 j}^{\infty} k^{-1} A_{k, \nu}(n)(\nu / n)^{1 / 2} I_{1}\left(4 \pi(n \nu)^{1 / 2} / k\right)\right| \\
& \leqq C_{1}(\nu / n)^{1 / 2} \sum_{k=2 j}^{\infty} k^{-1} k^{2 / 3+\varepsilon} I_{1}\left(4 \pi(n \nu)^{1 / 2} / k\right)
\end{aligned}
$$

where we have made use of (2.05)
It is a simple consequence of the power series definition of $I_{1}$

$$
\begin{equation*}
I_{1}(\eta)=\sum_{p=0}^{\infty}(\eta / 2)^{2 p+1} / p!(p+1)! \tag{3.03}
\end{equation*}
$$

that $I_{1}(\eta) \leqq \sinh \eta$. We also need the fact that $\sinh \eta \leqq(\eta \mid B) \sinh B$, for $0 \leqq \eta \leqq B$. We find that

$$
\begin{aligned}
& \left|a_{n}(\nu, j)-(\pi / 8 j) e^{-2 \pi i(n-\nu) / j}(\nu / n)^{1 / 2} I_{1}\left(4 \pi(n \nu)^{1 / 2} / j\right)\right| \\
& \quad \leqq C_{1}(\nu / n)^{1 / 2} \sum_{k=2 j}^{\infty} k^{-1 / 3+\varepsilon}\left\{\left(4 \pi(n \nu)^{1 / 2} / k\right) /\left(4 \pi(n \nu)^{1 / 2} / 2 j\right)\right\} \sinh \left(4 \pi(n \nu)^{1 / 2} / 2 j\right) \\
& \quad \leqq C_{2} \exp \left(2 \pi(n \nu)^{1 / 2} / j\right) \cdot n^{-1 / 2}
\end{aligned}
$$

Now in ([7], p. 203, formula 2), it is shown that $I_{1}(\eta) \sim e^{\eta} /(2 \pi \eta)^{1 / 2}$. Therefore,

$$
I_{1}\left(4 \pi(n \nu)^{1 / 2} / j\right) \sim \exp \left(4 \pi(n \nu)^{1 / 2} / j\right) / 2 \pi\left(2 j^{-1}\right)^{1 / 2}(n \nu)^{1 / 4}
$$

and the result follows.
(b)

$$
\left.\sum_{p=0}^{\infty}\left(4 \pi^{2} n \nu / k^{2}\right)^{p} / p!(p+1)!=\left\{k / 2 \pi(n \nu)^{1 / 2}\right\} I_{1}(4 \pi(n\lrcorner)^{1 / 2} / k\right)
$$

$$
\begin{aligned}
& \leqq\left\{k / 2 \pi(n \nu)^{1 / 2 / 2}\right\} \sinh \left(4 \pi(n \nu)^{1 / 2 / 2} / k\right) \\
& <\left\{k / 2 \pi(n \nu)^{1 / 2}\right\} \exp \left(4 \pi(n \nu)^{1 / 2} / k\right) .
\end{aligned}
$$

The result follows.
Lemma (302a) shows that the series defining $\lambda_{\nu}(j ; \tau)$ converges absolutely for $\mathscr{I}(\tau)>0$. Therefore, $\lambda_{\nu}(j ; \tau)$ is analytic in the upper half $\tau$-plane.

In order to derive the transformation properties of $\lambda_{\nu}(j ; \tau)$ we transform (3.01) into a certain double series. The computations involved are a repetition of those found in [4, pp. 244-5] and in [1] and [2] and we omit them. Briefly, the series definition of $a_{n}(\nu, j)$ is inserted into the series for $\lambda_{\nu}(j ; \tau), I_{1}$ is replaced by the power series (3.03), Lemma (3.02) is used to justify several interchanges of summation, and use is made of the Lipschitz formula [3]

$$
\begin{aligned}
& \sum_{n=1}^{\infty} n^{p}\{\exp [2 \pi i(\tau / j-h / k)]]^{n} \\
&= \begin{cases}\left(p!/(2 \pi)^{p+1}\right) \cdot \sum_{l=\infty}^{\infty}(-i \tau / j+i h / k+l i)^{-p-1}, & \text { for } p>0 \\
-1 / 2+(1 / 2 \pi) \lim _{N \rightarrow \infty} \sum_{i=-N}^{N}(-i \tau / j+i h / k+l i)^{-1}, & \text { for } p=0 .\end{cases}
\end{aligned}
$$

We obtain the double series

$$
\begin{align*}
\lambda_{\nu}(j ; \tau)=\text { constant }+\frac{1}{16} & \sum_{k=10}^{\infty} \equiv \sum_{\leq h<k e}^{*} e^{-2 \pi \pi \nu h^{\prime} / k}  \tag{3.04}\\
& \quad \lim _{N \rightarrow \infty} \sum_{l=N}^{N}\left\{\exp \left[\frac{2 \pi i \nu}{k(k \tau / j-h-k l)}\right]-1\right\} .
\end{align*}
$$

4. Transformation properties of the $\lambda_{\nu}(j ; \tau)$. In (3.04) put $m=$ $h+k l$. Since $j \mid k$ it follows that $m \equiv h(\bmod j)$. Hence $m \equiv 1(\bmod j)$ is a consequence of $h \equiv 1(\bmod j)$. Also $(h, k)=1 \mathrm{implies}(m, k)=1$. It is easy to see that as $l$ runs through all the integers and $h$ through a residue class modulo $k$ with the restrictions $(h, k)=1$ and $h \equiv 1(\bmod j)$, then $h+k l$ takes on, exactly once, each integer value $m$ such that $(m, k)=1$ and $m \equiv 1(\bmod j)$. Then (3.04) becomes
(4.01) $\quad \lambda_{\nu}(j ; \tau)=A+\frac{1}{16} \sum_{k=1}^{\infty} \lim _{N \rightarrow \infty} \sum_{|m| \leq N}^{*} e^{-2 \pi i \nu m^{\prime} / k}\left\{\exp \left[\frac{2 \pi i \nu}{k(k \tau / j-m)}\right]-1\right\}$.

Let $a, b, c, d$ be integers such that $a d-b c=1, a \equiv d \equiv 1(\bmod j)$, and $b \equiv c \equiv 0(\bmod j)$. Denote by $T_{a, b, c, a}$ the element of $G(j)$ defined by

$$
T_{a, b, c, a, d}(\tau)=\frac{a \tau+b}{c \tau+d} .
$$

We wish to prove
Theorem (4.02) ${ }^{1}$. The function $\lambda_{\nu}(j ; \tau)$ satisfies the transformation

[^1]equations
\[

$$
\begin{equation*}
\lambda_{\nu}\left(j ; T_{a, b, c, a}(\tau)\right) \equiv \lambda_{\nu}\left(j ; \frac{a \tau+b}{c \tau+d}\right)=\lambda_{\nu}(j ; \tau)+\omega_{\nu}(j ; c, d) \tag{4.03}
\end{equation*}
$$

\]

for all $T_{a, b . c . a}$ in $G(j)$ and $\mathscr{I}(\tau)>0$. Here $\omega_{\nu}(j ; c, d)$ does not depend on $\tau, a$, or $b$.

Proof. Let us suppose we have already shown that

$$
\lambda_{\nu}\left(j ; \frac{a \tau+b}{c \tau+d}\right)=\lambda_{\nu}(j ; \tau)+\omega
$$

where $\omega$ does not depend on $\tau$. Under this assumption we prove that $\omega$ is independent of $a$ and $b$.

Let $T_{a^{\prime}, b^{\prime}, c, a}$ be in $G(j)$. Then, since $a-a^{\prime} \equiv b-b^{\prime} \equiv 0(\bmod j)$ and $a d-b c=a^{\prime} d-b^{\prime} c=1$, we have that $a^{\prime}=a+q^{\prime} j, b^{\prime}=b+r^{\prime} j$, with $q^{\prime}, r^{\prime}$ integers and $q^{\prime} d=r^{\prime} c$. Since $(c, d)=1$ it follows that $q^{\prime}=q c$, $r^{\prime}=q d$ with $q$ an integer, and therefore $a^{\prime}=a+q c j, b^{\prime}=b+q d j$. Hence $T_{a^{\prime}, b^{\prime}, c, a}=T_{1, q j, 0,1} \cdot T_{a, b, c, a}$, and clearly

$$
\lambda_{\nu}\left(j ; \frac{a^{\prime} \tau+b^{\prime}}{c \tau+d}\right)=\lambda_{\nu}\left(j ; \frac{a \tau+b}{c \tau+d}\right)=\lambda_{\nu}(j ; \tau)+\omega .
$$

Therefore, $\omega$ does not depend on $a$ or $b$.
It suffices to prove (4.03) subject to the restrictions $d>j c>0, a<0$, $b<0$. First we may assume $c>0$, changing the signs of $a, b, c, d$ if necessary. It is then simple to compute that $T_{a, b, c, a}=T_{1, s j, 0,1} \cdot T_{\alpha, \beta, \gamma, \delta} \cdot T_{1,-r j, 0,1}$, with $\alpha=a-s j c, \beta=r j(a-s j c)+b-s j d, \gamma=c, \delta=d+r j c$, and we can choose integers $r$ and $s$ so large that $\alpha<0, \beta<0, \delta>j c$. But $\lambda_{\nu}(j ; \tau)$ is clearly invariant under $T_{1, s j, 0,1}$ and $T_{1,-r j, 0,1}$ since these are translations by $s j$ and $-r j$ respectively. Hence, if $\lambda_{\nu}\left(j ; T_{\alpha, \beta, \gamma, \delta}(\tau)\right)=$ $\lambda_{\nu}(j ; \tau)+\omega$, then $\lambda_{\nu}\left(j ; T_{a, b, c, d}(\tau)\right)=\lambda_{\nu}(j ; \tau)+\omega$.

Now, in order to apply Lemmas (2.01) and (2.03) we assume that $\tau$ is a pure imaginary number. Expanding the expression in the braces in (4.01) into a power series, we get

$$
\begin{align*}
\lambda_{\nu}(j ; \tau)= & A+\frac{1}{16} \sum_{k=1}^{\infty} \lim _{N \rightarrow \infty} \sum_{|m| \leqq N}^{*} e^{-2 \pi i \nu m^{\prime} \mid k} \sum_{p=1}^{\infty} \frac{1}{p!}\left(\frac{2 \pi i \nu}{k(k \tau / j-m)}\right)^{p} \\
= & A+\frac{1}{16} \sum_{k=1}^{\#} \lim _{N \rightarrow \infty} \sum_{|m| \leqq N}^{*} e^{-2 \pi i \nu m^{\prime} \mid k} \frac{2 \pi i \nu}{k(k \tau / j-m)}  \tag{4.04}\\
& +\frac{1}{16} \sum_{k=1}^{\infty} \lim _{N \rightarrow \infty} \sum_{|m| \leqq N}^{*} e^{-2 \pi i \nu m^{\prime} \mid k} \sum_{p=2}^{\infty} \frac{1}{p!}\left(\frac{2 \pi i \nu}{k(k \tau / j-m)}\right)^{p}
\end{align*}
$$

The separation into two sums is justified since the first is convergent by Lemma (2.01) and the second is an absolutely convergent triple sum.

It follows that the second sum can be rearranged in any fashion. Making use of this fact and noting that the restrictions $a<0, b<0, d>j c>0$ make it possible to apply Lemma (2.01), with $r=0$ and $a, b, c, d$ replaced by $a, b / j, j c, d$ to the first sum, we obtain

$$
\begin{aligned}
& \lambda_{\nu}(j ; \tau)=A+\frac{1}{16} \lim _{K \rightarrow \infty}\left\{\sum_{k=1}^{[K(a t-j c)]} \sum_{|m-b k| j a \mid \leq K / a}^{*} \frac{e^{-2 \pi i \nu m^{\prime} \mid k}}{k(k \tau / j-m)} \cdot 2 \pi i \nu\right. \\
& \left.+\sum_{k=[K(a t-j c)]+1}^{[K(a t+j c)]} \sum_{(a k-K t) / j o \leq m \leq b k / j a+K / a}^{*} \frac{e^{-2 \pi i \nu m^{\prime} / k}}{k(k \tau / j-m)} \cdot 2 \pi i \nu\right\} \\
& +\frac{1}{16} \lim _{K \rightarrow \infty}\left\{\sum_{k=1}^{[K(a t-j c)]} \sum_{|m-b k /|j| \leq K / a}^{*} e^{-2 \pi i \nu m \nu / k} \sum_{p=2}^{\infty} \frac{1}{p!}\left(\frac{2 \pi i \nu}{k(k \tau / j-m)}\right)^{p}\right. \\
& \left.+\sum_{k=[K(a t-j c)]+1}^{[K(a t+j c)]} \sum_{(a k-K t) / j c \leqq m \leqq b k \mid j a+K / a}^{*} e^{-2 \pi i \nu m^{\prime} / k} \sum_{p=2}^{\infty} \frac{1}{p!}\left(\frac{2 \pi i \nu}{k(k \tau / j-m)}\right)^{p}\right\} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\lambda_{\nu}(j ; \tau)= & A+\frac{1}{16} \lim _{K \rightarrow \infty}\left\{\sum_{k=1}^{[K(a t-j c)]} \sum_{|m-b k k| j| | \leq K / a}^{*} e^{-2 \pi i \nu m^{\prime} \mid k}\left(\exp \left[\frac{2 \pi i \nu}{k(k \tau / j-m)}\right]-1\right)\right.  \tag{4.05}\\
& \left.+\sum_{k=[K(a t(a t-j c)]+1(a k-K t) \mid / j \leq m \leq b k / j a+K / a}^{[K(a t+c)]} e^{-2 \pi i \nu m^{\prime} \mid k}\left(\exp \left[\frac{2 \pi i \nu}{k(k \tau / j-m)}\right]-1\right)\right\} .
\end{align*}
$$

Now, let

$$
\begin{aligned}
S_{K}(\tau)= & \sum_{k=1}^{[K(a t-j c i)]} \sum_{|m-b k / j a| \leqq K / a}^{*} e^{-2 \pi i \nu m^{\prime} / k} \exp \left[\frac{2 \pi i \nu}{k(k \tau / j-m)}\right] \\
& +\sum_{k=[K(a t-j c)]+1(a k-K t) / j o \leq m \leqq b k / j a+K / a}^{[K(a t+j c)]} \sum^{-2 \pi i v m^{\prime} / k} \exp \left[\frac{2 \pi i \nu}{k(k \tau / j-m)}\right] .
\end{aligned}
$$

A little computing shows that

$$
\begin{aligned}
S_{K}(\tau)= & \sum_{k=1}^{[K(a t--j c)]} \sum_{|m-b k / j / j| \leq K / a}^{*} \exp \left[2 \pi i \nu \frac{-k^{\prime}-m^{\prime} \tau / j}{k \tau / j-m}\right] \\
& +\sum_{k=[K(a t-j c)]+1}^{[K(a t+j c)]} \sum_{(a k-K t) / j c \leqq m \leqq b k / j a+K / a}^{*} \exp \left[2 \pi i \nu \frac{-k^{\prime}-m^{\prime} \tau / j}{k \tau / j-m}\right],
\end{aligned}
$$

where $-k^{\prime}=\left(m m^{\prime}+1\right) / k$. We see that $k k^{\prime}+m m^{\prime}+1=0$, so $k k^{\prime} \equiv$ $-1(\bmod m)$. Now given the relatively prime pair $k, m$, the pair $k^{\prime}, m^{\prime}$ is not uniquely determined. In fact, $m^{\prime}$ can be replaced by $m^{\prime}+q k$, where $q$ is any integer. Then $k$ must be replaced by $k^{\prime}-q m$. The corresponding term in $S_{K}(\tau)$ is replaced by

$$
\begin{aligned}
\exp \left[2 \pi i \nu \frac{-k^{\prime}+q m-\left(m^{\prime}+q k\right) \tau / j}{k \tau / j-m}\right] & =\exp \left[2 \pi i \nu\left(\frac{-k^{\prime}-m^{\prime} \tau / j}{k \tau / j-m}-q\right)\right] \\
& =\exp \left[2 \pi i \nu\left(\frac{-k^{\prime}-m^{\prime} \tau / j}{k \tau / j-m}\right)\right]
\end{aligned}
$$

so that $S_{K}(\tau)$ is unaffected by the ambiguity in the choice of $k^{\prime}$ and $m^{\prime}$.
Recall that in $S_{K}(\tau)$ we are summing over the lattice points of the trapezoid bounded by the lines $k=0, m=b k / j d-K / d, m=b k / j d+K / d$, $m=(a k-K t) / j c$. Now, if the pair $k, m$ is replaced by $-k,-m$, the pair $k^{\prime}, m^{\prime}$ is replaced by $-k^{\prime},-m^{\prime}$, and the corresponding term in $S_{K}(\tau)$ is unchanged. Therefore, if we extend our region of summation in $S_{K}(\tau)$ by reflecting the trapezoid through the origin, $S_{K}(\tau)$ is multiplied by 2. The new region of summation is the parallelogram, $\mathscr{P}(K)$, bounded by the four lines $m=b k / j d \pm K / d, m=(a k \pm K t) / j c$. Therefore,

$$
\begin{equation*}
S_{K}(\tau)=\frac{1}{2} \sum_{(k, m) \in \mathscr{P}(K)}^{\#} \sum_{\mathcal{K}}^{*} \exp \left[2 \pi i \nu \frac{-k^{\prime}-m^{\prime} \tau / j}{k \tau / j-m}\right] \tag{4.06}
\end{equation*}
$$

It follows from this that
$S_{K}\left(\frac{a \tau+b}{c \tau+d}\right)=\frac{1}{2} \sum_{(k, m) \in \mathscr{P}(\mathbb{K})}^{*} \sum^{*} \exp \left[2 \pi i \nu \frac{-\left(d k^{\prime}+b m^{\prime} / j\right)-(\tau / j)\left(j c k^{\prime}+a m^{\prime}\right)}{(\tau / j)(a k-j c m)-(m d-b k / j)}\right]$.
If the transformation $l=a k-j c m, n=-b k / j+m d$ is performed, the parallelogram $\mathscr{P}(K)$ in the $k-m$ plane is mapped onto the rectangle defined by $|l| \leqq t K,|n| \leqq K$ in the $l-n$ plane. Furthermore, since $a \equiv d \equiv 1(\bmod j), b \equiv c \equiv 0(\bmod j)$, and $a d-b c=1$, there is a one-to-one correspondence set up between the set of all lattice points $(k, m)$ in $\mathscr{P}(K)$ and the set of all lattice points $(l, n)$ of the rectangle $|l| \leqq t K,|n| \leqq K$. Also, a little computing shows that $(a k-j c m)\left(d k^{\prime}+b m^{\prime} \mid j\right)+$ $(m d-b k / j)\left(j c k^{\prime}+a m^{\prime}\right)+1=k k^{\prime}+m m^{\prime}+1=0$. Therefore we can put $l^{\prime}=d k^{\prime}+b m^{\prime} \mid j, n^{\prime}=j c k^{\prime}+a m^{\prime}$, and we finally obtain

$$
\begin{align*}
S_{K}\left(\frac{a \tau+b}{c \tau+d}\right) & =\frac{1}{2} \sum_{|l| \leqq t K|n| \leqq K}^{*} \sum_{i}^{*} \exp \left[2 \pi i \nu \frac{-l^{\prime}-n^{\prime} \tau / j}{l \tau / j-n}\right] \\
& =\sum_{l=1}^{[t K]} \sum_{|n| \leqq K}^{*} \exp \left[2 \pi i \nu \frac{-l^{\prime}-n^{\prime} \tau / j}{l \tau / j-n}\right] . \tag{4.07}
\end{align*}
$$

Therefore, it follows from (4.05) that

$$
\begin{align*}
& \lambda_{\nu}\left(j ; \frac{a \tau+b}{c \tau+d}\right) \\
& =A+\frac{1}{16} \lim _{K \rightarrow \infty}\left\{S_{K}\left(\frac{a \tau+b}{c \tau+d}\right)-\sum_{k=1}^{[K(a t-j c)]} \sum_{|m-b k /|d| \leq K / a}^{*} e^{-2 \pi i \nu m^{\prime} / k}\right. \\
& \left.-\sum_{k=[K(a t-j c)]+1}^{[K(a t+j c)]} \sum_{(a k-K t) / j o \leq m \leqq b k / j a+K / a}^{*} e^{-2 \pi i \nu m^{\prime} / k}\right\}  \tag{4.08}\\
& =A+\frac{1}{16} \lim _{K \rightarrow \infty}\left\{\sum_{l=1}^{[\tau K]} \sum_{|n| \leqq K}^{*} \exp \left[2 \pi i \nu^{\prime} \frac{-l^{\prime}-n^{\prime} \tau / j}{l \tau / j-n}\right]\right. \\
& -\sum_{k=1}^{[K(a t-j c)]} \sum_{|m-b k| j|j| \leq K / a}^{*} e^{-2 \pi i \nu m^{\prime} / k}
\end{align*}
$$

We now return to (4.01) and apply Lemma (2.03) with $r=0, \rho=t$. Proceeding in the same way as in the proof of (4.05), we find that
(4.09) $\lambda_{\nu}(j ; \tau)$

$$
\begin{aligned}
& =A+\frac{1}{16} \lim _{K \rightarrow \infty} \sum_{k=1}^{[t K]} \sum_{|m| \leqq K}^{*} e^{-2 \pi i \nu m^{\prime} / k}\left(\exp \left[\frac{2 \pi i \nu}{k(k \tau / j-m)}\right]-1\right) \\
& =A+\frac{1}{16} \lim _{K \rightarrow \infty}^{[t t K]}\left\{\sum_{k=1}^{\ddagger} \sum_{|m| \leqq K}^{*} \exp \left[2 \pi i \nu \frac{-k^{\prime}-m^{\prime} \tau / j}{k \tau / j-m}\right]-\sum_{k=1}^{[t K]} \sum_{|m| \leqq K}^{*} e^{-2 \pi i v m^{\prime} / k}\right\} .
\end{aligned}
$$

Upon comparing (4.08) and (4.09), we conclude that

$$
\begin{align*}
& \lambda_{\nu}\left(j ; \frac{a \tau+b}{c \tau+d}\right)-\lambda_{\nu}(j ; \tau) \\
& =\frac{1}{16} \lim _{k \rightarrow \infty}\left\{\sum_{k=1}^{[t K]} \sum_{|m| \leq K}^{*} e^{-2 \pi i \nu m^{\prime} \mid k}-\sum_{k=1}^{[K(a t-j e c)]} \sum_{|m-b k| j a|\leq K| a}^{*} e^{-2 \pi i \nu m^{\prime} \mid k}\right.  \tag{4.10}\\
& \left.-\sum_{k=[K(a t-j c)]+1}^{[K(a t+j c)]} \sum_{(a k-K t) / j c \leq m \leq b k / j a+K / a}^{*} e^{-2 \pi i \nu m^{\prime} / k}\right\} \equiv \omega_{\nu}(j ; c, d) .
\end{align*}
$$

We have proved the required transformation properties when $\tau$ is a pure imaginary number. But $\lambda_{2}(j ; \tau)$ is regular for $\mathscr{F}(\tau)>0$, and therefore, by analytic continuation, (4.10) holds for $\mathscr{\mathscr { F }}(\tau)>0$, and the proof of the theorem is complete.

There are other transformation properties of the $\lambda_{2}(j ; \tau)$ for special values of $\nu$. These can be summarized in the following.

Theorem (4.11). (a) If $\nu$ is a multiple of $j$, then for $\mathscr{I}(\tau)>0$,

$$
\begin{equation*}
\lambda_{2}(j ;-1 / \tau)=\lambda_{\nu}(j ; \tau) . \tag{4.12}
\end{equation*}
$$

(b) If $j$ is even and $\nu$ is an odd multiple of $j / 2$, then for $\mathcal{I}(\tau)>0$,

$$
\begin{equation*}
\lambda_{\imath}(j ;-1 / \tau)=\sigma_{\imath}(j)-\lambda_{\imath}(j ; \tau), \tag{4.1}
\end{equation*}
$$

where $\sigma_{\imath}(j)$ does not depend on $\tau$.
Proof. We again begin by assuming that $\tau$ is a pure imaginary number. Returning to (4.01), applying Lemma (2.03) with $r=0, \rho=j$, and proceeding as in the proof of (4.05), we obtain

$$
\begin{equation*}
\lambda_{\nu}(j ; \tau)=A+\frac{1}{16} \lim _{K \rightarrow \infty} \sum_{k=1}^{j K} \sum_{|m| \leq K}^{*} \sum^{*} e^{-2 \pi i \nu m^{\prime} k k}\left(\exp \left[\frac{2 \pi i \nu}{k(k \tau / j-m)}\right]-1\right) . \tag{4.14}
\end{equation*}
$$

This time, put

$$
\begin{align*}
= & \sum_{k=1}^{i K} \sum_{m=1}^{K} * \exp \left[2 \pi i \nu \frac{-k^{\prime}-m^{\prime} \tau / j}{k \tau / j-m}\right]  \tag{4.15}\\
& +\sum_{k=1}^{j K} \sum_{m=1}^{K} * \exp \left[2 \pi i \nu \frac{-k^{\prime}+m^{\prime} \tau / j}{k \tau / j+m}\right],
\end{align*}
$$

where we have separated the terms for $m<0$ and $m>0$.
It follows that

$$
\begin{align*}
S_{K}(-1 / \tau)= & \sum_{k=1}^{j K} \sum_{m=1}^{K} * \exp \left[2 \pi i \nu \frac{-k^{\prime} \tau+m^{\prime} \mid j}{-k / j-m \tau}\right]  \tag{4.16}\\
& +\sum_{k=1}^{j K} \sum_{m=1}^{K} * \exp \left[2 \pi i \nu \frac{-k^{\prime} \tau-m^{\prime} \mid j}{-k / j+m \tau}\right] .
\end{align*}
$$

Put $l=k / j$ and $n=j m$; it follows from $(k, m)=1, k \equiv j\left(\bmod j^{2}\right)$, and $m \equiv 1(\bmod j)$ that $(l, n)=1, l \equiv 1(\bmod j)$, and $n \equiv j\left(\bmod j^{2}\right)$. Also, we may put $l^{\prime}=j k^{\prime}-m, n^{\prime}=\left(k / j+m^{\prime}\right) / j$. For $m m^{\prime} \equiv-1(\bmod k), m \equiv 1(\bmod j)$, and $j \mid k$ together imply that $m^{\prime} \equiv-1(\bmod j)$. Using the fact that $k / j \equiv 1(\bmod j)$, we find that $k / j+m^{\prime} \equiv 0(\bmod j)$ and $n^{\prime}$, as defined above, is an integer. Furthermore, $l l^{\prime}+n n^{\prime}+1=k k^{\prime}+m m^{\prime}+1=0$. With the above definition of $l^{\prime}$ and $n^{\prime}$, we have $k^{\prime}=\left(l^{\prime}+n / j\right) / j$ and $m^{\prime}=j n^{\prime}-l$. Now, (4.16) becomes

$$
\begin{align*}
S_{K}(-1 / \tau)= & \sum_{n=1}^{j K} \sum_{l=1}^{K} * \exp \left[2 \pi i \nu \frac{-\left(l^{\prime}+n / j\right) \tau / j+\left(j n^{\prime}-l\right) / j}{-l-n \tau / j}\right] \\
& +\sum_{n=1}^{j K} \sum_{l=1}^{K} * \exp \left[2 \pi i \nu \frac{-\left(l^{\prime}+n / j\right) \tau / j-\left(j n^{\prime}-l\right) / j}{-l+n \tau / j}\right]  \tag{4.17}\\
= & \sum_{n=1}^{j K} \sum_{l=1}^{K} * \exp \left[2 \pi i \nu\left(\frac{-n^{\prime}+l^{\prime} \tau / j}{n \tau / j+l}+1 / j\right)\right] \\
& +\sum_{n=1}^{j K} \sum_{l=1}^{K} * \exp \left[2 \pi i \nu\left(\frac{-n^{\prime}-l^{\prime} \tau / j}{n \tau / j-l}-1 / j\right)\right] .
\end{align*}
$$

We see from (4.14) and the definition of $S_{K}(\tau)$ that

$$
\lambda_{\nu}(j ; \tau)=A+\frac{1}{16} \lim _{K \rightarrow \infty}\left\{S_{K}(\tau)-\sum_{k=1}^{j K} \sum_{m \leqq K}^{\#} \sum^{-2 \pi i \nu m^{\prime} / k}\right\} .
$$

Now, if $\nu$ is a multiple of $j$, a comparison of (4.15) and (4.17) shows that $S_{K}(-1 / \tau)=S_{K}(\tau)$ and therefore (4.12) follows. This is part (a) of the theorem. In part (b), $S_{K}(-1 / \tau)=-S_{K}(\tau)$, and therefore,

$$
\lambda_{\nu}(j ;-1 / \tau)+\lambda_{\nu}(j ; \tau)=2 A-\frac{1}{8} \lim _{K \rightarrow \infty} \sum_{k=1}^{j K} \sum_{|m| \leqq K}^{*} e^{-2 \pi i \nu m^{\prime} \mid k} \equiv \sigma_{\nu}(j) .
$$

This is part (b) of the theorem. Here again the theorem has been proved for $\tau$ a pure imaginary number, but as before we extend our results by analytic continuation to all $\tau$ such that $\mathscr{F}(\tau)>0$.
5. Construction of functions for $G(j)$. In order to construct functions which are invariant under the group $G(j)$, we make use of Theorem (4.02) and the fact that $G(j)$ is finitely generated. Let $T_{l}, l=1, \cdots, q(j)$, be a set of generators for $G(j)$. Then by Theorem (4.02), we have

$$
\begin{equation*}
\lambda_{\nu}\left(j ; T_{l}(\tau)\right)-\lambda_{\nu}(j ; \tau)=c_{l, \nu}(j), \quad l=1, \cdots, q(j) \tag{5.01}
\end{equation*}
$$

for any integer $\nu \geqq 1$.
Let $1 \leqq \nu_{1}<\nu_{2}<\cdots<\nu_{m}$ be integers and consider the function defined by

$$
\begin{equation*}
F(\tau)=b_{1} \lambda_{\nu_{1}}(j ; \tau)+\cdots+b_{m} \lambda_{\nu_{m}}(j ; \tau) \tag{5.02}
\end{equation*}
$$

Then $F(\tau)$ satisfies the functional equations

$$
\begin{equation*}
F\left(T_{l}(\tau)\right)-F(\tau)=b_{1} c_{l, v_{1}}(j)+\cdots+b_{m} c_{l, \nu_{m}}(j), \quad l=1, \cdots, q(j) \tag{5.03}
\end{equation*}
$$

Let $m \geqq q(j)+1$ and consider the homogeneous linear system in the $m$ unknowns $b_{1}, \cdots, b_{m}$

$$
\begin{equation*}
b_{1} c_{l, v_{1}}(j)+\cdots+b_{m} c_{l, v_{m}}(j)=0, \quad l=1, \cdots, q(j) \tag{5.04}
\end{equation*}
$$

This has $m-q(j)$ linearly independent solutions $\left(b_{1}, \cdots, b_{m}\right)$. With $b_{1}, \cdots, b_{m}$ chosen to satisfy (5.04), put

$$
\begin{equation*}
\mathscr{L}\left(j ; b_{1}, \cdots, b_{m} ; \nu_{1}, \cdots, \nu_{m} ; \tau\right)=b_{1} \lambda_{\nu_{1}}(j ; \tau)+\cdots+b_{m} \lambda_{\nu_{m}}(j ; \tau) \tag{5.05}
\end{equation*}
$$

It follows from (5.03) and (5.04) that $\mathscr{L}\left(j ; b_{1}, \cdots, b_{m} ; \nu_{1}, \cdots, \nu_{m} ; T_{l}(\tau)\right)=$ $\mathscr{L}\left(j ; b_{1}, \cdots, b_{m} ; \nu_{1}, \cdots, \nu_{m} ; \tau\right)$ for $l=1, \cdots, q(j)$ and therefore, since the $T_{\imath}$ generate $G(j)$, we have

$$
\begin{equation*}
\mathscr{L}\left(j ; b_{1}, \cdots, b_{m} ; \nu_{1}, \cdots, \nu_{m} ; T(\tau)\right)=\mathscr{L}\left(j ; b_{1}, \cdots, b_{m} ; \nu_{1}, \cdots, \nu_{m} ; \tau\right) \tag{5.06}
\end{equation*}
$$ for all $T$ in $G(j)$.

In order to show that the function $\mathscr{L}$ defined by (5.05) cannot reduce to a constant we prove

Lemma (5.07). Let $d_{n}$ be the $n$th Fourier coefficient of the function L. Then

$$
\begin{equation*}
d_{n} \sim\left(b_{m} / 16\right) \nu_{m}^{1 / 4} n^{-3 / 4}(2 j)^{-1 / 2} e^{-2 \pi i\left(n-\nu_{m}\right) / j} \exp \left[4 \pi\left(n \nu_{m}\right)^{1 / 2} / j\right] \tag{5.08}
\end{equation*}
$$

Proof. We see immediately from (5.05) that $d_{n}=\sum_{i=1}^{m} b_{i} a_{n}\left(\nu_{i}, j\right)$, with $a_{n}\left(\nu_{i}, j\right)$ defined as in (3.01). The lemma now is direct consequence of Lemma (3.02a)

In particular, (5.08) implies that $\mathscr{L}$ is not a constant.
6. Construction of forms for $G(j)$. Let $r$ be any positive even
integer. We define the function

$$
\begin{align*}
& \lambda_{\nu}(j ; \tau, r)=\sum_{n=1}^{\infty} a_{n}(\nu, j, r) e^{2 \pi i n \tau / 3}  \tag{6.01}\\
& a_{n}(\nu, j, r)=\left\{(-1)^{r / 2} \pi / 8\right\} \sum_{k=1}^{\infty} k^{-1} A_{k, \nu}(n) \cdot(\nu / n)^{(r+1) / 2} I_{r+1}\left(4 \pi(n \nu)^{1 / 2} / k\right),
\end{align*}
$$

where $A_{k, \nu}(n)$ is defined as in (3.01) and $I_{r+1}$ is again a Bessel function of the first kind. It should be noted that if we put $r=0$ in (6.01) we obtain the function $\lambda_{\nu}(j ; \tau)$ defined by (3.01).

The computations of $\S \S 3$ and 4 , using Lemmas (2.01) and (2.03), with $r>0$, yield the following two theorems.

Theorem (6.02) ${ }^{2}$. The function $\lambda_{\nu}(j ; \tau, r)$ satisfies the transformation equations

$$
\begin{align*}
(c \tau+d)^{r} \lambda_{\nu}\left(j ; T_{a, b, c, a}(\tau), r\right) & \equiv(c \tau+d)^{r} \lambda_{\nu}\left(j ; \frac{a \tau+b}{c \tau+d}, r\right)  \tag{6.03}\\
& =\lambda_{\nu}(j ; \tau, r)+p_{\nu}(j ; \tau, r ; c, d)
\end{align*}
$$

for all $T_{a, b, c, a}$ in $G(j)$ and $\mathscr{I}(\tau)>0$, where $p_{\nu}(j ; \tau, r ; c, d)$ is a polynomial in $\tau$ of degree at most $r$.

Theorem (6.04). (a) If $\nu$ is a multiple of $j$, then for $\mathscr{I}(\tau)>0$,

$$
\begin{equation*}
\tau^{r} \lambda_{\nu}(j ;-1 / \tau, r)=\lambda_{\nu}(j ; \tau, r)+p_{\nu, 1}(j ; \tau, r) \tag{6.05}
\end{equation*}
$$

where $p_{\nu, 1}(j ; \tau, r)$ is a polynomial in $\tau$ of degree at most $r$.
(b) If $j$ is even and $\nu$ is an odd multiple of $j / 2$, then for $\mathscr{J}(\tau)>0$,

$$
\begin{equation*}
\tau^{r} \lambda_{\nu}(j ;-1 / \tau, r)=p_{\nu, 2}(j ; \tau, r)-\lambda_{\nu}(j ; \tau, r), \tag{6.06}
\end{equation*}
$$

where $p_{\nu, 2}(j ; \tau, r)$ is a polynomial in $\tau$ of degree at most $r$.
Now, in order to construct forms of dimension $r$ for $G(j)$, we make use of Theorem (6.02) and proceed as in §5. We take a linear combination of the $\lambda_{\nu}(j ; \tau, r)$ in such a way that the resulting linear combination of polynominals occurring in the transformation equation connected with $T_{l}, l=1, \cdots, q(j)$, vanishes identically. In this case $m$, the number of $\lambda_{\nu}(j ; \tau, r)$ in the linear combination, must be such that $m \geqq$ $(r+1) \cdot q(j)+1$.

A simple generalization of Lemma (5.07), to cover the present case, shows that the forms constructed in this way are not identically zero.
7. Conclusion. Other functions of the type dealt with in this paper can be constructed by generalizing the congruence conditions on $k$ and $h$ in (3.01) and (6.01). Let $n_{1}$ and $n_{2}$ be any integers. If, in

[^2](3.01), we impose the new congruence conditions $k \equiv n, j\left(\bmod j^{2}\right), h \equiv$ $n_{2}(\bmod j)$, we obtain new functions which satisfy (4.03), and which, therefore, can be used to construct functions which are invariant under $G(j)$.

If $\left(n_{2}, j\right)>1$, the sum defining $A_{k, \nu}(n)$ is empty and so each Fourier coefficient is zero. Also the case $n_{1} \equiv 0(\bmod j), n_{2} \equiv 1(\bmod j)$ is unique and will receive separate treatment in another publication. The distinctive feature here is the fact that, in order to construct functions satisfying (4.03), we must introduce a pole term at $i \infty$. This situation occurs, for example, in the Fourier expansion of $\mu(\tau)$, the reciprocal of $\lambda(\tau)$ (see [6]).

Making the additional assumptions $n_{1}=n_{2}, n_{1}^{2} \equiv 1(\bmod j)$ in (3.01), we obtain functions for which we can prove Theorem (4.11).

Correspondingly, if we impose the conditions $k \equiv n_{1}, j\left(\bmod j^{2}\right)$, $h \equiv n_{2}(\bmod j)$ in (6.01), we obtain functions satisfying (6.03), and making the further assumptions, $n_{1}=n_{2}, n_{1}^{2} \equiv 1(\bmod j)$, we obtain functions for which Theorem (6.04) holds.

It should be noted that all of our functions vanish at the parabolic cusp at infinity. As the referee has pointed out, it is of interest to consider the behavior of these functions at the other parabolic cusps of $G(j)$. This question will be treated at a later time.

Correction to "Construction of a Class of Modular Functions and Forms'. As it stands the proof of Theorem (4.02) is incorrect. The difficulty arises in the paragraph immediately preceding (4.06), where we extend the region of summation in $S_{K}(\tau)$. In the original expression for $S_{K}(\tau)$ we are summing over the points $(k, m)$ of a certain trapezoid subject to the additional restrictions $(m, k)=1, k \equiv j\left(\bmod j^{2}\right), m=1(\bmod j)$. In order to extend the region of summation to the parallelogram $\mathscr{P}(K)$, we reflect this trapezoid through the origin. That is, when $(k, m)$ appears in the summation, we also include the point $(-k,-m)$. The trouble is, that when $j \geqq 3,(-k,-m)$ does not satisfy the proper congruence conditions, but rather the new conditions $-k \equiv-j\left(\bmod j^{2}\right),-m \equiv-1(\bmod j)$, or equivalently, $-k \equiv j^{2}-j\left(\bmod j^{2}\right),-m \equiv j-1(\bmod j)$. Hence the expression (4.06) for $S_{K}(\tau)$ is incorrect, when $j \geqq 3$. For $j=2$, of course, this difficulty does not arise.

The situation can be readily rectified if we go back to (3.01) and modify the definition of the function $\lambda_{\nu}(j ; \tau)$. Put $b_{n}^{+}(\nu, j)=a_{n}(\nu, j)$, with $a_{n}(\nu, j)$ as in (3.01) and define $b_{n}^{-}(\nu, j)$ to be the same as $a_{n}(\nu, j)$, except that the congruence condition on $k$ is changed to $k \equiv j^{2}-j\left(\bmod j^{2}\right)$ and the congruence condition on $h$ is changed to $h \equiv j-1(\bmod j)$. We now define $\lambda_{\nu}(j ; \tau)$ by

$$
\lambda_{\nu}(j ; \tau)=\sum_{n=1}^{\infty} b_{n}(\nu, j) e^{2 \pi i n \tau / j}
$$

where

$$
b_{n}(\nu, j)=\frac{1}{2}\left[b_{n}^{+}(\nu, j)+b_{n}^{-}(\nu, j)\right] .
$$

when $j=2, b_{n}^{+}(\nu, j)=b_{n}^{-}(\nu, j)=b_{n}(\nu, j)=a_{n}(\nu, j)$, and no change has been made.

With this new definition of $\lambda_{\nu}(j ; \tau)(4.06)$ becomes

$$
S_{K}(\tau)=\frac{1}{2} \sum \sum \exp \left[2 \pi i \nu \frac{-k^{\prime}-m^{\prime} \tau / j}{k \tau / j-m}\right]
$$

where the summation is over all points of $\mathscr{P}(K)$ such that $(m, k)=1$. and either $k \equiv j\left(\bmod j^{2}\right), m \equiv 1(\bmod j)$ or $k \equiv j^{2}-j\left(\bmod j^{2}\right), m \equiv j-1(\bmod j)$ The remainder of the proof now carries through.

The same remark is necessary in connection with Theorem (6.02). That is, Theorem (6.02) is incorrect as it stands, but if we modify the function $\lambda_{\nu}(j ; \tau, r)$ in the same way as we modified $\lambda_{\nu}(j ; \tau)$, the proof goes through.

We should point out that Theorems (4.11) and (6.04) are correct as they are, but in addition Theorem (4.11) is true for the modified $\lambda_{\nu}(j ; \tau)$ and Theorem (6.04) is true for the modified $\lambda_{2}(j ; \tau, r)$.

Similar modifications have to be made in the definition of the functions mentioned in § 7.
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