
ANALYTIC COMPOSITION KERNELS ON LIE GROUPS

J. BARROS-NETO

Introduction, In a previous paper [2], we have studied the struc-
ture of analytic distribution kernels, in rough terms, those which carry
analytic functions on a manifold G into analytic functions on G (see defini-
tion in §6 below). We have shown that such kernels are analytic off
the diagonal o n G x G (the converse being not true, i.e., there exists
kernels, analytic functions off the diagonal, which are not analytic distribu-
tion kernels) and we have given a condition in order that a kernel,
which is an analytic function outside the diagonal, be an analytic kernel.
As we pointed out, analytic kernels cannot be characterized in an analo-
gous way as the so-called very regular kernels in the infinitely differenti-
able case. It has been proved ([5], tome I, 2nd edition; [2], §1, th. I)
that a distribution kernel is very regular if and only if it is an infinitely
differentiable function outside the diagonal.

Nevertheless, if we restrict ourselves to composition kernels (see §5
below) then those which are analytic can be characterized as being
analytic functions off the diagonal.

In this paper we study the composition kernels on a general Lie
group and characterize those which are analytic. In §1 to §4 we define
and state some properties of the composition product of distributions on
a Lie group G that we shall use later on. Section 5 is devoted to define the
composition kernels and to derive its main properties. In §6 we discuss
and characterize the analytic composition kernels on Lie groups. We
use there the results of our previous paper [2] and some techniques
employed by L. Schwartz in [6], exposes 5 and 6, in the study of com-
position kernels on a Euclidean space, which have to be adapted to the
present situation.

We should like to thank Professors Leopoldo Nachbin and Felix
E. Browder for discussion, suggestions and criticism.

l The composition product on a Lie group* Let G be a connected
Lie group of dimension n. We denote by ®(G), gf (G), g"(G) and ®'(G)
the spaces of infinitely differentiable functions with compact support,
infinitely differentiable functions, distributions with compact support, and
distributions, respectively, on G with their usual topologies. (Schwartz [5]).

For a fixed left invariant Haar measure dx on G, we have the
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natural imbedding feίf(G)-*μf = fdx e ®'(G), where

<t*ff 9> = ( g(χ)f(χ)dχ
JG
(
JG

for all g e ®(G). We will usually denote by / simply the distribution μf.
If S and T are two distributions of ®'(G), their tensor product

Sx (g) Ty is a well defined ([5], tome I, 2e edition, pg. 106) distribution
on G x G. If / e ®(G), the pairing

makes sense whenever the intersection of the support of Sx ® 2\, with
the support of f{x y) is a compact subset of G x G. This is always the
case when either S or Γ has compact support.

DEFINITION 1.1. Let S and T be two distributions on G, one of
them having compact support. The composition product of S with T
will be the distribution S*T, defined by

for all fe®(G).
If S, T and R belong to ®'(G), then

(S*T)*R = S*(T*R)

is true if at least two of these distributions have compact support. The
composition product on G is not necessarily commutative, if G is not
commutative.

The following proposition is an easy consequence of [5], tome I, IP
edition, pg. 109, th IV.

PROPOSITION 1.1. If h is an infinitely differentiable function and
T is a distribution, one of them having compact support on G, then
T*h and h*T are infinitely differentiable functions given by:

and

where Δ denotes the modular function of G.

COROLLARY. If h and g are infinitely differentiable functions, one
of them having compact support on G, then we have

and

(g*h) (x) = ί givMy^x) dy = \

(h*g) (x) = \ Δ{y-Ύ)g{y)h{xy-1) dy = f
JG JG
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2 Support of the composition product* In this section we transpose
to the case of Lie groups the results of [6], expose 5, theoreme 1,
Proposition 1 and corollaire.

First of all, it is easy to see that if S and T are two distributions
such that the support of S is A, the support of T is a compact set B,
then the support of S*T is contained in A B, where A B denotes the
set all products x y with xeA and yeB.

If M and N are two subsets of G, let us denote by M~XN the set
{x^-y: xe M,y e N}.

Let V be a compact neighborhood of E e G and 0 an open set of G.
We denote by Ov the set

Ov = c(V-c(O)),

(c(A) will represent, in what follows, the complement of A in G).
Ov is obviously an open set, since V being compact and c(O) closed,

V'C(O) is a closed set. Furthermore, Ov is contained in O because
c(O) c V*c(O). If V1 and V2 are two compact neighborhoods of e such
that V1 c V2 it is quite obvious that OFl D OV2.

If F runs through a fundamental system of symmetric compact
neighborhoods of e, the union of the open sets Ov is 0. In fact, if
x e 0, it is possible to choose a symmetric compact neighborhood V of
β such that Vx Π c(0) — φ. It follows that a? 0 F c(O); otherwise, 'y"1^ = a
with i; e F and a e c(0). Since F is symmetric, /y~1 € V and then <z e Vx
which is a contradiction.

Let us define also

O'v = c(c(O) V).

This set has the same properties as the set Ov.

PROPOSITION 2.1. If S and T are two distributions such that T has
compact support B and S is equal to zero on OB~X where O is an open
set, then S*T is equal to zero on 0.

Proof. By the remark in the beginning of this section, the support
of S* T is contained in ciOB"1) J5. If x e c{0B~x) any y e B we cannot
have xy eO, for then, x e Oy~ι c OB'1 which is a contradiction. We
conclude that cfOS^ ΰ c c ί O ) and S*T is equal to zero on 0, q.e.d.

COROLLARY 1. Under the same hypothesis of the theorem, if S is
equal to zero on {0B~λ)v then S*T is equal to zero on Ov.

Proof. The support of S*T will be contained in the set
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Since

it follows that

B c V c{0) = c(Ov)

which proves that S*T is equal to zero on Ov, q.e.d.
Using the same method one can prove the following

COROLLARY 2. Let B be a compact and V be a symmetric compact
neighborhood of e. Let us suppose that the distribution S is equal to
zero on OB'1 and that the support of the distribution T is contained
in B.V. Then, S*T is equal to zero on Or

v.

3 Translations and vector fields Let us denote by σs (resp. τs)
the left (resp. right) translation x —> sx (resp. x —> xs) defined on G. If
/ i s any function defined on G we define psf and τsf to be the functions:

σsf(x) = f(sx) and τj(x) = f(xs) .

Now if T is a distribution on G we define its left translation σsT,
and its right translation, τ8T, by

and

If X is a left invariant vector field on G and Te®'(G), define XT
by

, /> - -<Γ, X/> , for all

It is easy to show that

XT = T*Xδ ,

for all T e ®'(G), where 5 denotes the Dirac measure at the identity e
of G. It follows that

Analogously, if Y is a right invariant vector field we have:

YT = ΓS*T and Γ(S*T) =

We remark that these results can be extended to left (resp. right)
invariant partial differential operators ([3]).
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4* Linear transformations which commute with the composition
product* Let S be any fixed distribution of ®'(G) and consider the
two linear continuous maps:

g € 2)(G) — S*g e ®'(G) and g e ®(G) — g*S e 3)'(G)

We know that the distributions S*g and g*S belong to ί?(G)
(proposition 1.1) and these two maps are continuous from ®(G) into
£?((?) ([5], tome II, pg. 23, th. XII). Moreover, they can be extended
to continuous maps from g"(G) into ®'(G) ([5], tome II, pg. 13, th. V).

It is easy to show that the first one of the above maps (as well as
its extension) commutes with the right translations, while the second
(as well as its extension) commutes with left translations. More precisely,
we have the following result:

PROPOSITION 4.1. Every linear continuous map L: g"(G) —>©'(G)
which commutes with the right translations on G is of the form

L(g) = S*g

τvhere S = L(δ) is a distribution of 3)'(G).

The proof which follows the same line as [5], tome II, th. X, is left
to the reader. In the same order of ideas, one can prove the following

PROPOSITION 4.2. A continuous linear map L: i?'(G)—>®'(G) com-
mutes with right translations if and only if it commutes with the left
invariant vector fields on G.

Analogous results can be stated for left translations and right invariant
vector fields.

5 Composition kernels* Let S be a fixed distribution in ®'(G).
To the continuous map

g e ®(G) — S*g e

there corresponds by the kernel theorem of L. Schwartz ([7]) a unique
kernel Sx>ye S)'(G x G) called the left composition kernel associated to
the distribution S. In the same way to the continuous map

there corresponds the so-called right composition kernel S'x,y.
One can easily prove the following result:

PROPOSITION 5.1. The kernels Sx>y and SXty are given by the relations
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<SU, Φ(x, y)> =

<S'x,y, Φ(x, y)> =

respectively, for all Φ e ®(G x G).

In these two formulas, the right hand side denotes the distribution
on x (resp. y) acting on the infinitely differentiable function with compact
support in x (resp. y) obtained after integrating Φ(xy, y) (resp. Φ(x, xy))
with respect to the 2/(resp. x) variable on G.

Composition kernels are regular, i.e. the two mappings defined in
the beginning of this section carry ®(G) into S?((?) and can be extended
continuously to mappings from £?'(G) into ®'(G), as we have already
remarked in the preceding section.

Let seG, σs and τ s denote the left and right translations, respectively
on G. If KXiy is any distribution kernel on G x G, let us denote by
osKxy and by τsKx>y the kenels defined by

<σsKx>y, Φ(x, y)> = <K.,y, Φ(s~% s

<τsKxy, Φ(x, y)> = <Kx,yj Φ(xs~\ ys^y ,

respectively, for all Φ e 2)(G x G).

DEFINITION 5.1. The kernels σsKx>y and τsKx>y be will be called the
left, respectively, right translation (parallel to the diagonal of G x G)
of KXιy by 8.

DEFINITION 5.2. A distribution kernel KXιV is said to be invariant
with respect to the left (resp. right) translations, if

σsKxy - Kx,y (resp. τsKx>y = Kx,y) .

for all s e G.

PROPOSITION 5.1. A distribution kernel KXtV is a left (resp. right)
composition kernel if and only if it is invariant with respect to right
(resp. left) translations.

Proof. If Kx>y is a left composition kernel then there exists a
distribution S e ®'(G) such that we have

<κ.ιy,f(x)-g(v)> = <s*g,f>

for all f, ge ®(G). We have to show that in this case τsKXιy — KXtV.
This follows easily from Definition 5.1 and the definition of the translation
of a distribution (Section 3).
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Conversely, if τsKXιy = KXtVf denoting by Lκ the continuous may from
®(G) into ®'(G) defined by the kernel Kx>y, one can easily see that Lκ

commutes with the right translations. Then, by proposition 4.1 it is of
the type:

g e ®(G) — S*g e ®'(G)

where S is a well defined distribution of G. Then Kx,y is the left
composition kernel defined by S, q.e.d.

Let X be a left invariant vector field on G and Kx>y a distribution
kernel on G x G.

DEFINITION 5.3. The kernel Xx(Kx>y) is defined by

<Xm(K..v), Φ(x, y)> = -<Kx,y, Xx(Φ(x, y))>

for all Φ e ®(G x G).

Analogously one can define the kernel Xy(KXiV).

PROPOSITION 5.2. A distribution kernel KXtV is a left composition
kernel if and only if

where Xiy 1 ^ i ^ n, denotes a basis of the left invariant vector fields
on G.

Proof. Suppose that KXtV is a left composition kernel. We have:

From Propositions 4.1 and 4.2 we have:

Xi(Lκ(Q)) - Lκ(Xi(g)) for all ΐ = 1,

Thus for all /eΦ(G):

- <(Xi).K,.υ,f(x) g(y)>

and

<Lκ(XMv))),f(χ)> =

Hence it follows that (X^xKx,y = —(Xi)yKx>y.
Conversely, this relation means that the map L^: S)(G) —> S)'(G)

commutes with the left invariant vector fields Xiyl S i ί^n, which again
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by Propositions 4.1 and 4.2 implies that KXtV is a left composition kernel,
q.e.d.

An analogous result can be stated for right composition kernels.

6* Analytic composition kernels* In this section we discuss the
analytic composition kernels and give the characterization of these kernels.
In what follows we shall prove that the three conditions:

(a) the distribution S is an analytic function in the complement

of M;
(b) the composition kernel (left or right) is an analytic function

off the diagonal of G x G;
(c) Sx>y is analytic kernel (see below):

are mutually equivalent.
First we recall the basic definition of [2], Section III: if Kxy is a

kernel and Lκ the corresponding linear continuous mapping of ®(G) into
®'(G), then KXtV is said to be an analytic kernel if the following conditions
are satisfied:

(i) Kx>y is very regular ([5]),
(ii) / / TeS?'(G) then Lk(T) is analytic on each open set on which

T is analytic.

The equivalence of the three conditions above gives for the composition
kernels a complete answer to a question studied in the general case in
[2], Section III. It shows us that analytic composition kernels are those
analytic off the diagonal, a property not true, in general, for analytic
kernels.

Let us prove the equivalence between (a) and (b).

THEOREM 6.1. The composition kernel Sx>y is analytic in the
complement of the diagonal of G x G if and only if the distribution
S is an analytic function in the complement of {e}.

Proof. Suppose Sx,υ is an analytic function in the complement of
the diagonal in G x G and let H(x, y) be the restriction of Sx,y to this
complement. It is easy to check, on one hand, that LH(3) = H(x, e)
(here, LE denotes the continuous map from 35(G) into ®'(G) defined by
the distribution kernel H(x, y)) and, on the other hand, that LH(S) =
Ls(3) = S in the complement of the set {e}. Since, by our hypothesis,
H(x, e) is an analytic function in the complement of {e} the statement
follows.

Conversely, suppose S is analytic in the complement of {e}. Let us
denote by h(x) this function and by H(x,y) the function h(z*y~x) which
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is, obviously, analytic in the complement of the diagonal in G x G. We
want to prove that SXtV coincides with H(x, y) in the complement of the
diagonal in G x G, which proves the theorem. It suffices to show that
for all /, g e ®(G) with disjoint supports we have:

(1) <&.,, f(x) g(v)> = <H(x, v), f(x) g(y)> .

Since SXtV is a left composition kernel, we have:

(2) <S..v,f(x) g(y)> = <S*g,f>.

On the other hand,

<fl(x, y), f(x), g(y)> = \\ h(x-y-1) f(x)g(y)dxdy
J JGxG

= I f(x)dx h(x-y~1)g(y)dy .
JG JG

By the corollary of Proposition 1.1, the integral in y is (h*g)(x), so we
have:

(3) <H(x, y), f(χ)-g(y)> = <h*g, /> .

Let U and V be two open sets such that U contains the support of
g and U Π V = φ, which is always possible by our assumptions on / and
g. It follows, denoting by K the support of g, that the open set U K'1

does not contain e so, in this open set, S and h coincide. By Proposition
2.1, we conclude that S*g and h*g coincide in U, thus we have

and then (2) and (3) imply (1). Q.E.D.
Before proving that conditions (b) and (c) are equivalent, we need

to establish some results concerning analytic functions on Lie groups.
We are going to show that in order to prove that a function / is analytic
at a point x0 e G, it suffices to obtain the usual bounds for the absolute
value of Zpf at x0, where Zp = Zp, Z^ Z*», with pl9 p2, •••,?>*
nonnegative integers, and Zif 1 ^ i ^ n, denotes a basis of left (or right)
invariant vector fields in G. More precisely:

LEMMA 6.1. Let (U9xlf •• ,α?%) be a local coordinate system on G
and let Zifl^i^nybea basis of left (or right) invariant vector fields.
A function f is analytic on U if and only if to each compact subset
k c U there corresponds a constant C > 0 such that

\Z'f(x)\ < C" \p\l

for all x e k.
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The proof of Lemma 6.1 will be based on the following general lemma
and its corollary below.

LEMMA 6.2. Let F be a finite set of analytic functions on
(U,x19 , xn) and let D denote any one of the partial derivatives
O/dXi, l ^ i S n on U. Let glf g2, , gm be m arbitrary functions {not
necessarily distinct) chosen from the set F. Then, to each compact
subset k of U there corresponds a constant K > 0, independent of m,
such that

(i) iDWχ..

uniformly on k, for all p = (plf p2, , pn). {On the right side x denotes
a real variable).

Proof. Since F is a finite set of analytic functions on (U, xl9 , xn)
to each compact subset k of U, there corresponds a constant K > 0
such that:

\D*(g)\ ^K^pl

uniformly on k, for all ge F. By remarking that:

and that pi = pλ\ pj ^ {pλ + + pn)l, we may conclude that

(2) \D^{g3)\^\^( 1 ) \ ,ltzj<m,
I dxlPl V 1 — Kx /)χ=o

uniformly on k.
Let us proceed by induction on m. The case m — 1 follows trivially

from (2) setting j = 1. Suppose, then, that relation (1) is verified for
m — 1. We can write

= Σ Dr(θJ Ds[D{gm^D{... g2D{gi)))] .
r+s—p

Using relation (1) which is by assumption true for m — 1 and relation
(2) and remarking that, in the last summand, the number of terms
containing Dr{gm) = Dri ••• Drn{gm) with degree \r\ = rλ + + rn is
precisely |p | ! / | r | ! | s | ! we obtain the majoration:

< ί y \P\1 d^ ί 1 \ d' s | + 1

" lιn+W=iPi | r | ! | s | ! dxlrl \ 1 - Kx J dx^+1
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17 i d γ-v l y\\
LV 1 - Kx dx I \l-Kx / JJ =β

Σ
r ! | s | ! dx{r{ V 1 — Kx

Γ d if 1 _d_\m-V 1
' L d a Λ V l - K x d x ) V I -

= f d
I da; 1 - Kx dx ' \l-Kχ

x = 0

uniformly on k, which establishes the lemma.

COROLLARY 1. If the functions gu g2, , gm satisfy the hypothesis
of Lemma 6.2, then we have

<3) \g,D{ " gtD(gi))I 5S (2Kr-\m - 1) !

uniformly on k.

Proof. It follows from Lemma 6.2 that the left term of (3) is
majorized by

1 - Kx dx) \1-~K

uniformly on the compact subset k. Thus we have to evaluate the above
expression at x = 0. By setting

x ==
 1 - V\ - 2Ky

K

we reduce the problem to evaluating the function

at y = 0. An easy calculation gives us:

= l.S ( 2 m - 3 )

and the corollary is proved.
Without going into the proof (which would be a repetition of the argu-

ments above) let us state a slight variant of Lemma 6.2 and corollary 1
which will be more convenient for our purposes.

LEMMA (6.2)'. Let F be a finite set of functions on G and let Z
denote any one of the elements Ziy 1 g i ^ n, of a basis of left (or right)
invariant vector fields on G. Let f be any function on G and suppose
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that to each compact subset k of U, there corresponds two constants
K > 0 and M > 0 such that

\Z*(g)\ ^

for all g e F, and

both uniformly on k. Then if glf , gm are m arbitrary functions
(not necessarily distinct) chosen from F, we have, for all p = (pu , pn):

) ( ) }
1 — Kx dxs V 1 — Kx / J *=o

uniformly on k.

COROLLARY Γ. Under conditions of Lemma (6.2)' we have

uniformly on k.

Proof of Lemma 6.1. Suppose that / is an analytic function on U.
As we know, each vactor field Z{ can be represented as a linear combination
with analytic coefficients in U of the partial derivatives d\dxv l^i^n:

3=1

Now, if p = (pu p2, , pn) and if m denotes the sum | p \ =
Pi + Ί>2 + * ,Pn then it is easy to see that we can represent Zpf by

From the corollary of Lemma 6.2, it follows that:

^ (2K)m-m !

uniformly on a given compact subset fc of U. Hence we obtain the
following majoration

\Z*f(x)\ ^ nm-(2K)mm !

for all xek. Now, setting C = 2Z"tι, the "only if" part of Lemma 6.1
is proved.

Conversely, suppose that / verifies condition of Lemma 6.1. To
prove that / is analytic on U, we have to state the usual bounds for
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the absolute value of Dpf(x) on compact subsets of U. Since U is by
hypothesis a local coordinate system and Zi9l^ί^n, a basis of left
(or right) invariant vector fields in G we can write

= ±b(x)Z

where the functions bi3(x) are analytic on £7. Thus we can represent
Dpf by the sum

D>f=m Σ i 6 w . ^ . ( - - 6 V l ^ 1 ( / ) ) .
Jl- .Jm= 1

Since / verifies condition of Lemma 6.1, then to each compact subset
k c U there corresponds a constant C > 0 such that

for all x e k. On the other hand, the functions bi3 being analytic on U
we may conclude from that we have just proved above that

for all x e k. We are then under conditions of Lemma(6.2)' and the
conclusion follows from Corollary Γ.

THEOREM 6.2. The composition kernel SXιy is analytic if and only
if S is an analytic function in the complement of {e}.

Proof. Suppose that Sx>y is an analytic distribution kernel. As we
have shown ([2], Section II, thm. 2), Sx,y is an analytic function outside
the diagonal of G x G. From Theorem 6.1, it follows that S is an
analytic function in the complement of {e}.

Conversely, suppose that the distribution S is an analytic function
in the complement of {e}. As we have remarked (section 5), the kernel
Sx,y is a regular kernel, and by Theorem 6.1, it is an analytic function
outside the diagonal of G x G. To conclude that SXιV is analytically very
regular, all we have to prove ([2], Section III, Theorem 3, corollary) is
that for all /e®(G), S*f is analytic in every open subset on which /
is analytic.

Suppose, then, / analytic on an open set Ω; all we have to prove
is that if ω is any relatively compact open subset of Ω such that ώ c Ω,
then S*f is analytic on ω. This subset ω being fixed, let a e ®(β) such
that a is equal to 1 on an open neighborhood of ώ. We can write

and
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Sf*/ = S*α/ + S*(l - α)/ .

Let us prove that both the summands on the right of the last
expression are analytic on ω. The easiest part is the analyticity of
S*(l — a)f. From our choice of a, (1 — a)f is an infinitely differentiable
function with compact support, which is zero on α>. We can derive our
conclusion from the more general result:

PROPOSITION 6.1. Suppose that S is a distribution which is analytic
in the complement of {e}. For all distribution T with compact support
in G, S*T is analytic in the complement of the support of T.

Proof. We may suppose without loss of generality that the support
B of T is contained in a suitable coordinate system. Using the same
argument as in [5], tome I, 2e edition, theoreme, pg. 91, XXVI, one a
conclude that T can be represented in the following way:

r = Σ x*9p,
P

where the gps are continuous functions with compact support contained
in an arbitrary neighborhood of B, sey BV (here V denotes symmetric
compact neighborhood of β), Xp = XpXξ* -X>, with p19 p2, , pn

nonnegative integers and Xl9 X29 , Xn a basis of the left invariant
vector fields in G.

Let now β be a fixed but arbitrary compact open set, which closure
is contained in the complement of B and suppose that β is contained
in a suitable coordinate system. All we have to prove is that S*T =
Σ P S*Xpgp is analytic in β.

Since the support of Xpgp is contained in BV, by Proposition 2.1,
Corollary 2, the values of each summand S*Xpgp (hence of S*T) on
βf

r depend only of the values of S on β B'1. In this open set S is, by
our hypothesis, analytic. Let us prove then that each summand S*Xpgp

(hence S*T) is analytic on β'r, from which, since β is the union of all
β'v when V runs through a fundamental system of symmetric compact
neighborhoods of β in G, it will follow that S*Γ will be analytic on β.

By Lemma 6.1, it suffices to state the usual bounds for the absolute
values of Yq(S*X*gp) on compact subsets of βf

v where, here, Yq =
Y?i Yln with qlf , qn nonnegative integers and Yi91 ^ i ^ n, a
basis of the right invariant vector fields in G. We have, using the
remarks following Proposition 3.2:

Y*(S*X*gp) = YqS*Xpgp = Xp(Y«S*gp) .

On the other hand, each Xt can be written as a linear combination
of Y3; 1 g j ^ n, with coefficients which are analytic functions on /3.
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We can write Xp = ΣIH^IPI ar(%)Yr with ar(x) analytic on β9 and then

p) = Σ ar(x)(Y*+'S*gp).

Now, for each compact subset kf of β'v,

k =

is obviously, a compact subset of βB^1 where S is analytic. There exist,
then, two constants M, depending on k', and N, depending on k, such
that:

ar(x)I ^ M for all ^efc' and all r

and

I Y*+rS(xy~ι)\ ^ ΛΓlβ+r|(ff + r)! on & .

If we denote by P a bound of the continuous functions gp on BV, we
have, on k\ the following majoration for each of the above summands:

\ar(x)(Y<1+rS*gp)\ ^ P.M.N.lq+rϊ(q + r) !

Thus:

I Y%S*X*gp)(x)\ ^

for all x e kf, C being a suitable constant which proves that S*Xpgp is
analytic on βr

v and so the proposition is proved. It follows from Proposition
6.1 that S*(l — a)f is analytic in ω.

Let us prove now that S*af is analytic on ω. As before, we are
going to show that the system of derivatives Xp(S*af) does not grow
faster than p\Clpl on an arbitrary compact subset of ω. As we shall
see some technical difficulties arise from the fact that, now, the support
of af intersects ω. If | p | = m, we may write Xp(S*af) as Xim Xi.λXiχ

(S*af). An easy induction argument gives us the following relation:

= S*aXim X,Xh{f) + Σ Xίm Xίj+1 [ S * ^ ^ ) ^ . , X,Xh(f)] .

First of all, let us obtain the bounds on each term of the above
right summand. Writing the left invariant vector field Xif 1 ^ i g n,
as a linear combination of the right invariant vector fields Yk, 1 <; k ^ n,
with analytic coefficients αiJfc(aj) on ω and substituting on each of those
terms we get:

(2) Xim.. X^S^X^X^ -XhXh(f)]
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Recalling that we have chosen a e ®(£?) equal to 1 on an open
neighborhood of ω, then Xii(a)Xii_mi XhXh{f) has a compact support
σ disjoint from ω and so by Proposition 6.1, S*Xi(a)Xi X^X^f)
is an analytic function on ω. As we have proved in Proposition 2.1,
the values of S*Xij(a)Xiό_i XhXh(f) on ω depends only on the
value of S on ωσ~x

9 thus the bounds of this composition product on a
compact subset k of ω, amounts to bounds of Xis(a)Xi ••• XhXh{f)
on σ and of S on a compact subset kr (corresponding to k) of ωσ"1.
The function / is analytic on ω, so there exists a constant M > 0,
depending on k, such that

uniformly on k. On the other hand, a is an infinitely differentiate
function with compact support, so we can find a constant B > 0 such that

for all 1 ̂  i ^ n. Finally, S being analytic in ωσ~λ (because ω is disjoint
of σ and S is, by hypothesis, analytic on the complement of {e}), there
exists a constant k > 0, depending on &', such that

\YP(S)\ ^

uniformly on kf. From these inequalities it follows that

I YHS+XtJMX^ XhXh{f))\ ^ BW-\3 - 1)! K^p !

uniformly on k.
Now, applying Lemma (6.2)' and Corollary 1' to the set of functions

F = {atj(x)9 ISiJ Sn) and to the function S*X,j(α:)X,j_i . . . XhXh(f),
which we can do because all the functions are analytic in ω, we obtain
for each term of (2) the inequality:

'-(j -l)\(2K)m-\m-j) !

uniformly on k. Then we obtain for (2) the following majoration:

I Xim . . . Xij+1 [StX^άϊX^ . . . XiΛXh(f)] I

^ nm-j(2K)m-j(m - j)l -B-M^U - 1) !

and, finally, choosing a suitable constant C > 0, we obtain for the
summand which appear in (1), the majoration:

(3) % Xim Xij+1 [SϊX^άiX^ XhXh(f)] ^ C™ m!, on k .
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Let us consider, in the last step of our proof, the first term
S*aXim XhXh{f) of the expression (1). The function aXim XhXh(f)
has a compact support contained in the support s of a. If V and W
are two symmetric compact neighborhoods of e in G, such that ((os'% c
(ωs"1)^ and y is an infinitely diίf erentiable function with compact support
contained in (ωs"1)^ and equal to 1 on an open neighborhood of (ωs~ι)v,
the distribution 7S coincides with S on (ωs-%, hence, from Proposition
2.1, Corollary 1, it follows that yS*aXim XhXiχ{f) coincides with
S*aXim XhXh{f) on ωv.

Since the distribution ΎS has compact support, by the some remark
in the beginning of the proof of Proposition 6.1, we can write:

ΎS = Σ Y9gq
Q

where the gp's are continuous functions with compact support contained
in an arbitrary open neighborhood of the support of yS, say
Then, we have:

ΊS*aXim XhXh(f) = Σ,(Yq9q)*aXim X,Xh(f)

which coincides with S*aXim XhXh(f) on ωv.
Again if we write each vector field Yjf 1 ^ j ^ n, as a linear combi-

nation of the basis Xi9 1 ^ ί ^ n, of left invariant vector fields, with
analytic coefficients on a), we obtain:

Y« = Σ KP{x)Xp

v

where the functions bqp(x) are analytic on ω. Substituting Yq in the
above summand, we get:

(4) ΊS*aXim XhXh(f) = Σ bw{x) (gιl*X»(aXim . . . Xi2Xh{f)))

Now, remarking that:
( i ) the number of the analytic functions bqp is finite and depends

only on the above expression of 7S, and so all these functions are
uniformly bounded on every compact subset of ωv c ω;

(ii) by the same argument of (i), one can find a positive constant
which bounds all the absolute values of the continuous functions with
compact support gp;

(iii) the functions Xra are infinitely differentiate with compact
support contained in s and the number of factors Xra which appear
developing Xp(aXim Xi2Xiχ(f)) is finite and depends only on the
expression of yS, so one can find a positive constant with bounds the
absolute values of Xra on s;
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(iv) the function / is analytic on Ω and s is a compact subset of Ω;
then it is possible to find a constant N > 0, such that:

\bqM(g*X'(<xXim --Xil(f)))\ S N™+^(m + \p\)l

on a compact subset of ωv. Denoting by r the maximum of the numbers
\p\ and by t the number of summands of (4), we obtain:

.. XhXh{f)\ S tN^{m + r)! .

Hence, by choosing a suitable constant Cl9 we get:

on a compact subset of ωv. This inequality combined with (3) shows us
that S*af is analytic on ωv, hence on ω, and Theorem 6.2 is proved.

Theorems 6.1 and 6.2 state, for composition kernels, that the property
of being analytically very regular is equivalent to that of being analytic
outside the diagonal. This gives us an affirmative answer in this case
to the question studied in [2] for more general analytic kernels.
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