
INVERSION AND REPRESENTATION THEOREMS FOR
A GENERALIZED LAPLACE TRANSFORM
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l Introduction. In a series of recent papers I have discussed
various properties and inversion theorems etc. for the transform

,(1.1) Γ{a + β + V + 1 J o

a + β + y + 1; -%y)f(y)dy .

where f(y) e LO, oo), β ^ 0, η > 0.

= A\ (xy)βf(x,y)f(y)dy
Jo

where for convenience we denote Γ(β + η + 1)1 Γ(a + β + η + 1) by
A and iF^α; b; —xy) by ψ(xy); a and b standing respectively for β +
7] + 1 and a + a. For a = β — 0 (1.1) reduces to the wellknown
Laplace transform

(1.2) F(x) = \~e~**f(y)dy .
Jo

The transform (1.1), which may be called a generalization of the
Laplace transform, arises if we apply Kober's operators of fractional
integration [2] to the function a^e-^fl].

The object of the present paper is to obtain an inversion and a
representation theorem for the transform (1.1) by using properties of
Kober's operators defined below.

2. Definition of operations. The operators given by Kober are
defined as follows.

#.[/(*)] ^ x
1 (Oί)

1 \<X)

where f(x)eLp(0, oo), 1/p + 1/q = 1, if 1 < p < ™ and 1/p or 1/q 0
if p or q = l, a > 0, ζ > -(1/p), V > -(1/q).

The Mellin transform Mf(x) of a function/(a?) eLp(0, oo) is defined
as
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Mf(x) = \"f{x)xudu (p = 1)
JO

and

indexF fa;

= lim fixy-V'dn (p > 1) .

The inverse Mellin transform Af"V(ί) of a function ψ(t) e Lq(— co, α>)
is defined by

(2.1) M-χΦ(t) = A- Γ Φ^x-m (q = 1)
2ττ J-oo

and

1 indexp fϊ7

= — lim φ{t)χ-u-^dt (q > 1) .
2π τ^~ j-j

If Mellin transform is applied to Kober's operators and the orders
of integrations are interchanged we obtain, under certain conditions

r(y +—-it)
M{Iv\f(x)} = — -J- —Mf(x)

( { λ } ]

and

r(ζ + — + ί
M{KξJ(x)} = — —L- —Mf(x) .

[ ( l ) ]

But

M(e~* ofi) = Γe-α?β+"-1/ffίZα? = r(β + it + —) , if Be(β + — ) > 0

Therefore

and
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(
V / \ V

Γ[a + {r + ± + ft}]
3>

By (2.1) we then have

+ l.-u)r(β + — + u
(2.2) / .OΛr ) = J - -2 . ϋ- x~ -« dt

"U ^ ( )]
and

r(ς + — + u)r(β + ± + ϋ)

-•) = J- p^—- : Vj *-"-" dt

provided that 1/p > 0, η + 1/g > 0 and ξ + 1/p > 0.

3* Inversion theorem.̂  We now define an inversion operator which
will serve to invert (1.1).

An operator is defined for integral values of n by the relations

W0[G(x)] - G(x) ,

Wn[G(x)] - (-)^+^(jL)\χ-βG(x)], (Λ = lf 2, •)

\Wn[G(x)]]n=nlt(n = 1, 2f •)

THEOREM 3.1. If f(t) is bounded in (0 < t < oo) ίfee ,̂ provided
that the integral (1.1) converges, ΎJ > 0, /3 ̂  0

/or almost all positive t.

Proof. Let a? be any number greater than zero. Then, since the
integral (1.1) converges, we can differentiate under the integral sign-
Also (2.2) gives

(3.1)

Using this relation we get
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W,[F(n)] = (-rn^n

a + β + V + n + l - xy)f{y)dy .

Therefore

_ Γjβ + y + 1) ίnγ+n+1 1
Γ(a +β + η + l)\t) Γ(n + β+l-a)

x I Vβ+niF1(n + β + η + l; a + β + η + 1 + n; — xy)f(y)dy
Jo

1
-a) v t I Γ(b)

x ["y'+ΊFάa + n;b + n; -xy)f(y)dy
Jo

in the notation of § 1.

Γ(b + n)Γ(n + β + 1 - a) V t /

x 1 (tvY^JΓ^a + n b + n; —nv)f(tv)dt
Jo

Γ(6 + w)Γ(n + /3 + 1 - α) \T/

x 1 vn+β

xFx{β + η + n + l;a + β + η + n + l; —nv)f(tv)dt
Jo

l)y a simple change of variable. Now by using a result of Slater [4]
we have

—,f nl iFx{a + n b + n; —v) ~ (nv)a~-he~nυ (n—>oo).
Γ(b + n)

Therefore

lim QU9t{F(n)} - lim

But [3] we have for almost all positive t

- o27TΛ ^
(^ + p + 1 — a)

and so we have our theorem.
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5. Representation theorem* In this section we propose to give
a set of necessary and sufficient conditions for the representation of a
function as an integral of the form (1.1). We shall need a lemma
which we now prove.

LEMMA 4.1. If n is a positive integer and x and t are positive
variables then

Proof. It is plain that

is a homogeneous function of zero order. Therefore applying Euler's
theorem we get

or

Proceeding in the same manner we have

using (3.1).

THEOREM 4.1. The necessary and sufficient conditions that a
given function F(x) may have the representation (1.1) with f(y)
bounded and Rer] > 0 Re β ^ 0 are that
( i ) F{x) has derivatives of all orders in 0 < x < oo.
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(ii) F(x) tends to zero as x tends to infinity and
(iii) I Qn,t{F(x)} I < M for all integral n (0 < t < oo).

Proof. First let us suppose that F(x) has the representation (1.1) •
Under the conditions of the theorem it is obvious that all the derivatives-
of F(x) exist. Also

F{x) < M'

x I {xyψxF^β + Ύj + 1; a + β + V + 1; —xy)dy
o

MT{Ύ])Γ(β + 1)
#Γ(α: + ?7)

since /(?/) is bounded. So F(x) tends to zero as x tends to infinity.
To prove the necessity of (iii) we see, as in Theorem 3.1, that

i QnAF(χ)} i ̂  \Γί ^ Γ * ! 7 — r Γ* +'-*«—*>}{lub | / ( ^ } ' I = M

I i (n + p + 1 — a) Jo J lo^ί<«, j

To prove the sufficiency let us suppose that the conditions are satisfied.
If we now set

Jn = \~ IvΛ(xy)βe-°v}Qn>y{F(x)}dy
Jo

we have

n = Γ(n + l + β-a)

It will be seen in the course of the arguement that this integral exists-
Integrating by parts we have

where

φ Ξ ( « L Y β -
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HSΓow

InJ = Q{P+y) (ί — 0)

= 0(1) /8 = 0(ί-»«)

= 0(1) β>0(t->co)

for [1]

Also the hypotheses of the theorem by implications mean that

F(x) = Qix-1)

and in general

F{n)(x) - Oix-71-1)

.and

= {(-Y^βiβ + 1) (β + n - 2)t~β-n+1F(t) + ί-*Fι—1J(ί)} .

Therefore the integrated part

= Olt^A^it) + F-W-W}] -> 0 as t -> 0 .

Also it is

= OlAj.Fζt) + ίjF7^"1^*)] —• 0 as ί —> co .

Therefore the integrated part is zero and integrating by parts again

+ /S + 1 - a)

+ (z£l^ ("f—V
Γ(n + β + 1 - a) Jo Vdί/

Now

and



984 J. M. C. JOSHI

Therefore as before the integrated part again approaches zero when t
tends to zero and t tends to infinity. Proceeding in the same manner
we obtain

by the Lemma 4.1. Hence

It is clear that this integral exists under the hypotheses of the theorem
and therefore all the previous integrals exist. By a simple substitution,
this gives on using the asymptotic expansion of ^ ( α ; b; x) [4]

Jn - -
Γ{n + β + l-a) Jo

vfieF(
Γ{n + β + l-a) Jo \u

Let

Now

(l/u)F(l/u) = 0(1) (u-+°o) and F(-) = 0(1) (u -> 0)

Hence it is easily seen
( i ) ψ(u) e L (1/R ̂ t < R) for every R > 1.

S oo

ψ(u)e~cudu converges for any fixed c > 0, and

(iii) \ uψ(u)du also converges. Therefore [3]
Jo

Now if

Then χ(xy) eLin0^y<oo under the conditions assumed for the
convergence of (1.1). Therefore by a theorem on weak compactness,
of a set of functions [5] the inequalities in the hypothesis (iii) of the
theorem imply the existence of a subset {%} of the positive integers
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and a bounded function f(y) such that

lim \°{Q^F(x))\χ(x9 y) - Γχ(a, y)f(y)dy .
i-»°° JO JO

Hence

F(x) = \~χ(x,y)f(y)dy
Jo

and the theorem is established.
I am indebted to Dr. K. M Saksena for guidance and help in the

preparation of the paper.
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