## CENTRALIZERS AND $H^{*}$-ALGEBRAS

C. N. Kellogg

A mapping $T$ from a Banach algebra $X$ into itself shall be called a centralizer of $X$ if $x(T y)=(T x) y$ for all $x, y \in X$. A bounded linear operator, $T$, in $X$ shall be called a right [left] centralizer if $T(x y)=(T x) y[T(x y)=x(T y)]$. We show that the space of centralizers forms a closed commutative subalgebra of the bounded linear operators in $X$. The intersection of the space of right centralizers with the space of left centralizers is precisely the algebra of centralizers.

We show that the algebra of right [left] centralizers of an $H^{*}$-algebra is the $W^{*}$-algebra generated by the left [right] multiplication operators and that the commutant of the algebra of right [left] centralizers is the algebra of left [right] centralizers. In order to do this, we construct a net, $\left\{e_{a}\right\}_{a \in D}$ in the $H^{*}$-algebra such that $\left\{e_{a} x\right\}_{a} \in_{D}$ and $\left\{x e_{a}^{*}\right\}_{a \in D}$ converge to $x$. We show that the algebra of centralizers of a commutative $H^{*}$ algebra is the space of bounded functions on a discrete set. Characterizations are given for compact and projection centralizers.

We also study commutative $H^{*}$-algebras in which the irreducible self-adjoint idempotents all have the same norm. We show that two such $H^{*}$-algebras are topologically and algebraically equivalent if and only if they have the same Hilbert space dimension.

The notion of a centralizer was first introduced by Wendel [6] in his work on noncommutative group algebras. Operators similar to centralizers have been studied by Wang [5] in the context of a commutative Banach algebra.
2. Preliminaries. This section is devoted to the necessary definitions and notations. We also prove a very straightforward generalization of several of the results found in Section 2 of [5].

Definition 1. If $X$ is a Banach algebra (complex), then a mapping $T$ from $X$ into $X$ will be called a centralizer of $X$ if $T$ satisfies the identity $x(T y)=(T x) y$, and $\mathscr{C}(X)$ will denote the set of all centralizers of $X$.

Definition 2. If $X$ is Banach algebra and $T$ is a bounded linear

[^0]operator in $X$, then $T$ will be called a right [left] centralizer of $X$ if $T$ satisfies the identity $T(x y)=(T x) y[T(x y)=x(T y)]$. We will use the symbol $R(X)[L(X)]$ to denote the collection of all right [left] centralizers of $X$, [6].

Definition 3. A Banach algebra $X$ is said to be without order if $X y=(0)$ implies that $y=0$ and $y X=(0)$ implies that $y=0$.

The symbol $B(X)$ will be used to denote the collection of bounded linear operators in $X$ and the operator norm on $B(X)$ will be denoted by $\|\cdot\|_{0}$.

Theorem 2.1. If $X$ is a Banach algebra which is without order, then $\mathscr{C}(X)$ is a closed commutative subalgebra of $B(X)$ which contains the identity operator.

Proof. We will first show that $\mathscr{C}(X) \subset B(X)$. If $T \in \mathscr{C}(X), x, y$, $z, \in X$ and $a$ and $b$ complex numbers, then

$$
x[T(a y+b z)]=(T x)(a y+b z)=x a(T y)+x b(T z)=x[a T y+b T z]
$$

Since $X$ is without order, $T(a y+b z)=a T y+b T z$ and thus $T$ is linear. Further, if $y, z \in X$ and $\left\{y_{n}\right\}_{n=1}^{\infty}$ is a sequence in $X$ such that $\left\|y_{n}-y\right\| \rightarrow 0$ and $\left\|T y_{n}-z\right\| \rightarrow 0$, then

$$
\|x z-x(T y)\| \leqq\|x\|\left\|z-T y_{n}\right\|+\|T x\|\left\|y_{n}-y\right\|
$$

for each $x \in X$. Therefore $x z=x(T y)$ and $X$ without order implies that $z=T y$. We now apply the Closed Graph Theorem to conclude that $T$ is bounded and hence $\mathscr{C}(X) \subset B(X)$. It is easy to see that $R(X) \cap L(X)=\mathscr{C}(X)$ and hence $[(T S) x] y=T[(S x) y]=T[S(x y)]=$ (TS)(xy) which implies that $T S \in R(X)$ whenever $T, S \in \mathscr{C}(X)$. Similarly, $T S \in L(X)$ and thus $T S \in R(X) \cap L(X)=\mathscr{C}(X)$. It is obvious that $\mathscr{C}(X)$ is a linear space which is closed under scalar multiplication and hence $\mathscr{C}(X)$ is a subalgebra of $B(X)$. If $T, S \in \mathscr{C}(X)$, then

$$
x[(T S) y]=x[T(S y)]=(T x)(S y)=[S(T x)] y=[(S T) x] y=x[(S T) y]
$$

Since $X$ is without order, we conclude that $(T S) y=(S T) y$ and that $\mathscr{C}(X)$ is commutative. The identity operator is clearly an element of $\mathscr{C}(X)$. If $\left\{T_{n}\right\}_{n=1}^{\infty}$ is a sequence in $\mathscr{C}(X)$ which is Cauchy with respect to the operator norm, then since $\mathscr{C}(X) \subset B(X)$, there exists $T \in B(X)$ such that $\left\|T_{n}-T\right\|_{0} \rightarrow 0$. If $x, y \in X$, then

$$
\begin{aligned}
\|x(T y)-(T x) y\| & \leqq\left\|x(T y)-x\left(T_{n} y\right)\right\|+\left\|\left(T_{n} x\right) y-(T x) y\right\| \\
& \leqq 2\|x\|\|y\|\left\|T_{n}-T\right\|_{0}
\end{aligned}
$$

which converges to zero with $n$. Hence $x(T y)=(T x) y$ and $T \in \mathscr{C}(X)$. Therefore $\mathscr{C}(X)$ is closed with respect to the operator norm and the proof of the theorem is complete.
3. Centralizers of $H^{*}$-algebras. Throughout this section, $H$ will denote an $H^{*}$-algebra. We will study the spaces $R(H)$ and $L(H)$ in considerable detail and note that it is not hard to show that $R(H)$ and $L(H)$ are $C^{*}$-algebras (hence $B^{*}$-algebras) each of which contains the identity operator.

Theorem 3.1. Each of $R(H)$ and $L(H)$ is a $W^{*}$-algebra.
Proof. Since $R(H)$ is a self-adjoint subalgebra of $B(H)$, we must only show that it is weak operator closed. To do this, let $A \in B(H)$ and let $\left\{A_{a}\right\}_{a \in D}$ be a net in $R(H)$ such that $\left\{A_{a}\right\}_{a \in D}$ converges to $A$ in the strong operator topology. Then, for $x, y \in H$, we have

$$
\begin{aligned}
\|A(x y)-(A x) y\| & \leqq\left\|A(x y)-A_{a}(x y)\right\|+\left\|\left(A_{a} x\right) y-(A x) y\right\| \\
& \leqq\left\|A(x y)-A_{a}(x y)\right\|+\left\|A_{a} x-A x\right\|\|y\|
\end{aligned}
$$

which converges to zero with $a$. Hence $A(x y)=(A x) y, A \in R(H)$ and $R(H)$ is strong operator closed. Since $R(H)$ is a self-adjoint subalgebra of $B(H)$, the strong and weak operator closures of $R(H)$ coincide, [2, 448]. Hence $R(H)$ is weak operator closed and thus is a $W^{*}$-algebra. The proof for $L(H)$ is similar and will be omitted.

Theorem 3.2. There is a net $\left\{e_{a}\right\}_{a \in D}$ contained in $H$ with the property that $\left\{e_{a} x\right\}_{a \in D}$ and $\left\{x e_{a}^{*}\right\}_{a \in D}$ converge to $x$ for every $x \in H$.

Proof. Let $\left\{e_{\alpha}\right\}$ be a maximal family of nonzero mutually orthogonal irreducible self-adjoint idempotents of $H$ and let $D$ be the set of all finite sets of the indices $\alpha$, directed by inclusion. To $a=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right)$, let $e_{a}=e_{\alpha_{1}}+e_{\alpha_{2}}+\cdots+e_{\alpha_{n}}$ correspond. The net $\left\{e_{a}\right\}_{a \in D}$ clearly satisfies the requirements of the theorem.

The author wishes to express his appreciation to the referee for the above proof.

Corollary 3.3. The $W^{*}$-algebra generated by the left [right] multiplication operators is $R(H)[L(H)]$.

Proof. For each $x \in H$, define the left multiplication operator $L_{x}$ in $H$ by $L_{x}(y)=x y$ and let $\mathscr{L}(H)=\left\{L_{x}: x \in H\right\}$. Let $\left\{e_{a}\right\}_{a \in D}$ be the net constructed in Theorem 3.2. For $A \in R(H), L_{4 e_{a}}(x)=\left(A e_{a}\right) x=A\left(e_{a} x\right)$ and since $\left\{e_{a} x\right\}_{a \in D}$ converges to $x$, we have that $L_{\Delta e_{a}}$ converges to $A$
in the strong operator topology. Thus $\mathscr{L}(H)$ is strong operator dense in $R(H)$ and since $\mathscr{L}(H)$ is a self-adjoint subalgebra of $B(H)$, it follows that the $W^{*}$-algebra generated by $\mathscr{L}(H)$ is $R(H)$. The proof for right multiplication operators is analogous and will be omitted.

For $S$ an arbitrary subset of $B(H)$, denote by $W(S)$ the smallest $W^{*}$-algebra containing $S$ and denote by $S^{\prime}$ the set of all operators in $B(H)$ which commute with all the operators in $S \cup S^{*}$ where $S^{*}=\left\{A^{*}: A \in S\right\}$.

THEOREM 3.4. $\quad R(H)^{\prime}=L(H)$ and $L(H)^{\prime}=R(H)$.
Proof. It is known, see [2, 445], that if $S$ is any set in $B(H)$, then $S^{\prime}=W(S)^{\prime}$. This fact, together with Corollary 3.3, implies that $R(H)^{\prime}=W(\mathscr{L}(H))^{\prime}=\mathscr{L}(H)^{\prime}$. Now, for $A \in R(H)^{\prime}$, we have that $A \in \mathscr{L}(H)^{\prime}$ and hence $A L_{x}=L_{x} A$ for all $x \in H$. Thus $A(x y)=A\left(L_{x} y\right)=$ $L_{x}(A y)=x(A y), A \in L(H)$ and $R(H)^{\prime} \subset L(H)$. The other containment is trivial and thus $L(H)=R(H)^{\prime}$. Also we have that $R(H)^{\prime \prime}=L(H)^{\prime}$ and since $R(H)$ is a $W^{*}$-algebra containing the identity, $L(H)^{\prime}=$ $R(H)$, [2, 448].

Remark 1. Since $f_{x}(A)=(A x, x)$ is a positive linear functional on $R(H)[L(H)]$ for each $x \in H$, it is easily seen that $R(H)[L(H)]$ is a symmetric and reduced (hence semi-simple) algebra.

Remark 2. Since each of $R(H)$ and $L(H)$ is a $W^{*}$-algebra with the identity operator as unit, then $\mathscr{C}(H)=R(H) \cap L(H)$ has the same properties.

Remark 3. Note that $\mathscr{C}(H)$ is also symmetric, reduced and semisimple since it is a closed commutative subalgebra of $B(H)$ containing $I$ and thus is isometric *-algebra isomorphic to the bounded continuous functions on its compact regular maximal ideal space (e.g., see [2, 232]).
4. Centralizers of commutative $H^{*}$-algebras. We will now focus our attention on commutative $H^{*}$-algebras and first give a characterization of the centralizers of a commutative $H^{*}$-algebra as the set of all bounded (continuous) complex-valued functions on a discrete space. In this section $H$ will be a commutative $H^{*}$-algebra.

Let $E=\left\{e_{a} /\left\|e_{a}\right\|: e_{a}\right.$ is an irreducible self-adjoint idempotent $\}$. Note that each minimal ideal of $H$ is the one-dimensional ideal generated by an $e_{a}$. We can now identify $E$ with $\mathfrak{m}_{H}$ (regular maximal ideal space of $H$ ) and if we give $E$ the discrete topology, then $E$ and $\mathfrak{M}_{H}$ are also topologically equivalent. Note also that $E$ is a complete orthonormal basis for $H$.

Definition 4. A function $f$ from $\mathfrak{M}_{H}$ into the complex numbers will be called a multiplier of $H$ provided $f \hat{H} \subset \hat{H}$, where $\hat{H}=\{\hat{x}: x \in H\}$, $\hat{x}$ is the Gelfand transform of $x$ and the set of all multipliers of $H$ will be denoted by $M(H)$.

Remark 4. It is shown in [5] that $M(H) \subset C\left(\mathfrak{M}_{H}\right)$, the bounded continuous complex-valued functions on $\mathfrak{M}_{H}$, and there is a natural mapping from $\mathscr{C}(H)$ onto $M(H)$ which is a norm-decreasing algebra isomorphism. We will often refer to this mapping as the Wang mapping.

Theorem 4.1. There exists a *-algebra isomorphism which is an isometry from $\mathscr{C}(H)$ onto $C(E)$, the set of all bounded complexvalued functions on the discrete space $E$, where $E$ is as above.

Proof. By our previous remark, there is a mapping from $\mathscr{C}(H)$ onto $M(H)$, a subset of $C\left(\mathfrak{M}_{H}\right)$. By identifying $\mathfrak{M}_{H}$ with $E$, we have $M(H)$ as a subset of $C(E)$. The correspondence between $\mathfrak{M}_{H}$ and $E$ gives the Gelfand transform the form $\widehat{x}(e)=(x, e) /\left\|e_{a}\right\|$, where $e=$ $e_{a} /\left\|e_{a}\right\|$. Recall that the defining equation for the Wang mapping, $\Phi$, is $\Phi(A)(h) \widehat{x}(h)=\widehat{A x}(h)$, for all $x \in H$ and $h \in \mathfrak{M}_{H}$. Since $E \subset H$, we have that $\Phi(A)(e)=(A e, e)$ for $A \in \mathscr{C}(H)$ and $e \in E$. If $g \in C(E)$ and $x \in H$, then $z=\sum_{E}(x, e) g(e) e$ is an element of $H$. If $x \in H$, then $g(e) \widehat{x}(e)=g(e)(x, e) /\left\|e_{a}\right\|$ and $\widehat{z}(e)=(x, e) g(e) /\left\|e_{a}\right\|$. Therefore $g(e) \widehat{x}(e)=$ $\widehat{z}(e)$ and thus $g \hat{H} \subset \hat{H}$, so that $g \in M(H)$. The mapping clearly takes $A^{*}$ into the conjugate of the image of $A$ and thus the only thing remaining is to prove that the Wang mapping is an isometry. For $A \in \mathscr{C}(H)$, we have that $(A e, f)=\left(A\left[\left\|e_{a}\right\| e e\right], f\right)=0$ for $e, f \in E$ and $e \neq f$ and

$$
(A x, e)=\left(A\left[\sum_{f \in B}(x, f) f\right], e\right)=(x, e)(A e, e)
$$

Therefore

$$
\|A x\|^{2}=\sum_{E}|(A x, e)|^{2}=\sum_{E}|(x, e)|^{2}|(A e, e)|^{2} \leqq\|\Phi(A)\|_{\infty}^{2}\|x\|^{2}
$$

and hence $\|A\|_{0} \leqq\|\Phi(A)\|_{\infty}$, so that $\Phi$ is an isometry. This completes the proof of the theorem.

We will now use the mapping of Theorem 4.1 to characterize the compact operators in $\mathscr{C}(H)$. The proof will use the following lemma which gives a necessary and sufficient condition for a projection operator to be in $\mathscr{C}(H)$.

Lemma 4.2. If $P$ is a projection operator in $H$, then $P \in \mathscr{C}(H)$ if and only if $H=I_{1} \oplus I_{2}$, where $I_{1}$ is an ideal and $I_{2}$ is a subalgebra of $H$ with $P=P_{I_{2}}$ (the projection onto $I_{2}$ ) and $I_{1} I_{2}=(0)$.

Proof. First, assume that $P \in \mathscr{C}(H)$, let $I_{2}=P(H)$, and let $I_{1}$ be the orthogonal complement of $I_{2}$ in $H$. By the definition of $I_{1}$ and $I_{2}$, $H=I_{1} \oplus I_{2}$. If $x \in I_{1}$ and $y \in H$, then $P(x y)=0$, since $P(x y)=P(x) y$ and $x$ is in the orthogonal complement of the range of $P$. Hence $x y \in I_{1}$ and $I_{1}$ is an ideal of $H$. Furthermore, if $x, y \in I_{2}$, then $P x=x$ and $P(x y)=x y$ which implies that $x y \in I_{2}$ and hence $I_{2}$ is a subalgebra of $H$. If $x \in I_{1}$ and $y \in I_{2}$, then $x y=x(P y)=P(x y)=0$ since $x \in I_{1}$ (an ideal). Thus $I_{1} I_{2}=(0)$. Conversely, if $x, y \in H$, then $x=x_{1}+x_{2}$ and $y=y_{1}+y_{2}$ where $x_{1}, y_{1} \in I_{1}$ and $x_{2}, y_{2} \in I_{2}$. Since $P=P_{I_{2}}, P x=$ $P\left(x_{1}+x_{2}\right)=x_{2}$ and $P y=y_{2}$ and $x_{2} y_{1}=0=y_{2} x_{1}$. Hence $x(P y)=$ $\left(x_{1}+x_{2}\right) y_{2}=x_{2} y_{2},(P x) y=x_{2}\left(y_{1}+y_{2}\right)=x_{2} y_{2}$ and $x(P y)=(P x) y$. Therefore we have $P \in \mathscr{C}(H)$, concluding the proof.

We now introduce some notation to be used in the following theorem. By $I_{0}(H)$, we will denote the set of all compact operators in $H$. We will denote by $C_{0}(E)$ and $C_{\infty}(E)$, respectively, the subspaces of $C(E)$ which are the functions with compact support and the functions which vanish at $\infty$. Let $\mathscr{C}_{\infty}(H)=\Phi^{-1}\left(C_{\infty}(E)\right.$ ) and $\mathscr{C}_{0}(H)=\Phi^{-1}\left(C_{0}(E)\right.$ ), where $\Phi$ is the Wang mapping.

Theorem 4.3. The space of all compact centralizers in $H$ is precisely $\mathscr{C}_{\infty}(H)$.

Proof. If $A \in \mathscr{C}_{0}(H)$, then $\Phi(A) \in C_{0}(E)$ and since $E$ is discrete, we have that $\Phi(A)$ is finitely nonzero on $E$. Let $\left\{e_{i}\right\}_{i=1}^{n}$ be the set of points $e$ in $E$ such that $\Phi(A)(e) \neq 0$. Then, for $x \in H, A x=\sum_{E}(A x, e) e=$ $\sum_{L_{E}}(x, e)(A e, e) e$ (see for example the proof of Theorem 4.1) Hence $A x=\sum_{i=1}^{n}\left(x, e_{i}\right)\left(A e_{i}, e_{i}\right) e_{i}$ and therefore $A(H) \subset \sum_{i=1}^{n} \oplus N_{i}$, where $e_{i} \in N_{i}$, a minimal ideal of $H$. Since each $N_{i}$ is one-dimensional, we have that the range of $A$ is finite dimensional and hence $A \in I_{0}(H)$. Therefore, since each of $I_{0}(H)$ and $\mathscr{C}(H)$ is closed relative to the operator norm, we have that $\mathscr{C}_{\infty}(H) \subset I_{0}(H) \cap \mathscr{C}(H)$. Let $B \in I_{0}(H) \cap \mathscr{C}(H)$, and we can assume that $B=B^{*}$. Thus $B$ is a bounded self-adjoint operator which belongs to the $W^{*}$-algebra $\mathscr{C}(H)$, and since $I \in \mathscr{C}(H)$, we have that $P(a) \in \mathscr{C}(H)$ for all a real, where $P(a)$ is the spectral function of $B$, [2, 448]. Further, $B \in I_{0}(H)$ implies that $B=\sum_{k=1}^{\infty} a_{k} P_{k}$ where $P_{k}=P\left(a_{k}\right)$, each $P_{k}$ is a projection onto a finite dimensional subspace, and $a_{k} \rightarrow 0$ as $k \rightarrow \infty,[2,250]$. Hence $B=\sum_{k=1}^{\infty} a_{k} P_{k}$ where $P_{k} \in \mathscr{C}(H)$. We will now show that the function on $E$, which maps $e$ to $\left(P_{k} e, e\right)$, is finitely nonzero for each $k$. Let $e \in E$ such that $P_{k} e \neq 0$. By Lemma 4.2 , we know that $H=I_{1} \oplus I_{2}$ where $P_{k}=P_{I_{2}}, I_{1} I_{2}=(0), I_{1}$ is an ideal and $I_{2}$ is a subalgebra. Since $e \in E \subset H$, there exists $e_{1} \in I_{1}$, $e_{2} \in I_{2}$ and an irreducible self-adjoint idempotent, $e_{a}$ such that $e=$ $e_{1}+e_{2}=e_{a} /\left\|e_{a}\right\|$. Therefore, $e_{1}+e_{2}=\left\|e_{a}\right\| e e=\left\|e_{a}\right\|\left(e_{1} e_{1}+e_{2} e_{2}\right)$. It follows that $\left\|e_{a}\right\| e_{1}$ and $\left\|e_{a}\right\| e_{2}$ are self-adjoint idempotents and
$\left(\left\|e_{a}\right\| e_{1}\right)\left(\left\|e_{a}\right\| e_{2}\right)=0$. However, $e_{a}=\left\|e_{a}\right\| e_{1}+\left\|e_{a}\right\| e_{2}$ and since $e_{a}$ is irreducible, $\left\|e_{a}\right\| e_{1}=0$ or $\left\|e_{a}\right\| e_{2}=0$ and therefore $e_{1}=0$ or $e_{2}=0$. It was assumed that $P_{k} e \neq 0$ and $P_{k} e=e_{2}$, so that $e_{1}=0$. Therefore $\left\{e \in E: P_{k} e \neq 0\right\}$ is a subset of $P_{k}(H)$, which is finite dimensional. Thus $P_{k} e$ is finitely nonzero and hence $\Phi\left(P_{k}\right)(e)=\left(P_{k} e, e\right)$ is finitely nonzero. This gives us that $P_{k} \in \mathscr{C}_{0}(H)$ for each $k$ and hence $B$ is an element of the operator norm closure of $\mathscr{C}_{0}(H)$ which is $\mathscr{C}_{\infty}(H)$.
5. Commutative $\mathbf{H}^{*}$-algebras. The study of commutative $H^{*}$ algebras is best motivated by $L^{2}(G)$, the convolution algebra of squareintegrable functions on the compact abelian topological group $G$. It seems natural to ask in what sense does $L^{2}(G)$ determine the group $G$. For example, it is known, [4, 92], that if there is an isomorphism from $L^{1}(G)$ onto $L^{1}(H), G$ and $H$ compact abelian topological groups, with norm less then or equal to one, then $G$ and $H$ are isomorphic. The space $L^{2}(G)$ is not as closely related to the group structure in that it is possible to have nonisomorphic groups whose spares of square-integrable functions are isometric and *-algebra isomorphic. For example, the correspondence

$$
(a, b, c, d) \rightarrow\left(a, \frac{(c+d)+(c-d) i}{2}, b, \frac{(c+d)+(d-c) i}{2}\right)
$$

is an isometric ${ }^{*}$-algebra isomorphism between the respective spaces of square-integrable functions of the Klein 4 -group and the cyclic group on four elements. We will show that $L^{2}(G)$ and $L^{2}(H)$ are isometric *-algebra isomorphic if and only if there is a one-to-one correspondence between $\hat{G}$ and $\hat{H}$, the respective character groups of $G$ and $H$.

Theorem 5.1. Let $H_{i}(i=1,2)$ be commutative $H^{*}$-algebras such that all the irreducible self-adjoint idempotents of $H_{i}$ have norm $k_{i}$. There is a mapping from $H_{1}$ onto $H_{2}$ which is a *-algebra isomorphism and a topological mapping if and only if $H_{1}$ and $H_{2}$ have the same dimension, as Hilbert spaces.

Proof. Denote by $E_{1}$ and $E_{2}$ the collections of irreducible self-adjoint idempotents of $H_{1}$ and $H_{2}$. Suppose that $E_{1}$ and $E_{2}$ are in one-to-one correspondence and for $e_{a} \in E_{1}$, denote the corresponding member of $E_{2}$ by $f_{a}$. We may now assume that $E_{1}$ and $E_{2}$ are indexed by the same set. For $x \in H_{1}$, we have that $x=\sum_{a}\left(x, e_{a}\right) e_{a} / k_{1}^{2}$, where $k_{1}=\left\|e_{a}\right\|$ for all $e_{a} \in E_{1}$. Define $\theta$ on $H_{1}$ by $\theta(x)=\sum_{a}\left(x, e_{a}\right) f_{a} / k_{1}^{2}$ and it is clear that $\theta$ is linear and into $H_{2}$. Notice that $\left.\left(x y, e_{a}\right)=\left(x\left[\sum_{b}\left(y, e_{b}\right) e_{b} / k_{1}^{2}\right]\right), e_{a}\right)=$ $\left(y, e_{a}\right)\left(x, e_{a}\right) / k_{1}^{2}$ for $x, y \in H_{1}$ and $e_{a} \in E_{1}$. Hence

$$
\theta(x) \theta(y)=\left[\sum_{a}\left(x, e_{a}\right) f_{a} / k_{1}^{2}\right]\left[\sum_{b}\left(y, e_{b}\right) f_{b} / k_{1}^{2}\right]=\sum_{a}\left(x, e_{a}\right)\left(y, e_{a}\right) f_{a} / k_{1}^{4}=\theta(x y)
$$

and $\theta$ is a homomorphism. It follows easily that $\theta$ is onto, preserves involution and satisfies $\|\theta(x)\|=\left(k_{2} / k_{1}\right)\|x\|$. We have constructed the desired mapping.

For the converse, suppose the mapping $\theta$ is given. Since $\theta$ and $\theta^{-1}$ are isomorphisms, it readily follows that $\theta\left(e_{a}\right)$ is an irreducible self-adjoint idempotent for $H_{2}$ and thus is some member of $E_{2}$, say $f_{a}$. Hence the restriction of $\theta$ to $E_{1}$ is a one-to-one mapping $E_{1}$ into $E_{2}$. Upon applying a dual argument to $\theta^{-1}$; we can conclude that the restriction of $\theta$ to $E_{1}$ is the desired one-to-one correspondence.

Remark. In the case that $k_{1}=k_{2}$, the proof given above shows that $\theta$ is an isometry.

Theorem 5.2. Let $H$ be a commutative $H^{*}$-algebra in which all the irreducible self-adjoint idempotents have norm $k$. There is a compact abelian topological group $G$ and a mapping $\theta$ from $H$ onto $L^{2}(G)$ which is a topological *-algebra isomorphism.

Proof. Let $E_{d}$ denote $E$ (the set of irreducible self-adjoint idempotents of $H$ ) endowed with the discrete topology and any abelian group structure. It is always possible to introduce on $E$ an abelian group structure by embedding $E$ in the direct sum (weak direct product) of the integers modulo two, where the index set ranges over $E$. Let $G$ be the group of continuous characters on $E_{d}$. Then $G$ is a compact abelian topological group whose character group is $E_{d}$ and $L^{2}(G)$ is a commutative $H^{*}$-algebra with regular maximal ideal space $E_{d}$. The conclusion now follows easily from Theorem 5.1.

Remark. If $k=1$, then the mapping is also an isometry.
Theorem 5.3. If $G$ and $H$ are compact abelian topological groups, then $L^{2}(G)$ and $L^{2}(H)$ are isometric *-algebra isomorphic if and only if there is a one-to-one correspondence between $\widehat{G}$ and $\hat{H}$, the respective character groups of $G$ and $H$.

Proof. This theorem can be obtained from Theorem 5.1 by taking $L^{2}(G)=H_{1}, L^{2}(H)=H_{2}, \widehat{G}=E_{1}, \hat{H}=E_{2}$ and $k_{1}=k_{2}=1$.

The author wishes to express his gratitude to Professor H. S. Collins for his many helpful suggestions.
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