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SAMPLE FUNCTION REGULARITY FOR GAUSSIAN
PROCESSES WITH THE PARAMETER
IN A HILBERT SPACE

PEGGY TANG STRAIT

In this note, Gaussian processes {{;; t € H} where H is the
Hilbert space I, are considered. It is shown that if T is a
compact subset of a set of the form {({1,%z2, -+, Cn, -**):
An St < ay + 1/2%, (@1, 03, *+* Ay, ---) € H} (thus including all
compact subsets of N-dimensional Eulidean space), and there
exists constants 6 > 0 and K > 0 such that

K
E(&—¢&1H)= [log ||t — s || |+

for t, s in H, then almost all sample functions of the process
are continuous on 7. Furthermore, if there are constants
a > 0 and K such that

E(&—&P)=K|lt—s]

for all ¢, s in H, then ‘‘almost all’”’ sample functions of the
process are Lipschitz-3 continuous on T for0 < 38 < @/2, The
phrase ‘‘almost all” is used in the sense that the process
defines a probability measure x on the space C; of continuous
or Lipschitz-3 continuous functions on T, such that for any k
points ¢,¢2, --- t* in T and any Borel set A in k-dimensional
Euclidean space R*

4z € Cpz (z(tY), -+ - 2(tF) € A} = Ptheth(A)

where Pt'-t* ig the probability measure defined by the random
vector {&;1, --- &}, In the case where the process {&:te H}
is separable and is separated by the set of dyadic numbers in
H, then the phrase ‘‘almost all’’ as defined here takes on the
usual meaning.

In application, it is shown that the Brownian process in
a Hilbert space defined by Paul Levy satisfies the latter
condition for a =1, Thus almost all sample functions are
Lipschitz-3 continuous on 7 for 0 < 3 < 1/2if T is a compact
set of the form described above. Furthermore, it is shown
that Levy’s result that almost all sample functions of this
process are discontinuous in the Hilbert sphere may be extended
to arbitrary noncompact subsets of the form 7T = {({:, ¢, -,
tny ¢ '): [22% é tn § bn}.

We sufficient condition for Lipschitz-8 continuity of sample
functions of Gaussian processes with the parameter in a Hilbert
space. We use the following notations. {¢,; ¢ € H} denotes a real valued
process where the parameter space H is the Hilbert space l,. R7Y is
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N-dimensional Euclidean space. X is the space of real valued func-
tions defined on H or subsets T of H, depending on the context. C,
is the space of continuous (or Lipschitz-& continuous) functions defined
on T. P is the complete probability measure on X defined by the
process {£;tc H}. For any &', ... t* in H, p>** is the probability
measure defined by the random vector {&,, «-- &,:}.

LEeMMA 1. Let T be a compact subset of H and D a dense subset
of T. If {&;te H} satisfies

(1) E(& —&|9)—0as ||t—s]|]|—0 for some constant a > 0,
and

(2) PlreX: x is continuous (Lipschitz-8 continuous) in D}=1,
then there 1s a measure ¢ on the space Cp such that

e Cp: (2(tY), - -+ 2(th) € A} = Pt (A)
for all finite sets t, -+~ t* in T and Borel sets A in RF.

REMaArK. If the process {£,:tec H} is separable and is separated
by D, then the conclusion of Lemma 1 is that P{xe X: x is continuous
in T} =1, or in other words, almost all sample functions are continuous
in the usual sense of the words “almost all”,

Proof. Let X = {wec X:x is continuous (Lipschitz-3 continuous)
in D). Extend each x in X by closure to a function x* which is
continucus (Lipschitz-8 continuous) in 7. Define map II: X— C, as
follows:

T = ¥ if xeX
70 ifweX

We will show for fixed ¢ that P{x e X: z*(¢) = ()} = 1. This is clear
if tisin D, If ¢isnotin D, let ¢, ... t7, ... be a sequence in D such
that ¢/ —1 as j— o, Furthermore let ¢, --- ¢7, .- be chosen so that

SiPlat) —aft) | > e = 5 B8 =81 <o

a7

where ¢;— 0 as j— oo,

Apply the Borel-Cantelli lemma to conclude that for almost all
%, 2(t’) — «). Thus we have x(t?) — (t) for almost all @, x*(t?) = (¢9)
for all ¥, and a*(t’) — &*(¢), for all x; hence z*({) = x(t) for almost
all z in X, or P{xe X: 2*(t) = z(t)} = 1.

It follows that for any finite set t', ... t¥, Pa: (2(t), - o(th)) =
(0%(E), - () = 1.
We will next show that IT is a measurable map of X— C,. Let
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E be a Borel cylinder in C;
E = {xeCp: (2", --- 2(t") € A}

where A is a Borel set in R*., If the set A does not contain the
point (0,0, --- 0), then

I(&)
= (e X (@*(F), - a(t) € A}
= {x e X: (x*(t"), -+ x*(t*)) € A and (x*(tY), --- 2*(t")) = (x(tY, - - - 2(*)}
u{ » ” " " =+ ” }
— {we X: (a(t), - a(t) ¢ A}
— B X (), -+ st € A, @ (E), -+ 2 (E) £ @) -+ a(t)
U {me X: (@ (8), - - - 2*(t%) € Aand @ (&), - « - (%) = (), - - - B(E9)} .

The first set on the right side of the last = sign is a Borel cylinder
in X and is therefore measurable, The second and third sets have
probability measure 0 and hence are also measurable sets. Thus
II7(E) is a measurable set. On the other hand, if the set A does
contain the point (0,0, --- 0), then

I (E) = {x e X: (x*(t"), « - x*(t*)) € A}
U {z e X: z is discontinuous in D},

The probability of the second set on the right of this equality is zero,
therefore again I1-'(E) is a measurable set. Consequently, II is a

measurable map,
For Borel sets E = {xe Cy: (2(t), -+ x(t*)) € A}, define p(E) =
P{II-(E)}. Thus

LH(E) = p{xe Cp: (2(8Y), -+« 2(t%)) € A}
= Pl e X: (x*(tY), -+~ x*(tF)) e A}
= P{xe X: (z(tY), - - x(t*)) € A}
— Ptl,...tk(A) .

Theorem 1, Let {¢,;t€ H} be a Gaussian process, E(¢,) = 0, and
T a compact subset of the set {t:a,=1t, < a,+ 1/2"}, If there are
constants a > 0 and k such that

E(ls — &P =Kllt—s]|-”

for t, s in H, then almost all sample functions of the process are
Lipschitz-B continuous in T for 0 < B < af2,

Proof. Since continuity in a compact set implies continuity in
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any compact subset of the set, we may assume without loss of
generality that T={:0=<¢,<12", m=1,2 ...}, Let D be the
subset of all dyadic numbers in 7T, i.e.,, ¢t in D implies that ¢ =
(ty, ts + ¢, Ly, +++) Where each ¢, is of the form ¢,, = k/2". Write &, =
1/2% & = (ks Kyy +++y Koy =++), J = (Ji» Gy ***, Gmy *++) Where the k, and
4. are positive integers. Write kh, = kil ksl <o+, byl «++). Let
L,={t:kuh,=t, = (k,+ 1h,}. Observe that every dyadic number
tin TNI,, is of the form

Moy
(1) knh, + 300, ,,_, where 6, =0 or 1 for m =< n
r=1

Moy,
0+ >.0,hy,, Where 6, =0 or 1 for m > n,

r=1

Note that ¢ in T implies that 0 < ¢, < 1/2™ = h,,. Use the notation
Ep = (0,0, "'y15 O’ 0, °'°)-
1

mth place

Once we have chosen G such that 0 < 8 < a/2, choose 6 such that
0<B<O<a2,
Then for any k%, ¢,, h, and
0% = E(| E@vepn, — Ewi, D) = kR
we have
P{l @iy — &5y | Z I (B + en)hn — Kl |I%)

o 1 2
= P{l E@reppn, — Einy | = ho} = zghz meXp (— 27:;3‘ )du

—9 S“ 1 exp (—— —1—‘2&) dw setting w = %

w5 V/2n o,
= 1 w* 2k 1 o
=2y e () W S g e (= g 00 ).
7E
Let v = ((@/2) — 0) > 0, then we have
P{| E@reppny — Etny | = hi}
_—_%exp(——;ﬁ(h,ﬂ)z): 2v'k - .
2r f, 121 2™ exp <——- 2“”)
2k
Hence,
Z,P{ max | 54 —&n | = _1-}
n %ym,(k+ep) hy €D, Kk, €D (et em)hn Fha | = Tome
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BE .
V21 2" ex <— 22"‘/)
P2k

é Z(zn(n—-l)ﬂ) n(

To prove this, simply observe that
(2%(n~1)/2/exp 1 22n'y> < 1
2k

for n sufficiently large, and 3,(n/2") < «. Also, observe that the
number (2" /%) . n represents the maximum number of possible ways
of choosing % and m such that (Tc + ¢,)h, and %h, are in D; i.e., there
are n ways of choosing m and for each of these there are 2! ways
of choosing k,, 2"* ways of choosing %k, ---1 way of choosing £k,
hence n(2*' . 272 ... 21 = (2~»D12) . g,

Now we may apply the Borel-Cantelli lemma to conclude that for
almost all sample functions x, there is an integer N (dependent on )
such that n = N implies that

(2) | o((k + enh,) — w(kh,) | < 719—

for all 75, m such that (& + &,)h, and kh, are in D,

Let ¢ be a sample function for which (2) holds whenever n = N,
Let ¢t be in I,, N D, n = N. Then we may apply (1) and by repeated
application of the triangle inequality

| a(t) — a(kh,) |
= (=) + S(em=) + ,=1< 57r)

Mpi1 [ Mn+2 [
+ Z <2n+r ) <2n+1+r> +

(3)
=15 () + 21’”( o) = (0 D S )
- "2‘:91 i“ S = nz':el M where M = Z. 2”_1)9

Now observe that we have chosen 8 such that 0 < 8 < 0 < @/2, This
means that § — 8 =¢ > 0 so that

(1) n2—; 1 _ ;@n:;i < 213 for n sufficiently large ,

Let « be a sample function for which (2), (3), and (4) holds for
n= N. Let sin D be such that ||s|| =< (1/2¥). We can find n = N
such that (1/2") < ||s|] =< (1/2""). Then for each ¢ in D there are

& and? such that
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kuh, = t, < (b, + 1A,
where j,=0 or 1 for m <n, and j,=0 for m >n, k, =n for
m > n., Hence it follows that
@t +8) —a(t)| = |a(t + s) — (k6 + Hha) | + | 2(kh,) — (D) |

(5 (n + 1)M n n + )M 3M _
) é 2%9) + 2%0 + ( 27»0) é 2nB éA”SHB'

Hence we have shown that || s || < 1/2% implies that | x(t + s) — «(f) | <
A||s|® for all t in D, Now, since s in D implies that ||s|? <
Sma1(1/2™)® < o it is clear that there is a constant A such that
[2(t + s) — x(t) |=A||s||®P for all ¢, s in D. Apply Lemma 1 to
terminate the proof,

COROLLARY 1, Let {&,;te R"} be a Gaussian process, F(&) =0,
and T a compact subset of R¥. If there are constants a > 0 and
K such that

E(é —&)=K|[t—s]"

for t, s in R¥, then almost all sample functions of the process are
Lipschitz-B continuous in T for 0 < B < a2,

REMARK. Theorem 1 is an extension of a result of Z. Ciesielski
for the 1-dimensional case. [2]

2. A sufficient condition for continuity of sample functions
of Gaussian processes with the parameter in a Hilbert space. The
following lemma is a formulation of well known results [1] in analytic
geometry and topology. It is used in the proof of Theorem 2,

LEMMA 2. (a) Let a K-dimensional simplex be specified by the
K -+ 1 wertices p,, +++ py. Then every point t in the simplex may
be uniquely expressed as t = 3%, a;p; where >0, =1, a; =0,

(b) A K-dimensional parallelopiped can be divided into K!
simplexes such that:

1) they are disjoint except at the surfaces

(2) their union is the parallelopiped

(8) the vertices of the simplex are points that are vertices of

the parallelopiped.

THEOREM 2, Let {&,;te H} be a Gaussian process, E(&,) = 0, and
T a compact subset of the set {t:a, <t, =< a, + 1/2"}, If there are
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constants 6 > 0 and K such that

K
E t_s2—§
o= &1 = Tiogle s

for t, s in H, then almost all sample functions of the process are
continuous in T.

Proof. As in Theorem 1, assume that 7 = {({,, --- £, +++): 0 =
t,=1/2"}, Let T,={(t, %, ++-t,): there is ¢ = (£, ++- t,, tyyy, -++) In
T}. For each n, let G, = {(a,, a,, ++- a,): (@, --+a,) in T, and a; =
jier, 7=0,1,2,-.. 2", By Lemma 2, G, consists of the vertices of
less than 2"" ! simplexes in n-dimensional space.

For each integer n, and sample function x(f) we shall define a
continuous function (/1,(x))(t) as follows: Consider an arbitrary but
fixed point ¢ = (¢, t, ---) in T. Write (¢, ---t,) = p™. (We will
also let p"™ = (¢, +--1¢,,0,0, ---) whenever appropriate.) Let n be
fixed. Then either »™ is on the surface of a simplex defined by
points in G,, or else it is interior to a simplex with vertices say (p,,
Py, +++ D,) Where each p; is in G,. In either case, p™ may be uniquely
expressed as

n n
o™ = 3 a;p; where > a;,=1;0,=20.
=1 1=0

For each sample function 2(-), we may define a function /7,(x) as
follows,

(L) (6) = ¥, a(p)

where the points p; and the coefficients a; are chosen as described
above. II,(x) is clearly a continuous function of ¢ for ¢ in T.

We next show that for almost all z, {/7,(x)} forms a Cauchy
sequence in the complete space of continuous functions f on T with
norm defined by || f|| = I?f}x [ @) .

In estimating || IT,(x) — II,_(x) ||, for a fixed £ = (¢, ts, =+ Ey, Epos,
Cntay *° ') in T’ write p = (tls ceeby) = (tla oty 0,0, - ') and q=
by oo tpsy t) = (b =vv by, £, 0,0, -++), Then according to the above
discussion, we can express p and g as P = S d @i ¢ = S0
where > 5a; =1, S ,b;=1,a;, =0, b, =0, and where (p,, *++ Dn_y)
and (q,, +-- q,) are the vertices of the simplexes determined by p and
q respectively in G,_, and G,.

(@) () = 33b0(@; (L, @)®) = 3, ase(p)
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(@) &) = (Taa@)t) | = | 35000 — 5 a0()

= max | 2(g.) — 2(p)) .
This last inequality is proved as follows:

ingo bix(q:) — gajx(p,-) l = ];bi (x(q"») - ;%M%))I

IA

max ‘ x(q;) — ;. a;2(p;)

Il

m?x ‘;aj(w((h) — 2(p;))

< max max | #(¢;) — %(p,)
i J

I

max | (g;) — x(py) ] .

Observe also that because of the way the p; and ¢; are chosen,
lg; —p;| = (V'mj2r),
Hence,
I 1) — M, (@) || = max | (IT,(x)) (t) — (1T, () (?) |

< max {rrﬁx [ %(q;) — @(p;) [}

where S is the following set, Let (p,, «-- p._.) denote a simplex in
G,_, with vertices p,, *+- .. Let (qo, *** qu_s, ¢.) denote a simplex
in G, with vertices qg **+ ¢._1, .. Then S is the set of all pairs of
simplexes (p,, * -+ Dus) and (qq, *** ¢n_y, ¢,) such that

n o
lqi—pjlé%, t=1, -

Since the process is Gaussian, we have
Pla: | w(g) — «(p;) | > @}

= 1 u? = 1 w*
:ZS 1 —__dzzg L1 (——d
wV 2o, exp( 207 ) v o,V 21 exp ) w

0'—

where

K
[log|q; — p; [[**°
2 oo (- 3(2)).

Vog Lo
T

ot = E(&, — &, 1) <

A

Hence
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@2"™n!) (n + 1)°2

V2 2 exp ( 1 (-gﬂ>2>
o 2 \o,

n

Let

_ VEKntt ' _logvn
o = gy ([log 2 -

where 0 < ¢ < §/2 so that Sla, < . Since |g; — p;| = (V7 /2",
G, < VE < VE
"7 llog g — pi It T |logV/ m j2n [
V'K
(n — 1)*+5e 1—05—1{1&— — log 2
n—1

2+8/2
) 2
o,

YR

Thus
S Pl || @) — I,_@) || > @)
< @2»nl) (n + 1)*2
T 5= 1/a,\
1/275—0—”—exp(5< ”))
=

= @™ mn!) (n + 1)*2
n O plte 1 1+8)2
V' 2r n'te exp (E (%) )

N 2%l (n + 1)%2
=2
" Vﬁ?rn”"exp(%n(z + 25))

NNpn N 2,
< 2»mp(m + 1)* - 2

" I/Zrnmexp(% 2 + 28))
Observe that
NeNpy N 2 nen nen n-n
A Ul VA A kY

1 1 e
exp(2 n(2+2e)> exp(znn)
for n sufficiently large. Hence

2\ Plo: || () — I, () || > a.}

2"*n"(n + 1)* - 2 & e
< % V2 nitE gt <M+ ﬁ%-,n‘ur_e < e

Hence, by the Borel-Cantelli lemma, for almost all sample func-
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tions «,
| (%) — 1, () || = a,

for n sufficiently large (n dependent on x). Thus,

| e = (@) || £ 21 5(@) — Moia(®) |l
= ianﬂ—»O as n— oo,
j=1

{Il,(x)} is therefore a Cauchy sequence for almost all », and hence
converges to a continuous function on T for almost all «.

Let D be the collection of elements of T of the form t = (¢, ¢, -+
t,, 0,0, ---) where ({, --- ¢,) is in G, for some n., Clearly D is dense
in T. The limit function continuous on T for almost every x coincides
with @ on D, Thus almost all x are continuous in D and Lemma 1
applies.

REMARK. Theorem 2 is an extension of Kolmogorov’s well known
theorem to the Hilbert space. [7]

3. Extension of results to general processes with the para-
meter in a Hilbert space.

THEOREM 3. Let {&,;t€ H} be a stochastic process with parameter
space H. If there are constants 0 >0, K>0 such that for each
positive integer m there is a @, such that (1/2)6Q,_, > (Q, — Q._.)
and E(| & — & | < K"||t — s || for all t, s, in H, then almost
all sample functions of the process are continuous in compact subsets
of {t:a, =t, < a, + 1/2"}.

Proof. The proof is exactly that of Theorem 2 if we replace the
estimate

wax@»—w@ﬁh>%}§:Zg(ajam(_%(ZY>

On

valid for Gaussian processes, by the weaker generalized Chebyshev
estimate

Plo: 5(a) — a0 | > 0 5 Pl < K=o I
a" Qyr

which is valid for general processes.
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THEOREM 4. Let {£:t€ T} be a process with T = {(t,, &, -+ tg):
0=¢t=1,1=12 .--Q} and EE)=0. If there are constants
A>0, @ >0 and K such that

E(& — &)= klt— s

for all t, s in T, then almost all sample functions of the process
are Lipschitz-B continuous for 0 < £ < a/\.

Proof. The proof is the @-dimensional analogue of Theorem 1
with the following modifications,

Choose 6 such that 0 < 8 < 8 < a/.

Observe that in the case here of general processes we may use
the generalized Chebyshev inequality to obtain the following estimate:

Piz: | a(( + e)h, — 2(kh,) | = 1}

- E(a((+ edh,) — wkh,) ) _ khg _ &
= (hfl))‘ = hz)\ oni@+a—6n *

Hence

spl o max o (a( o+ e)h) — afh) | Z gt

)7, (F+e))h, €D, khy €D AL

n k k .
Now apply the Borel-Cantelli lemma to conclude that for almost all
sample functions 2, there is an integer N (dependent on x) such that
% = N implies that

(6) |0l + <) = 2 1) | < 555

for all k, 4 such that (E — &,)h, and kk, are in D,

Observe that inequality (6) here is identical to inequality (2) in
the proof of Theorem 1. From this point onward, the two proofs are
identical except «/2 should be replaced by /A, and oco-dimensional
computations replaced by @Q-dimensional computations.

4. Levy’s Brownian process. Paul Levy defined a Gaussian
process {&,;t€ H} where the parameter space H is the Hilbert space
l, by specifying that

(1) E() =0 for all te H

(@) E@Es) = A2 {1t + sl — It —sl}

He showed that this process has the property that almost all sample
functions are discontinuous in the Hilbert sphere. [3]
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In the following we shall describe the process further by showing
that in every compact subset T of {t:a, < t, < a, + 1/2"} almost all
sample functions are Lipschitz-8 continuous for 0 < B < 1/2 whereas
in every noncompact subset T of H of the form T = {(¢,, ¢, +++ ¢y, ¢+ ):
a, =t,=0b,}, almost all sample functions are discontinuous.

LEMMA 3[6]. Let T ={t = (t, 5, ++-t,, ++-):0=1¢, = a,}, a,# 0.
T is compact iof and only tf Siwa < oo.

In the next lemma, {A4,} is any sequence in [, with the property
that [|A,||=1and |4, —A;||=1V"2, i #].

LEMMA 4. Let X be the Browmnian process defined by the co-
variance function r(s,t) = 1/2{||s|| + |lt]l — || s — t ||} end E(X,) = 0.
Set X, = X(4,). If X, X,, --- X, are known then

Xn+l = #n _I_ O-ngn

where

ﬂn=%(XL+X2--- +X,)
1 1
vz T e

&, = Gaussian random variable with mean 0, variance 1.

o,

Proof. Using the formula of Paul Levy [5], we have
X(B) — X(4) = &V[|A— B]|

where & is a Gaussian random variable with mean 0 and variance 1.
Hence we have

X(A,) — XA) = Xpu — X, =eVV 2

(7) :
X(A) — X(A) = X — X, =,V V 2

where &, &, -+ £, are Gaussian random variables with mean 0 and
variance 1,
Summing equations (7) and dividing by %, we have

an+1: X1+X2+ T +Xn +.l/—‘/2

{§1+52"' +En}
n n

= )un + o-ngn

where
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#n=%(X1+Xz--- +X,)

and
A=B[L 8 et}
-l/ 2 + Sz oe + En)z}
- Kf_ W BE} + L — 1) B

when we use the fact that E(&}) = E(&) for all j=1,...n; and
E(5.8) = E(6:¢,) for all i 5. E(&) =1

E(8.&)
Xn+1 - nt+l T Xz)}

_—._—]:-__2= {X +1‘_XXn+1 X;X”+1+)(1X2}
:L_é_ *_(1+1—1/2)—-—-(1+1—1/2)+~—(1+1 1/2)}
_ 11 1 oqpv2y 1
=l ge- VRl = {1 =4
Hence

_VEZ . VE VE_ 1 .1

THEOREM 5. Let {&,;tc H} be the Brownian process defined by
the covariance function r(s,t)=1/2{]|s]|+||t]l—I|ls—1t]|} and
E(,)=0. Let T be a subset of H.

1) Almost all sample functions of the process are Lipschitz-f
continuous, 0 < B < (1/2), in T if T is a compact subset of a set of
the form {(t, &y +++ ¢, +++)a, = t, =< a, + (1/27}.

(2) Almost all sample functions of the process are discontinuous
in T if T is not compact, and of the form T = {(t, ts +++tp )
a, =1, =b,}.

Proof. Part (1) follows from Theorem 1 since
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B( & — &, 1) = 7(t, t) — 20(t, 5) — 7(s, )
=Nt = (sl + 1t —1s—tl}+ s
=it —s]

so that conditions of the theorem are satisfied for « = 1. Hence we
need only prove part (2).

Without loss of generality, we may assume that T is of the form
T={=(, "ty +--):0=t,=<a,. ByLemma3, we have >,a% = «
and hence there is a sequence {4,} in T such that [|A4,| =1,
||A; — A;||=v"2. Using the notation of Lemma 4, we have

Xn-!-l = Zun + O.n gn

where
= %(Xl + X e+ X))
2 1 1
Y A

&, = Gaussian random variable with mean 0 and variance 1.

Let M be an arbitrarily large real number. If we are given | X, | <
M, IX2I <M, --- Ian < M, then

m=%(xl+xz--- +X)<M

so that the conditional probability

P{X,n | <M X, |<M|X|< M- |X,| <M}
= P{p, +0,&,| < M}
SP{ot. | <M+ |p,}=Pllog.| <2M}

= P{lEI< i]n”}.s_P{lénK%—_?}

since

Hence
PX|<M,| X\ <M | X, | < M-}
=P{ X, |<M}P{X; | < M/| X, | < M} ---
X P{{Xon | <M/ X | <M, -+ | X, | < M} ---
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= lim (k)" = 0 for any M.
Hence, the sequence {X,} is almost surely not bounded, which is to
say that almost all sample functions of the process are discontinuous
in T.

The proof of part 2 of Theorem 5 incorporates many of the steps
in Paul Levy’s proof that almost all sample functions of the Brownian
process are discontinuous in the unit sphere,
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