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SAMPLE FUNCTION REGULARITY FOR GAUSSIAN
PROCESSES WITH THE PARAMETER

IN A HILBERT SPACE

PEGGY TANG STRAIT

In this note, Gaussian processes {ξt; teH} where H is the
Hilbert space h are considered. It is shown that if T is a
compact subset of a set of the form {(fι9 U, —-,tn, •)•
an g tn ^ an + 1/2*% (αi, α2, an, •) eH} (thus including all
compact subsets of JV-dimensional Eulidean space), and there
exists constants δ > 0 and K > 0 such that

K

for ί, δ in jff, then almost all sample functions of the process
are continuous on Γ. Furthermore, if there are constants
a > 0 and K such that

E(\ξt-ζs\*)£K\\t-s\\*

for all £, s in H, then *'almost all" sample functions of the
process are Lipsehitz-β continuous on T for 0 < β < a/2. The
phrase "almost all" is used in the sense that the process
defines a probability measure μ on the space Cτ of continuous
or Lipsehitz-β continuous functions on T, such that for any k
points ί1, ί2, tk in T and any Borel set A in ^-dimensional
Euclidean space Rk

μ{x e Cτ: (x(tx), - x{tk)) eA} = P*1'

where p*1*—** is the probability measure defined by the random
vector {ξt1, ••• ξtk}. In the case where the process {ξt'teH}
is separable and is separated by the set of dyadic numbers in
H, then the phrase "almost all" as defined here takes on the
usual meaning.

In application, it is shown that the Brownian process in
a Hilbert space defined by Paul Levy satisfies the latter
condition for a = 1. Thus almost all sample functions are
Lipschitz-β continuous on T for 0 < β < 1/2 if T is a compact
set of the form described above. Furthermore, it is shown
that Levy's result that almost all sample functions of this
process are discontinuous in the Hilbert sphere may be extended
to arbitrary noncompact subsets of the form T = {(tlf t2, ,

W e sufficient condit ion for Lipschitz-/3 continuity of sample

functions of Gaussian processes w i t h the parameter in a Hilbert

space* We use the following notations. {ζt; teH} denotes a real valued

process where the parameter space H is the Hilbert space l2. RN is

159
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iV-dimensional Euclidean space. X is the space of real valued func-
tions defined on H or subsets T of H, depending on the context. Cτ

is the space of continuous (or Lipschitz-/3 continuous) functions defined
on T. P is the complete probability measure on X defined by the
process {ζt;teH}. For any t\ ••• tk in J5Γ, p*1*-** is the probability
measure defined by the random vector {ζtι, ξtk}.

LEMMA 1. Let T be a compact subset of H and D a dense subset
of T. If {ζt;te H} satisfies

(1) E(\ ξt - ξs \a) — 0 as || t - s || — 0 for some constant a > 0,
and

(2) P{xeX: x is continuous (Lipschitz-β continuous) in D}=1,
then there is a measure μ on the space C? such that

μ{x G C r: (x(t% x(tk)) e A} = PtX>-*\A)

for all finite sets t1, tk in T and Borel sets A in Rk.

REMARK. If the process {ζt: te H} is separable and is separated
by D, then the conclusion of Lemma 1 is that P{x e X: x is continuous
in T} — 1, or in other words, almost all sample functions are continuous
in the usual sense of the words "almost all".

Proof. Let X = {x e X: x is continuous (Lipschitz-/5 continuous)
in D}. Extend each x in X by closure to a function x* which is
continuous (Lipschitz-/S continuous) in T. Define map Π: X—+Cτ as
follows:

* i f x e X

if M i

We will show for fixed t that P{x e X: %*(t) — x(t)} = 1. This is clear
if t is in D. If t is not in D, let t\ tJ\ be a sequence in D such
that tj —> ί as j —» ooβ Furthermore let t\ ίJ", be chosen so that

where £ f ^0 as j '^co,

Apply the Borel-Cantelli lemma to conclude that for almost all
x, xψ) —» x(t). Thus we have x(tj) —* x(t) for almost all x, x*ψ) = x(tj)
for all tj, and .τ*( '̂) —> ίc*(ί), for all cc; hence x*(t) = x(t) for almost
all x in X, or P{x e X: α?*(ί) = α (ί)} = 1.

It follows that for any finite set t\ . . . t\ P{x: (x(f), .. x(tk))"=
(x*(t% α?*(ί*)} = 1.

We will next show that 77 is a measurable map of X—>CT. Let
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E be a Borel cylinder in Cr;

E={xe Cτ: (x(f), • x(tk)) e A}

where A is a Borel set in Rk. If the set A does not contain the
point (0, 0, 0), then

Π~\E)

= {x e X: (x*{tι), «*(ί*)) e A}

= {x e X: (x*^1), - »*(**)) e A and ( ^ ( ί 1 ) , &*(**)) = (^(ί1), »(«*))}

U { // // // " φ tr }

= {ίcG X : (^(ί1), x(tk)) e A}

-{xeX: (xit1), x(tk)) e A, (x*(t% £*(£*) Φ (x(t) . x(tk))}

[J {xeX: (x*(t% . x*{tk)) e A and (x^t1),... a?*(t*))̂ = (^(ί1),. . x(tk))}.

The first set on the right side of the last = sign is a Borel cylinder
in X and is therefore measurable. The second and third sets have
probability measure 0 and hence are also measurable sets. Thus
Π~\E) is a measurable set. On the other hand, if the set A does
contain the point (0, 0, 0), then

Π~\E) = {xeX: (^(ί1), x*(tk)) e A}

U {x 6 X: x is discontinuous in D) .

The probability of the second set on the right of this equality is zero,
therefore again Π~1(E) is a measurable set. Consequently, Π is a
measurable map.

For Borel sets E = {x e Cτ: {xit1), . . . x(tk)) e A}, define μ(E) =
P{Π-\E)}. Thus

= μ{x e •

= P{xe

= P{xe

Cτ: (x(tι)
X: (x*(t

X: (xit1)

, χ(tk))
1), »•(«'
', xit'ϊ)

6

fc))

e

A}
eA}

A}

Theorem 1. Lβί {f t; te H) be a Gaussian process, E(ξt) = 0, and
T a compact subset of the set {t: an ^ tn ^ an + 1/2"}. If there are
constants a > 0 and k such that

for t, s in H, then almost all sample functions of the process are
Lipschitz-β continuous in T for 0 < β < a/2.

Proof. Since continuity in a compact set implies continuity in
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any compact subset of the set, we may assume without loss of
generality that T = {ί: 0 ^ tm S l/2m, m = 1, 2, . . . } . Let D be the
subset of all dyadic numbers in Γ, i.e., ί in ΰ implies that t —
(tlf ti9 •••,<», •) where each tm is of the form tm = k/2n. Write hn =
1/2"; k = (fci, fc2, , fcw, •), j = (ii, i2, , i m , •) where the km and
i w are positive integers. Write Jchn = {kjιn, k2hni , kmhn, •). Let
/ftJfe = {ί: Ajmfen ^ tm ^ (km + 1)&J. Observe that every dyadic number
t in Γ Π Jnfc is of the form

( 1 ) kjιn + 2 θrK+r-i where θr = 0 or 1 for m ^ n
r=l

0 + X θrhn+r-i where ^ r = 0 or 1 for m > n .

Note that ί in Γ implies that 0 ^ ίm ^ l/2m = Λw. Use the notation
s* = (0,0, . . . , 1 , 0 , 0 , . . . ) .

T
mth place

Once we have chosen β such that 0 < β < α/2, choose θ such that

0 < β < θ < α/2 .

Then for any k, εm, hn and

we have

= 2

- ΐ) *•s T ^ K e x p(-1
Let 7 = ((α/2) - θ) > 0, then we have

P { | £<?+.„>*. - f?». I ̂  ΛJ}

< 2 τ / T / _ _ 1 _ ( Λ_V )

Hence,

L _ max _ I ξ'(ϊ+9m)hn - ξύn
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V2π 2ny exp (-—• 22nA
,2k

To prove this, simply observe that

for w sufficiently large, and ^n(n/2ny) < oo. Also, observe that the
number (2n{n~1)l2) • n represents the maximum number of possible ways
of choosing k and m such that (k + εm)hn and khn are in D; i.e., there
are ^ ways of choosing m and for each of these there are 2n~1 ways
of choosing kl9 2

n~2 ways of choosing k2, 1 way of choosing kn,
hence n{2n~ί . 2%~2 . . . 21) = β*- 1 ' ' 1 ) . n.

Now we may apply the Borel-Cantelli lemma to conclude that for
almost all sample functions x, there is an integer N (dependent on x)
such that n ̂  N implies that

< 2) I x((k + εm)hn) - x(%K) I < - ^

for all k, m such that (k + em)hn and khn are in D.
Let $ be a sample function for which (2) holds whenever n ^ N.

Let t be in Ink Γ) D, n ^ N. Then we may apply (1) and by repeated
application of the triangle inequality

x(t) - x(khn) I
Mi

<

( 3 )

= JL+if;_!l-.= «±lAf where M=Σ_£_<co.

Now observe that we have chosen θ such that 0 < β < θ < α/2. This
means that θ — β — ε> 0 so that

{ 4) w + 1 = J i ± J _ < _ i _ for % sufficiently large .

Let x be a sample function for which (2), (3), and (4) holds for
n^N. Let s in D be such that \\s\\S (1/2*). We can find w ̂  JV
such that (l/2%) ^ || s || ^ (1/2*-1). Then for each t in D there are
k and i such that
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KK ^tm^ (km + l)hn

(K + jm)K ^tm + sm^ (km + j m + l)hn

where j m — 0 or 1 for m ^ n, and j m — 0 for m > n, km — n for
m > n. Hence it follows that

\x(t + s)~x(t)I ^ I x(t + s) - x((ϊc + j)hn) I + | x(ϊchn) - a?(ί) |

( 5 ) sjE

Hence we have shown that \\s\\ S 1/2^ implies that | α;(ί + s) — $(£
J i | | β IP for all t in D. Now, since s in ΰ implies that | | s | | 2 g
2m=i(l/2m)2 < oo it is clear tha t there is a constant A such tha t
\x(t + s) — x(t)\^A\\s\\β for all t, s in D. Apply Lemma 1 to
terminate the proof.

COROLLARY 1. Let {ξt;teRN} be a Gaussian process, E(ξt) = 0,
and T a compact subset of i?^. // there are constants a > 0 and
K such that

for t, s in RN, then almost all sample functions of the process are
Lipschitz-β continuous in T for 0 < β < a/2.

REMARK. Theorem 1 is an extension of a result of Z. Ciesielski
for the 1-dimensional case. [2]

2* A sufficient condition for continuity of sample functions
of Gaussian processes with the parameter in a Hubert space* The
following lemma is a formulation of well known results [1] in analytic
geometry and topology. It is used in the proof of Theorem 2.

LEMMA 2. (a) Let a K-dimensional simplex be specified by the
K + 1 vertices pQf pk. Then every point t in the simplex may
be uniquely expressed as t •= Xf=0 aφi where Σf=o &i = 1, &% ^ 0.

(b) A K-dimensional parallelopiped can be divided into K\
simplexes such that:

(1) they are disjoint except at the surfaces
(2) their union is the parallelopiped
(3) the vertices of the simplex are points that are vertices of

the parallelopiped.

THEOREM 2. Let {ζt; teH} be a Gaussian process, E(ξt) = 0, and
T a compact subset of the set {t: an StnS an + l/2%}. If there are
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constants d > 0 and K such that

K
E(\ζt - ξ8 . l o g | | ί - s | | | 4 + a

for t, s in H9 then almost all sample functions of the process are
continuous in T.

Proof. As in Theorem 1, assume that T = {(ί^ ίn, •): 0 5£
tn ^ 1/2*}. Let Tn = {(tίf ttf ίΛ): there is t = (ί l f ίΛ, ίΛ+1, •) in
T}. For each w, let Gn = {(αly α2, αΛ): (αly •••«„) in Γn and α< =
^/2Λ, i — 0, 1, 2, 2n}. By Lemma 2, GΛ consists of the vertices of
less than 2nnnl simplexes in ^-dimensional space.

For each integer n, and sample function x(t) we shall define a
continuous function (Πn(x))(t) as follows: Consider an arbitrary but
fixed point ί = (ίlf ί2, •••) in T. Write (*i, ίn) = 2>(Λ>. (We will
also let p{n) = (tu ίΛ, 0, 0, •) whenever appropriate.) Let ̂  be
fixed. Then either ^(%) is on the surface of a simplex defined by
points in Gn, or else it is interior to a simplex with vertices say (p0,
Pi9 '" P%) where each pt is in Gn. In either case, p{n) may be uniquely
expressed as

n n

p{n) = X (iφt where X α< = 1; α< ̂  0 .

For each sample function »(•), we may define a function Πn(x) as
follows.

where the points ^^ and the coefficients α̂  are chosen as described
above. Πn(x) is clearly a continuous function of t for £ in T.

We next show that for almost all x, {ΠJx)} forms a Cauchy
sequence in the complete space of continuous functions f on T with
norm defined by | | / | | = max |/(ί) |.

teT

In estimating || Πn(x) — Πn^{x) ||, for a fixed t = (t l f ί2, ίn, ίΛ+1>

ίπ+2, . . . ) in Γ, write p = (ίlf . . . tn_,) S (ίlf . . . t n - 1 , 0, 0, . . . ) and g =
(ίi, ίΛ_i, ί») = (ίi, ί»-i, ίn, 0, 0, •). Then according to the above
discussion, we can express p and q as p = Σ S 1 ^ ^ ; ^ = Σ?=oδ»9
where XJ-J α< = 1, XLo &* = 1, α* ̂  0, 6* ̂  0, and where (p0, pn^)
and (qQ, gn) are the vertices of the simplexes determined by p and
q respectively in Gn^ and Gn.

(Πn(x)) (t) - X bMQi); (Π^(x))(t) - X
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(Πn(x)) («) -
n-1

-a-
S max I x(qt) - x(p3) \ .

This last inequality is proved as follows:

Σ t>MQi) - Σ
i0 j

n-l

Σ« i

^ max
i

= max

max max
ί 3

— max

Observe also that because of the way the p3- and q{ are chosen,

Hence,

II JJ (τ\ JJ (r\ II — TηQv ] ( Γf (τ\\ (f\ . (JJ (r\\ (f\ I

^ max {max | x{q^) — x(Pj) |}

where S is the following set. Let (p0, pn^) denote a simplex in
(?„_! with vertices p0, pn_u Let (g0, qn_u qn) denote a simplex
in Gn with vertices qQ, grn-1, g%. Then S is the set of all pairs of
simplexes (pQ, p%_1) and (q0, qn_u qn) such that

V n

Since the process is Gaussian, we have

P{x: I x(Qi) - x(Pj) I > α.}

2π

where

log I Qi - Pi | | 4 + ό

2

Hence
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2 \ σ

Let

_ τ/g»"-' / , 2 logi/wlV-"". αM >

l)2

where 0 < ε < δ/2 so that Σ«» < °° Since | ^ — p^ | ^ (l/ίΓ/2"-1),

(n - l ) 2 + s ' 2

Thus

- 1

M-'TO!) (n + 1)22

2+S/2

1)22

Σ-
2n nnl (n + 1)22

<Σ
2" *nn(n + I)2 2

— %(2 + 2e))

Observe that

2n'nnn(n + I)2

exp ί— ^(2 + 2ε)) exp ί — n2n2*

for % sufficiently large. Hence

2»'«n*(n + I)2 2
* τ/2π n1+2 e%2+2ε |

Hence, by the Borel-Cantelli lemma, for almost all sample func-
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tions x,

|| Πn(x) — /7n-1(a?) || ^ an

for n sufficiently large (n dependent on x). Thus,

|| Πn+r - Πn(x) || <; Σ | | /7.+i(α0 - /WΛa) II

{Πn(x)} is therefore a Cauchy sequence for almost all x, and hence
converges to a continuous function on T for almost all x.

Let D be the collection of elements of T of the form t = (tl912,
tn9 0,0, •) where (tu tn) is in Gn for some n. Clearly D is dense
in Γ. The limit function continuous on T for almost every x coincides
with x on D. Thus almost all x are continuous in D and Lemma 1
applies.

REMARK. Theorem 2 is an extension of Kolmogorov's well known
theorem to the Hubert space. [7]

3* Extension of results to general processes with the para-
meter in a Hubert space*

THEOREM 3. Let {ξt; te H} be a stochastic process with parameter
space H. If there are constants δ > 0, K > 0 such that for each
positive integer n there is a Qn such that (l/2)δQn_1 > (Qn — Qn^)
and E{\ ξt — ξs \Qn) ̂  Kn\\ t — s \\n+nδ for all t, s, in H, then almost
all sample functions of the process are continuous in compact subsets
of {t: an^tn^an + 1/2*}.

Proof. The proof is exactly that of Theorem 2 if we replace the
estimate

ir\£. xyqi) — x\Pj) I > an) ^ — e x p i — —-

valid for Gaussian processes, by the weaker generalized Chebyshev
estimate

P{x: I

which is valid for general processes.
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THEOREM 4. Let {ξt:teT} be a process with T = {(tu t2, tQ):

0 ^ h g 1, i = 1, 2, Q} cmd !£(&) = 0. // there are constants
λ > 0, a > 0

for all t, s in T, then almost all sample functions of the process
are Lipschitz-β continuous for 0 < β < a/X.

Proof. The proof is the Q-dimensional analogue of Theorem 1
with the following modifications.

Choose Θ such that 0 < β < θ < a/X.
Observe that in the case here of general processes we may use

the generalized Chebyshev inequality to obtain the following estimate:

P{x: I x((ίc + 6i)hn — x(khn) | ^ hi}

< E(\ x((k + et)hn) - x(khn) \y) ^ khj+a __ k

Hence

*($ + εJK) - x(khn) I ̂  - ^
2

- ^ — < oo since a - ΘX > 0 .

Now apply the Borel-Cantelli lemma to conclude that for almost all
sample functions x, there is an integer JV (dependent on x) such that
n ^ N implies that

(6) \x(Uc + e<)K)-x(!chn)\<-jp

for all k, i such that (k — 6i)h% and khn are in D.
Observe that inequality (6) here is identical to inequality (2) in

the proof of Theorem 1. From this point onward, the two proofs are
identical except a/2 should be replaced by a/X, and oo -dimensional
computations replaced by Q-dimensional computations.

4* Levy's Brownian process* Paul Levy defined a Gaussian
process {ξt; t e H) where the parameter space H is the Hubert space
l2 by specifying that

(1) E(ξt) = 0 for all ί e H
(2) ^(eίe.) = (i/2){||t|| + ι | 8 | | - n t - 8 | | } .

He showed that this process has the property that almost all sample
functions are discontinuous in the Hubert sphere. [3]
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In the following we shall describe the process further by showing
that in every compact subset T of {t: an ^ tn ^ an + lβ%) almost all
sample functions are Lipschitz-/9 continuous for 0 < β < 1/2 whereas
in every noncompact subset T of H of the form T = {(tu t2, tn, •):
an ^ ί» ^ &J> almost all sample functions are discontinuous.

LEMMA 3 [6]. Let Γ = {ί = (ί l f ί2, tn f •): 0 ^ ί» ^ α j , α % ^ oo.

Γ is compact if and only if ^n=i^J < °°.

In the next lemma, {AJ is any sequence in l2 with the property

that || An\\ = 1 and || A, - Ay || = V % i ^ i .

LEMMA 4. Lei X 6e ί/̂ β Brownian process defined by the co-
variance function r(s, t) = 1/2{|| s | | + | | ί | | — | | s — ί| |} α^c? £?(Xt) = 0.

Xw = X(An). If Xl5 X2, Xn are known then

Xn+1 =

where

fΛ = Gaussian random variable with mean 0, variance 1.

Proof. Using the formula of Paul Levy [5], we have

where ζ is a Gaussian random variable with mean 0 and variance 1.
Hence we have

ίX(An+1) - X{A) = X%+1 - X . = &

( 7 )

( - X(An) - Xn + 1 - X .

where f x, f 2, ξn are Gaussian random variables with mean 0 and
variance 1.

Summing equations (7) and dividing by n, we have

where



n
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V2

4
when we use the fact that E(ξ\) = E(ξ)) for all j = 1, n; and

for all % Φ j .

/-

Hence

n2 ) \ n

n 2 2n V 2 nV 2

THEOREM 5. Let {ξt; te H} be the Brownian process defined by

the covariance function r(s, t) = 1/2{|| s\\ + \\t\\ — | | s — 11|} and

E(ξt) = 0. Lβί Γ 6β α suδseί o/ H.
(1) Almost all sample functions of the process are Lipschitz-β

continuous, 0 < β < (1/2), w T if T is a compact subset of a set of
the form {(tu t2, . . . ί.f . . . ) : an ^ tn S an + (l/2»)}.

(2) Almost all sample functions of the process are discontinuous
in T if T is not compact, and of the form T = {(tl912, tn, •):
an ^ tn ^ bn}.

Proof. Part (1) follows from Theorem 1 since
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E{\ ξt - ξs |
2) = r(t, t) - 2r(t, s) - r(s, s)

so that conditions of the theorem are satisfied for a — 1. Hence we
need only prove part (2).

Without loss of generality, we may assume that T is of the form
T = {t = (tl9 tn, •): 0 ̂  tn ^ α j . By Lemma 3, we have Σ ^ = ° °
and hence there is a sequence {An} in Γ such that | | i l n | | = l,
|| Ai — Aj || =τ/"2". Using the notation of Lemma 4, we have

Xn+1 — μn + Gn ξn

where

fn = Gaussian random variable with mean 0 and variance 1.

Let M be an arbitrarily large real number. If we are given | Xt | <
M, I X21< M, - - - I Xn | < M, then

μ, = -ί (X, + X2 + Xn)< M
n

so that the conditional probability

P{\ Xn+1\ < M/\ X,\ < M, \ X,\ < M, - - • \ Xn\ < M}

= P{\ μn + σjn I < M)

^ P{\ σnξn \<M+\μn\}SP{\ σnξn \ < 2M}

- 2ikf \

since

Hence

P{| Xx | < M, I X21< M, I X,\ < M, . •}

= P{\ X, I < M).P{\ X, \< Λf/| X, | < M}

x P{| Xn + 11< M/\ X, | < Λf, I X. I < M}
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^ lim (kM)n = 0 for any M.
W->oo

Hence, the sequence {Xn} is almost surely not bounded, which is to
say that almost all sample functions of the process are discontinuous
in T.

The proof of part 2 of Theorem 5 incorporates many of the steps
in Paul Levy's proof that almost all sample functions of the Brownian
process are discontinuous in the unit sphere.
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