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#### Abstract

The object of this paper is to develop a regularity theory for equations of mean curvature type in two independent variables. An equation of mean curvature type in two independent variables is defined to be an equation of the form


$$
\sum_{i, j=1}^{2} a_{i j}(x, u, D u) D_{i j} u=b(x, u, D u)
$$

on a domain $\Omega \subset \boldsymbol{R}^{2}$, where the functions $a_{i j}, b$ satisfy special structural conditions. Namely, we require that (i) $\left(1+|D u|^{2}\right)^{-1 / 2} b(x, u, D u)$ is bounded by a fixed constant (independent of $u$ ), and (ii) the quadratic form $\sum_{i, j=1}^{2} a_{i j}(x, u, D u) \xi_{i} \xi_{j}$ is bounded from above and below in terms of the quadratic form $\sum_{i, j=1}^{2} g^{i j}(D u) \xi_{i} \xi_{j}$, where $g^{i j}(D u)=\delta_{i j}-D_{i} u D_{j} u /\left(1+|D u|^{2}\right)$, $i, j=1,2$, are the coefficients of the minimal surface equation.
R. Finn [2] was the first to consider such equations; he considered the case $b \equiv 0$ and $a_{i j}(x, u, D u) \equiv a_{i j}(D u)$. Later Jenkins [5] and Jenkins-Serrin [6] specialized further to equations which arise as the non-parametric Euler-Lagrange equation of a parametric elliptic functional with integrand independent of the spatial variables (see Appendix 1). The main results in [2] concerned a-priori estimates for the gradient of a solution. In [5], [6] somewhat deeper results were obtained; in particular, pointwise estimates for the principal curvatures of the graph of a solution were established. Recently J. Spruck [11] obtained such a pointwise curvature estimate for the constant mean curvature equation; this was the first such result obtained for a non-homogeneous (i.e. $b$ not identically zero) equation of mean curvature tpye.

In this paper we intend to use the Hölder estimate established in [8] in order to obtain a strong regularity theory for the entire class of equations of mean curvature type. The plan of the paper is as follows. In $\S 1$ we introduce the class of equations of mean curvature type and give a geometric characterization of such equations. In §2 we discuss application of the results of [8] to homogeneous equations of mean curvature type; in particular we obtain some a-priori gradient estimates, a Bernstein type theorem, a Bers-type theorem concerning the limiting behaviour of the gradient of solutions defined outside a compact set, a global Hölder continuity estimate for solutions which continuously attain Lipschitz boundary
values on $\partial \Omega$, a pointwise estimate for the principal curvatures of the graph of a solution, and a theorem concerning the removability of isolated singularities. Except for the pointwise curvature estimate, all of these results are obtained without any continuity restrictions on the coefficient functions $a_{i j}$. In $\S 3$ we discuss extensions of the results of $\S 2$ to the nonhomogeneous case.

1. Preliminaries. By an equation of mean curvature type, we mean an equation of the form

$$
\begin{equation*}
\sum_{i, j=1}^{2} a_{i j}(x, u, D u) D_{i j} u=b(x, u, D u) \tag{1.1}
\end{equation*}
$$

on a domain $\Omega \subset \boldsymbol{R}^{2}$, where $\alpha_{i j}, i, j=1,2$, and $b$ are given real-valued functions on $\Omega \times \boldsymbol{R} \times \boldsymbol{R}^{2}$ with

$$
\begin{equation*}
|\xi|^{2}-\frac{(\xi \cdot p)^{2}}{1+|p|^{2}} \leqq \sum_{i, j=1}^{2} a_{i j}(x, z, p) \xi_{i} \xi_{j} \leqq \gamma\left(|\xi|^{2}-\frac{(\xi \cdot p)^{2}}{1+|p|^{2}}\right) \tag{1.2}
\end{equation*}
$$

for all $(x, z, p) \in \Omega \times \boldsymbol{R} \times \boldsymbol{R}^{2}$ and all $\xi=\left(\xi_{1}, \xi_{2}\right) \in \boldsymbol{R}^{2}$; and

$$
\begin{equation*}
|b(x, z, p)| \leqq \mu \sqrt{1+|p|^{2}} \tag{1.3}
\end{equation*}
$$

for all $(x, z, p) \in \Omega \times \boldsymbol{R} \times \boldsymbol{R}^{2}$. Here $\gamma$ and $\mu$ denote fixed constants.
Note that the minimal surface equation can be written in the form (1.1) with $a_{i j}(x, z, p)=\delta_{i j}-p_{i} p_{j} /\left(1+|p|^{2}\right)$ and with $b \equiv 0$. In this case (1.2), (1.3) hold with $\gamma=1$ and $\mu=0$. More generally, any equation which arises as the non-parametric Euler-Lagrange equation of a parametric elliptic functional (see Appendix 1) is of the form (1.1), (1.2), (1.3). But quite apart from these examples, the equations of mean curvature type are both natural and interesting in that they are completely characterized as follows:

Suppose $u$ is a $C^{2}(\Omega)$ function with graph

$$
M=\{(x, z): x \in \Omega, z=u(x)\}
$$

Then there exists real-valued functions $a_{i j}, b$ such that (1.1)-(1.3) hold if and only if the principal curvatures $\kappa_{1}, \kappa_{2}$ of $M$ are related at each point of $M$ by an equation of the form

$$
\begin{equation*}
\alpha_{1} \kappa_{1}+\alpha_{2} \kappa_{2}=\beta \tag{1.1}
\end{equation*}
$$

with $\alpha_{1}, \alpha_{2}, \beta$ satisfying

$$
\begin{equation*}
1 \leqq \alpha_{i} \leqq \gamma, \quad i=1,2, \tag{1.2}
\end{equation*}
$$

$$
\begin{equation*}
|\beta| \leqq \mu \tag{1.3}
\end{equation*}
$$

To demonstrate that this characterization is valid, we let $d$ denote
the distance function of $M$ defined for $X=(x, z) \in \Omega \times R$ by setting $d(X)=\operatorname{dist}(X, M)$ if $z>u(x)$ and $d(X)=-\operatorname{dist}(X, M)$ if $z<u(x)$. Since $d$ is $C^{2}$ and $d(x, u(x)) \equiv 0, x \in \Omega$, we then have, by the chain rule, the identities $D_{i} d(X)+D_{i} u(x) D_{3} d(X)=0$ and

$$
\begin{align*}
D_{i j} d(X) & +D_{i} u(x) D_{3 j} d(X)+D_{j} u(x) D_{3 i} d(X) \\
& +D_{i} u(x) D_{j} u(x) D_{33} d(X)+D_{3} d(X) D_{i j} u(x)=0 \tag{1.4}
\end{align*}
$$

$i, j=1,2$, where $X=(x, u(x))$. Since $D_{3} d(X)=v^{-1}, v=\sqrt{1+|D u(x)|^{2}}$, (1.1) then implies

$$
\begin{equation*}
\sum_{i, j=1}^{3} a_{\imath j}^{*}(x) D_{i j} d(X)+b^{*}(x)=0 \tag{1.5}
\end{equation*}
$$

where $b^{*}(x)=v^{-1} b(x, u(x), D u(x))$ and where the $3 \times 3$ matrix $\left(a_{i j}^{*}(x)\right)$ is defined by setting $a_{i j}^{*}(x)=a_{i j}(x, u(x), D u(x))$ for $i, j=1,2$ and

$$
\begin{align*}
a_{i 3}^{*}(x) & =a_{3 i}^{*}(x)=\sum_{j=1}^{2} D_{j} u(x) a_{i j}^{*}(x), \quad i=1,2,  \tag{1.6}\\
a_{33}^{*} & =\sum_{i, j=1}^{2} D_{i} u(x) D_{j} u(x) a_{i j}^{*}(x) .
\end{align*}
$$

Note that these last relations are equivalent to

$$
\begin{equation*}
\sum_{j=1}^{3} a_{j i}^{*}(x) \nu_{j}=\sum_{j=1}^{3} a_{i j}^{*}(x) \nu_{j}=0, \quad i=1,2,3 \tag{1.6}
\end{equation*}
$$

where $\nu=v^{-1}(-D u(x), 1)(=D d(X))$ is the upward unit normal of $M$. Next we let $Q$ be the matrix with rows $e_{1}, e_{2}, \nu$, where $e_{1}, e_{2}$ are principal directions of $M$ at $X$, so that $Q\left(D_{i j} d(X)\right) Q^{t}=\operatorname{diag}\left[\kappa_{1}, \kappa_{2}, 0\right]$, where $\kappa_{1}, \kappa_{2}$ are principal curvatures of $M$ at $X$. Thus (1.5) can be written in the form (1.1)', with $\alpha_{1}, \alpha_{2}$ the first two elements on the leading diagonal of $Q\left(\alpha_{2 j}^{*}(x)\right) Q^{t}$ and with $\beta=b^{*}(x)$. (1.3)' is now true by (1.3). To check (1.2)', we first note that, by (1.6),

$$
\sum_{i, j=1}^{3} a_{i j}^{*}(x) \xi_{i} \xi_{j}=\sum_{i, j=1}^{2} a_{i j}^{*}(x)\left(\xi_{i}+\xi_{3} D_{i} u(x)\right)\left(\xi_{j}+\xi_{3} D_{i} u(x)\right), \quad \xi \in \boldsymbol{R}^{3}
$$

and it then follows from (1.2) that

$$
\left|\xi^{\prime}\right|^{2} \leqq \sum_{i, j=1}^{3} a_{i j}^{*}(x) \xi_{i} \xi_{j} \leqq \gamma\left|\xi^{\prime}\right|^{2}, \quad \xi^{\prime}=\xi-(\nu \cdot \xi) \nu,
$$

where $\nu=v^{-1}(-D u(x), 1)$. (1.2)' easily follows from this.
To prove the converse implication we suppose that (1.1)', (1.2)', (1.3)' hold at $X=(x, u(x)) \in M$, we let $\left(a_{i j}^{*}(x)\right)=Q^{t} \operatorname{diag}\left[\alpha_{1}, \alpha_{2}, 0\right] Q$, where $Q$ is as above, and let $b^{*}(x)=\beta$. Then (1.5) holds and consequently, since we still have the relations (1.6), (1.6)', an application of (1.4) yields

$$
\sum_{\imath, j=1}^{2} a_{\imath j}^{*}(x) D_{i j} u+b^{*}(x)=0 .
$$

We then define, for $i, j=1,2$,

$$
a_{2 j}(x, z, p)= \begin{cases}a_{2 \jmath}^{*}(x) & \text { if } z=u(x) \text { and } p=D u(x) \\ \delta_{i j}-\frac{p_{i} p_{j}}{1+|p|^{2}} & \text { otherwise },\end{cases}
$$

and

$$
b(x, z, p)= \begin{cases}b^{*}(x) & \text { if } z=u(x) \text { and } p=D u(x) \\ 0 & \text { otherwise } .\end{cases}
$$

(1.1) (1.3) are now easily checked.

Notice that if we square each side of (1.1)' and divide by $\alpha_{1} \alpha_{2}$, then we obtain

$$
\frac{\alpha_{1}}{\alpha_{2}} \kappa_{1}^{2}+\frac{\alpha_{2}}{\alpha_{1}} \kappa_{2}^{2}=-2 \kappa_{1} \kappa_{2}+\frac{\beta^{2}}{\alpha_{1} \alpha_{2}},
$$

and by (1.2)', (1.3)' this gives

$$
\begin{equation*}
\kappa_{1}^{2}+\kappa_{2}^{2} \leqq \Lambda_{1} \kappa_{1} \kappa_{2}+\Lambda_{2}, \quad \Lambda_{1}=-2 \gamma, \Lambda_{2}=\gamma \mu^{2} \tag{1.7}
\end{equation*}
$$

This last inequality asserts precisely that the Gauss map of the graph of $M$ is ( $\Lambda_{1}, \Lambda_{2}$ )-quasiconformal in the sense of [8]. (See [8], (1.8), (1.9).) In particular the Gauss map is ( $\Lambda_{1}, 0$ )-quasiconformal, with $\Lambda_{1}=-2 \gamma$, in case $b \equiv 0$ (for then we can set $\mu=0$ ). These observations are the key in applying the results of [8] to the equations of mean curvature type.
2. The homogeneous case $(b \equiv 0)$. Throughout this section it is assumed that $u$ is a $C^{2}(\Omega)$ solution of (1.1), that $b \equiv 0$ on $\Omega \times \boldsymbol{R} \times$ $\boldsymbol{R}^{2}$, and that (1.2) holds.
$M$ will denote the graph of $u$; that is
$M=\{X=(x, u(x)): x \in \Omega\}$.
$v$ and $\nu=\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$ will denote the functions defined on $M$ by $v(X)=\sqrt{1+|D u(x)|^{2}}, \quad X=(x, u(x)) \in M$
and

$$
\nu(X)=v^{-1}(-D u(x), 1), \quad X=(x, u(x)) \in M
$$

(Thus $\nu$ is just the upward unit normal of $M$.)
$\kappa_{1}(X), \kappa_{2}(X)$ will denote the principal curvatures of $M$ at $X$.
$x_{0}$ will denote a fixed point of $\Omega$.
$X_{0}$ will denote the point $\left(x_{0}, u\left(x_{0}\right)\right) \in M$.
$D_{\rho}\left(x_{0}\right)=\left\{x \in \boldsymbol{R}^{2}:\left|x-x_{0}\right|<\rho\right\} ;$
$S_{\rho}\left(X_{0}\right)=\left\{X \in M:\left|X-X_{0}\right|<\rho\right\}=M \cap B_{\rho}\left(X_{0}\right)$,
where

$$
B_{\rho}\left(X_{0}\right)=\left\{X \in R^{3}:\left|X-X_{0}\right|<\rho\right\}
$$

We will begin by listing some results which follow directly from [8] $\S 3,4$ (by virtue of the remarks at the end of $\S 1$ above).

Theorem 1. (See Theorem (4.2) of [8].) If $D_{\rho}\left(x_{0}\right) \subset \Omega$, then

$$
\sup _{S_{\rho / 2}\left(X_{0}\right)} v \leqq c \inf _{S_{\rho / 2}\left(X_{0}\right)} v,
$$

where $c>0$ depends only on $\gamma$.
Theorem 2. (See Corollary (4.2) of [8].) If $u \geqq 0$ on $D_{\rho}\left(x_{0}\right)$, then

$$
\left|D u\left(x_{0}\right)\right| \leqq c_{1} \exp \left\{c_{2} u\left(x_{0}\right) / \rho\right\},
$$

whepe $c_{1}, c_{2}$ depend only on $\gamma$.
Theorem 3. (See Theorem (4.3) of [8]). If $D_{\rho}\left(x_{0}\right) \subset \Omega$, then

$$
|\nu(X)-\nu(\bar{X})| \leqq c\left(v\left(X_{0}\right)\right)^{-1}\left\{\frac{|X-\bar{X}|}{\rho}\right\}^{\alpha}, \quad X, \bar{X} \in S_{\rho / 2}\left(X_{0}\right)
$$

where $c>0$ and $\alpha \in(0,1)$ depend only on $\gamma$.
Theorem 4. (See Theorem (4.1) of [8]). If $\Omega=\boldsymbol{R}^{2}$, then $u$ is linear.
(Note that Theorem 4 follows directly from Theorem 3 by letting $\rho \rightarrow \infty$.)

Theorem 5. (See Theorem (4.4) of [8].) Suppose u extends continuously to $\bar{\Omega}$, suppose $\varphi$ is a Lipschitz function on $\boldsymbol{R}^{2}$ with $\sup |D \varphi| \leqq L$. Then, if $\lim _{\substack{x \rightarrow y \\ x \in . .}} u(x)=\varphi(y)$ at each $y \in \partial \Omega$, we have

$$
|u(x)-u(\bar{x})| \leqq c\left\{M^{1-\alpha}+|x-\bar{x}|^{1-\alpha}\right\}|x-\bar{x}|^{\alpha}, \quad x, \bar{x} \in \Omega
$$

where $M=\sup _{\Omega}|u-\varphi|$ and $c>0, \alpha \in(0,1)$ are constants depending only on $L$.

Notice that there is absolutely no dependence on the domain $\Omega$ in the estimate above. We should point out also that from Theorem 5 various other continuity estimates follow. (See Theorems 3 and 4 of [10].)

We now wish to mention some additional results which do not quite directly follow from [8]. First we have the following theorem, which is an analogue of a theorem established by Bers [1] for solutions of the minimal surface equation.

Theorem 6. Suppose $\Omega=\boldsymbol{R}^{2} \sim K$, where $K$ is compact. Then there is a vector $a \in \boldsymbol{R}^{2}$ such that $D u(x) \rightarrow a$ uniformly for $|x| \rightarrow \infty$.

A somewhat stronger result than Theorem 6 will be established in Theorem $6^{\prime}$ of $\S 2$; in Theorem $6^{\prime}$ the condition that $b \equiv 0$ will be replaced by the requirement that $b$ has sufficiently rapid convergence to zero as $|x| \rightarrow \infty$.

Next we have a theorem concerning removability of isolated singularities. Such a theorem was proved by Bers [1] for solutions of the minimal surface equations and by Finn [3] for a class of divergence-form equations.

THEOREM 7. Suppose $D_{\rho}\left(x_{0}\right) \sim\left\{x_{0}\right\} \subset \Omega$. Then $u$ extends to be a $C^{1, \alpha}\left(D_{\rho}\left(x_{0}\right)\right) \cap W^{2,2}\left(D_{\rho}\left(x_{0}\right)\right)$ function, where $\alpha \in(0,1)$ depends only on $\gamma$.

For a proof of this theorem the reader is referred to [9].
We will conclude this section with a pointwise curvature estimate of a type that was established by Heinz [4] for solutions of the minimal surface equation and by Jenkins [5] and Jenkins-Serrin [6] for a special class of equations of mean curvature type. In order to conveniently describe the restrictions on the coefficient functions $a_{i j}$ which are needed here, it is necessary to introduce some further notation. We define a $3 \times 3$ matrix $\left(\alpha_{2 j}^{*}(X, \mu)\right)$, where $X=(x, z) \in$ $\Omega \times \boldsymbol{R}$ and $\mu=\left(1+|p|^{2}\right)^{-1 / 2}(-p, 1)$ with $p \in \boldsymbol{R}^{2}$, by

$$
\left\{\begin{array}{l}
a_{i j}^{*}(X, \mu)=a_{i j}(x, z, p), \quad i, j=1,2,  \tag{2.1}\\
a_{3 i}^{*}(X, \mu)=a_{i 3}^{*}(X, \mu)=\sum_{j=1}^{2} a_{i j}(x, z, p) p_{j}, \\
a_{33}^{*}(X, \mu)=\sum_{i, j=1}^{2} a_{i j}(x, z, p) p_{i} p_{j}
\end{array}\right.
$$

(Cf. the functions $a_{i j}^{*}(x)$ of (1.6), (1.6)'.) Notice that $a_{i j}^{*}(X, \mu)$ is thus defined for $\mu \in S_{+}^{2}$, where

$$
\begin{equation*}
S_{+}^{2}=\left\{q=\left(q_{1}, q_{2}, q_{3}\right) \in \boldsymbol{R}^{3}:|q|=1, q_{3}>0\right\} . \tag{2.2}
\end{equation*}
$$

In the case when (1.1) arises as the nonparametric Euler-Lagrange equation of a parametric elliptic elliptic functional, the matrix $\left(a_{2 j}^{*}(X, \mu)\right)$ arises quite naturally (see Appendix 1).

THEOREM 8. Suppose $D_{\rho}\left(x_{0}\right) \subset \Omega$ and

$$
\begin{equation*}
\sum_{i, j=1}^{3}\left|a_{i j}^{*}(X, \mu)-a_{i j}^{*}(\bar{X}, \bar{\mu})\right| \leqq \delta\{|X-\bar{X}| / \rho+|\mu-\bar{\mu}|\}^{\alpha} \tag{2.3}
\end{equation*}
$$

for all $X, \bar{X} \in S_{\rho}\left(X_{0}\right)$ and all $\mu, \bar{\mu} \in S_{+}^{2}$, where $\delta>0$ and $\alpha \in(0,1)$ are constants. Then

$$
\left(\kappa_{1}^{2}+\kappa_{2}^{2}\right)\left(X_{0}\right) \leqq c\left(v\left(X_{0}\right)\right)^{-2} \rho^{-2},
$$

where $c$ is a constant depending only on $\gamma, \alpha$ and $\delta$.

Proof. For sufficiently small $\theta \in(0,1)$, depending on $\gamma$, we know $S_{\theta \rho}\left(X_{0}\right)$ is connected by [8], Lemma (3.2). . Let $(\xi, \zeta)=\left(\xi_{1}, \xi_{2}, \zeta\right)$ denote new coordinates for $R^{3}$ defined by

$$
\begin{equation*}
(\xi, \zeta)=\left(X-X_{0}\right) Q^{t}, \tag{2.4}
\end{equation*}
$$

where $Q$ is an orthogonal matrix with rows $e_{1}, e_{2}, \nu\left(X_{0}\right)$, with $\left\{e_{1}, e_{2}\right\}$ any orthonormal basis for the tangent space of $M$ at $X_{0}$. By the Hölder estimate of Theorem 3 it is clear that there is a $\theta \in(0,1)$, depending only on $\gamma$, such that $S_{\theta \rho}\left(X_{0}\right)$ can be represented, relative to the new coordinates ( $\xi, \zeta$ ), in the form

$$
\begin{equation*}
\zeta=\widetilde{u}(\xi), \quad \xi \in U, \tag{2.5}
\end{equation*}
$$

where $U$ is an open subset of $R^{2}, \tilde{u} \in C^{2}(U)$ and

$$
\begin{equation*}
\sup |D \widetilde{u}| \leqq 1, \quad D_{\theta \rho}(0) \subset U, \quad \tilde{u}(0)=0 \tag{2.6}
\end{equation*}
$$

Furthermore, again using Theorem 3 we can infer that

$$
\begin{equation*}
|D \tilde{u}(\xi)-D \tilde{u}(\bar{\xi})| \leqq c\left(v\left(X_{0}\right)\right)^{-1}\{|\xi-\bar{\xi}| / \rho\}^{\alpha}, \quad \xi, \bar{\xi} \in D_{\theta \rho}(0), \tag{2.7}
\end{equation*}
$$

provided $\theta \in(0,1)$ is sufficiently small (depending on $\gamma$ ). By the discussion of $\S 1$ we can also infer from (1.1) and (1.2) that $\widetilde{u}$ satisfies an equation of the form

$$
\begin{equation*}
\sum_{i, j=1}^{2} \tilde{a}_{i j}(\xi) D_{i j} \tilde{u}=0 \quad \text { on } \quad U, \tag{2.8}
\end{equation*}
$$

where

[^0]$$
|\lambda|^{2}-\frac{(\lambda \cdot D \tilde{u})^{2}}{1+|D \widetilde{u}|^{2}} \leqq \widetilde{a}_{i j}(\xi) \lambda_{i} \lambda_{j} \leqq \gamma\left(|\lambda|^{2}-\frac{(\lambda \cdot D \tilde{u})^{2}}{1+|D \widetilde{u}|^{2}}\right)
$$
for all $\lambda \in \boldsymbol{R}^{2}$ and $\xi \in U$. By (2.6) this clearly implies
\[

$$
\begin{equation*}
\frac{1}{2}|\lambda|^{2} \leqq \sum_{i, j=1}^{2} \widetilde{a}_{i j}(\xi) \lambda_{i} \lambda_{j} \leqq \gamma|\lambda|^{2} \tag{2.9}
\end{equation*}
$$

\]

(because $|\lambda|^{2}-(\lambda \cdot D \widetilde{u})^{2} /\left(1+|D \widetilde{u}|^{2}\right) \geqq|\lambda|^{2} /(1+|D \widetilde{u}|)^{2}$ by Cauchy's inequality). In fact by virtue of the discussion of $\S 1$ together with (2.7) and the the Hölder condition (2.3), it is clear that we may assume

$$
\begin{equation*}
\left|\widetilde{a}_{i j}(\xi)-\widetilde{a}_{i j}(\bar{\xi})\right| \leqq c\{|\xi-\bar{\xi}| / \rho\}^{\tau}, \quad \xi, \bar{\xi} \in D_{\theta \rho}(0) \tag{2.10}
\end{equation*}
$$

where $c>0$ and $\tau \in(0,1)$ depend only on $\alpha, \delta$ and $\gamma$.
Now by (2.9), (2.10) and the Schauder interior estimate for solutions of (2.8), we then have

$$
\begin{equation*}
\left\{\sum_{i, j=1}^{2}\left(D_{i j} \widetilde{u}(0)\right)^{2}\right\}^{1 / 2} \leqq c \rho^{-2} \sup _{D_{\theta \rho(0)}}|\widetilde{u}| \tag{2.11}
\end{equation*}
$$

where $c$ depends only on $\gamma, \alpha$ and $\delta$. On the other hand, since $D \widetilde{u}(0)=0$ and $\widetilde{u}(0)=0$, we deduce from (2.7) that

$$
\begin{equation*}
\sup _{D_{\theta \rho}(0)}|\widetilde{u}| \leqq c \rho\left(v\left(X_{0}\right)\right)^{-1} \tag{2.12}
\end{equation*}
$$

where $c$ depends only on $\gamma$. Also, again using the fact that $D \widetilde{u}(0)=0$, we have

$$
\begin{equation*}
\sum_{i, j=1}^{2}\left(D_{i j} \widetilde{u}(0)\right)^{2}=\left(\kappa_{1}^{2}+\kappa_{2}^{2}\right)\left(X_{0}\right) \tag{2.13}
\end{equation*}
$$

The theorem is now proved by combining (2.11), (2.12) and (2.13).
3. The inhomogeneous case. Here the notation will be the same as in $\S 2$, except that (1.3) is assumed in place of the condition $b \equiv 0$.

All the results of $\S 2$, except Theorem 4, have analogues in this more general setting, but in most cases either the hypotheses on the coefficient functions $a_{i j}$ must be stronger or the conclusion weaker than for the corresponding results of $\S 2$.

We first have the following analogue of Theorem 3.
THEOREM 3'. If $D_{\rho}\left(x_{0}\right) \subset \Omega$, then

$$
|\nu(X)-\nu(\bar{X})| \leqq c\left\{\frac{|X-\bar{X}|}{\rho}\right\}^{\alpha}, \quad X, \bar{X} \in S_{\rho / 2}\left(X_{0}\right)
$$

where $c>0$ and $\alpha \in(0,1)$ depend only on $\gamma$ and $\mu \rho$.

In view of the remarks at the end of $\S 1$, this theorem is a special case of [8], Theorem (3.1). By considering examples it is easy to see that an estimate like that of Theorem 3, with the factor $\left(v\left(X_{0}\right)\right)^{-1}$ on the right hand side, cannot hold in the present inhomogeneous setting. (One class of examples is obtained by considering the constant mean curvature equation

$$
\sum_{i=1}^{2} D_{i} \frac{D_{i} u}{\sqrt{1+|D u|^{2}}}=H,
$$

where $H$ is any nonzero constant.)
For the purposes of the present section it will be convenient to define the function $b^{*}(X, \mu)$ for

$$
X=(x, z) \in \Omega \times R \quad \text { and } \quad \mu=\frac{(-p, 1)}{\sqrt{1+|p|^{2}}}, \quad p \in R^{2},
$$

by

$$
\begin{equation*}
b^{*}(X, \mu)=\left(1+|p|^{2}\right)^{-1 / 2} b(x, z, p) \tag{3.1}
\end{equation*}
$$

Note that $b^{*}$ is thus well defined for $\mu \in S_{+}^{2}$, with $S_{+}^{2}$ as in (2.2). (The function $b^{*}$, like the functions $a_{i j}^{*}$ of (2.1), arise quite naturally in case (1.1) is the non-parametric Euler-Lagrange equation of a parametric elliptic functional-see Appendix 1.)

Next we want to obtain analogues of Theorems 1, 2 for the inhomogeneous case. We will impose the following restrictions on the functions $a_{i j}^{*}, b^{*}$ :

$$
\begin{align*}
& \rho \sqrt{1+|p|^{2}}\left|\frac{\partial a_{i j}^{*}}{\partial z}(x, z, \mu)\right|+\rho \sum_{k=1}^{2}\left|\frac{\partial}{\partial x_{k}} a_{i j}^{*}(x, z, \mu)\right|  \tag{3.2}\\
& \quad+|\mu-\bar{\mu}|^{-1}\left|a_{i j}^{*}(x, z, \mu)-a_{i j}^{*}(x, z, \bar{\mu})\right| \leqq \delta, \\
& \rho \sqrt{1+|p|^{2}}\left|\frac{\partial b^{*}}{\partial z}(x, z, \mu)\right|+\rho \sum_{k=1}^{2}\left|\frac{\partial}{\partial x_{k}} b^{*}(x, z, \mu)\right| \\
& \quad+|\mu-\bar{\mu}|^{-1}\left|b^{*}(x, z, \mu)-b^{*}(x, z, \bar{\mu})\right| \leqq \delta \rho^{-1}
\end{align*}
$$

for all $(x, z) \in \Omega \times \boldsymbol{R}$ and $\mu, \bar{\mu} \in S_{+}^{2}$ with $\mu \neq \bar{\mu}$ and

$$
\mu=\frac{(-p, 1)}{\sqrt{1+|p|^{2}}}
$$

In these inequalities $\delta$ denotes a fixed constant.

Theorem 1'. If $D_{\rho}\left(x_{0}\right) \subset \Omega$ and if (3.2), (3.3) hold, then

$$
\sup _{S_{\rho / 2}\left(X_{0}\right)} v \leqq c \inf _{S_{\rho / 2}\left(X_{0}\right)} v,
$$

where $c>0$ depends only on $\gamma, \mu \rho, \delta$.

Before giving the proof of this theorem we point out that, by an argument like that used to prove Theorem 2, we can infer the following from Theorem $1^{\prime}$.

Theorem 2'. Under the hypotheses of Theorem $1^{\prime}$,

$$
\left|D u\left(x_{0}\right)\right| \leqq c_{1} \exp \left\{c_{2} u\left(x_{0}\right) / \rho\right\},
$$

provided $u \geqq 0$ on $D_{\rho}\left(x_{0}\right)$. Here $c_{1}, c_{2}$ are constants depending on $\gamma, \mu \rho$ and $\delta$.

Proof of Theorem 1'. We consider two cases:
Case I. $\left|D u\left(x_{0}\right)\right| \leqq 2$. In this case the Hölder estimate of Theorem $3^{\prime}$ can be used to deduce $\sup _{D_{\rho \theta}\left(x_{0}\right)}|D u| \leqq 3$ for suitable $\theta \in(0,1)$ depending only on $\gamma$ and $\mu \rho$. Hence the required result is established in this case.

Case II. $D u\left(x_{0}\right)>2$. In this case we introduce new coordinates $(\xi, \zeta)$ as in (2.4), where now $Q$ has the form

$$
Q=\left(\begin{array}{lcl}
0 & 0 & 1  \tag{3.4}\\
\cos \alpha & --\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0
\end{array}\right)
$$

for some constant $\alpha$ to be chosen. Since $\left|D u\left(x_{0}\right)\right|>2$, which guarantees $\nu\left(X_{0}\right) \cdot(0,0,1)<1 / \sqrt{5}$, it is clear from the Hölder estimate of Theorem $3^{\prime}$ that $\alpha$ can be chosen such that there is a representation of the form (2.5), (2.6) for suitable $\theta \in(0,1)$. Also by (1.1)-(1.3) and by the discussion of $\S 1$, we know that

$$
\begin{equation*}
\sum_{i, j=1}^{2} \widetilde{a}_{i j}(\xi) D_{i j} \tilde{u}=\tilde{b}(\xi) \text { on } U \tag{3.5}
\end{equation*}
$$

(cf. (2.8)), where (2.9) holds and where $|\widetilde{b}(\xi)| \leqq \mu$ on $U$. Here $U$ is as in (2.5).

Now let $\zeta=\zeta(\xi)$ be a $C^{1}$ function with compact support in $U$, multiply by $D_{1} \zeta$ in (3.5) and integrate over $U$. After making use of the relations

$$
\int_{U} D_{22} \tilde{u} D_{1} \zeta d \xi=-\int_{U} D_{2} \tilde{u} D_{12} \zeta d \xi=\int_{U} D_{21} \tilde{u} D_{2} \zeta,
$$

this gives

$$
\int_{U i, j=1} \sum_{i j}^{2} \alpha_{i j} D_{i} \psi D_{j} \zeta d \xi=\int_{U}\left(D_{1} \beta\right) \zeta d \xi
$$

where $\psi=D_{1} \tilde{u}, \alpha_{11}=\widetilde{a}_{11} / \widetilde{a}_{22}, \alpha_{22} \equiv 1, \alpha_{12} \equiv 0, \alpha_{21}=2 \widetilde{a}_{12} / \widetilde{a}_{22}$, and $\beta=\widetilde{b} / \widetilde{a}_{22}$. Thus $\psi=D_{1} \tilde{u}$ is a weak solution of the equation

$$
\sum_{i, j=1}^{2} D_{i}\left(\alpha_{i j} D_{j} \psi\right)=-D_{1} \beta
$$

Since (2.4) and (3.4) imply the relations

$$
\begin{aligned}
\xi_{1} & =u(x)-u\left(x_{0}\right), \\
x-x_{0} & =\left(\xi_{1} \cos \alpha+\widetilde{u}(\xi) \sin \alpha,-\xi_{2} \sin \alpha+\tilde{u}(\xi) \cos \alpha\right)
\end{aligned}
$$

one can easily check that

$$
\begin{align*}
D_{1} \beta= & -\widetilde{a}_{22}^{-2}(\xi) b^{*}(x, u, \nu) \sum_{i, j=1}^{3} \lambda_{i} \lambda_{j}\left(\frac{\partial}{\partial z} a_{i j}^{*}(x, u, \nu)\right.  \tag{3.6}\\
& +\frac{\partial}{\partial x_{1}} a_{i j}^{*}(x, u, \nu) \sin \alpha D_{1} \tilde{u}(\xi)+\frac{\partial}{\partial x_{2}} a_{i j}^{*}(x, u, \nu) \cos \alpha D_{1} \tilde{u}(\xi) \\
& \left.+\frac{\partial}{\partial \mu} a_{i j}^{*}(x, u, \nu) \cdot D_{1} \tilde{\nu} Q\right\}+\widetilde{a}_{22}^{-1}(\xi)\left\{\frac{\partial}{\partial z} b^{*}(x, u, \nu)\right. \\
& +\frac{\partial}{\partial x_{1}} b^{*}(x, u, \nu) \sin \alpha D_{1} \tilde{u}(\xi)+\frac{\partial}{\partial x_{2}} b^{*}(x, u, \nu) \cos \alpha D_{1} \tilde{u}(\xi) \\
& \left.+\frac{\partial}{\partial \mu} b^{*}(x, u, \nu) \cdot D_{1} \tilde{\nu} Q\right\} .
\end{align*}
$$

Here $\lambda=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ denotes the second row of $Q$ (so that $\widetilde{a}_{22}=$ $\sum_{i, j=1}^{3} a_{i j}^{*} \lambda_{i} \lambda_{j}$ in accordance with the discussion of $\S 1$ ). Also, $\tilde{\nu}=$ $(-D \tilde{u}, 1) / \sqrt{1+|D \widetilde{u}|^{2}}, \partial / \partial \mu$ denotes the gradient operator on $S_{+}^{2}$, and we have used the relation $\tilde{\nu} Q=\nu$. Then, since

$$
D_{1} \tilde{\nu}_{k}=\left(1+|D \widetilde{u}|^{2}\right)^{-1 / 2} \sum_{j=1}^{2}\left(\delta_{k j}-\tilde{\nu}_{k} \tilde{\nu}_{j}\right) D_{j_{1}} \widetilde{u}
$$

we see (by using the conditions (3.2), (3.3) together with (2.6) and the identity $D_{1} \tilde{u} / \sqrt{1+|D \tilde{u}|^{2}}=v^{-1}$ ) that (3.6) implies

$$
\begin{equation*}
\int_{U}\left(\sum_{i, j=1}^{2} \alpha_{i j} D_{j} \psi D_{i} \zeta+\sum_{i=1}^{2} \beta_{i} D_{i} \psi \zeta+\tau \psi \zeta\right) d \xi=0, \quad \zeta \in C_{0}^{1}(U), \tag{3.7}
\end{equation*}
$$

where

$$
\begin{gather*}
\frac{1}{2}|\theta|^{2} \leqq \sum_{j, i=1}^{2} \alpha_{i j} \theta_{i} \theta_{j} \leqq \gamma|\theta|^{2}, \quad \theta=\left(\theta_{1}, \theta_{2}\right) \in \boldsymbol{R}^{2} ; \text { and }  \tag{3.8}\\
\rho \sum_{i=1}^{2}\left|\beta_{i}\right|+\rho^{2}|\tau| \leqq c_{1}
\end{gather*}
$$

where $c_{1}$ depends only on $\mu \rho$ and $\delta$. Clearly we can apply the De Giorgi, Nash, Moser theory and deduce that

$$
\begin{equation*}
\sup _{D_{\theta \rho / 2}(0)} \psi \leqq c_{c_{D \theta / 2} \inf ^{(0)}} \psi \tag{3.9}
\end{equation*}
$$

for non-negative solutions $\psi$ of (3.7), where $c_{2}$ depends on $\gamma, \mu \rho$ and $\delta$. However $D_{1} \tilde{u}=\sqrt{1+|D \tilde{u}|^{2}} / v \geqq 0$, as one easily checks from the relation $\tilde{\nu} Q=\nu$. Thus we can apply (3.9) to $D_{1} \tilde{u}$. Because of (2.6) we then deduce the required Harnack inequality for $v$. This completes the proof of Theorem $1^{\prime 2}$.

An unsatisfactory feature of Theorem $2^{\prime}$ is that the hypotheses on $b^{*}$ are such as to exclude certain important examples. For instance, the capillary surface equation

$$
\sum_{i=1}^{2} D_{i}\left(\frac{D_{i} u}{\sqrt{1+|D u|^{2}}}\right)=\kappa u, \quad \kappa>0
$$

is excluded from the above discussion. This defect is remedied in the following theorem, in which the following condition is assumed in place of (3.3):

$$
\begin{align*}
& -\rho \sqrt{1+|p|^{2}} \frac{\partial b^{*}}{\partial z}(x, z, \mu)+\rho \sum_{k=1}^{2}\left|\frac{\partial}{\partial x_{k}} b^{*}(x, z, \mu)\right|  \tag{3.10}\\
& \quad+|\mu-\bar{\mu}|^{-1}\left|b^{*}(x, z, \mu)-b^{*}(x, z, \bar{\mu})\right| \leqq \delta \rho^{-1}
\end{align*}
$$

for all $(x, z) \in \Omega \times \boldsymbol{R}$ and $\mu, \bar{\mu} \in S_{+}^{2}$ with $\mu \neq \bar{\mu}$ and

$$
\mu=\frac{(-p, 1)}{\sqrt{1+|p|^{2}}}, \quad p \in R^{2}
$$

THEOREM $2^{\prime \prime}$. If $D_{\rho}\left(x_{0}\right) \subset \Omega$, if $u \geqq 0$ on $D_{\rho}\left(x_{0}\right)$ and if (3.2), (3.10) hold, then

$$
\left|D u\left(x_{0}\right)\right| \leqq c_{1} \exp \left\{c_{2} u\left(x_{0}\right) / \rho\right\}
$$

where $c_{1}, c_{2}$ are constants depending on $\gamma, \mu \rho$ and $\delta$.
Proof. In the proof $c_{1}, c_{2}, \cdots$ will denote constants depending only on $\gamma, \mu \rho$ and $\delta$.

We consider the same two cases as in the proof of Theorem 1. In Case I the required result is trivially satisfied. The argument for Case II begins as before, except that in place of (3.7) we now deduce that $\psi=D_{1} \tilde{u}$ is a supersolution of the equation (3.7). That

[^1]is, we deduce
\[

$$
\begin{equation*}
\int_{U}\left(\sum_{i, j=1}^{2} \alpha_{i j} D_{j} \psi D_{i} \zeta+\sum_{i=1}^{2} \beta_{i} D_{i} \psi \zeta+\tau \psi \zeta\right) d \xi \geqq 0 \tag{3.11}
\end{equation*}
$$

\]

for any nonnegative $\zeta \in C_{0}^{1}(U)$, where (3.8) still holds. Replacing $\zeta$ by $\zeta^{2} / \psi$, we then deduce that

$$
\begin{align*}
\int_{U}\left\{\zeta^{2} \sum_{j, i=1}^{2} \alpha_{i j} D_{i} w D_{j} w\right. & +2 \zeta \sum_{i, j=1}^{2} \alpha_{i j} D_{i} w D_{j} \zeta \\
& \left.+\zeta^{2}\left(\sum_{i=1}^{2} \beta_{i} D_{i} w-\tau\right)\right\} d \xi \leqq 0 \tag{3.12}
\end{align*}
$$

for all $\zeta \in C_{0}^{1}(U)$, where $w=\log \psi^{-1}$. Using well-known arguments from the De Giorgi-Nash theory of uniformly elliptic equations, one can easily deduce from (3.12) that

$$
\begin{equation*}
w(0) \leqq c_{1}+c_{2} \int_{D^{+}} w d \xi, \tag{3.13}
\end{equation*}
$$

where $D^{+}=\left\{\xi \in D_{\theta \rho / 4}(0): w(\xi)>1\right\}$. The remainder of the proof consists is estimating the integral on the right of (3.13). We begin by noting that inequality (3.11) implies

$$
\int_{D_{\theta \rho / 2}\left(X_{0}\right)}|D w|^{2} d \xi \leqq c_{3} .
$$

If we let $\omega$ be defined by $\omega=\log v$ on $M$, then it is clear (by (2.6)) that this last inequality implies

$$
\begin{equation*}
\int_{S_{\theta \rho} 2^{\left(X_{0}\right)}}|\delta \omega|^{2} d A \leqq c_{4},{ }^{3} \tag{3.14}
\end{equation*}
$$

where $\delta$ denotes the tangential gradient operator on $M$. Now define

$$
E=\left\{X=(x, u(x)) \in M \cap\left(D_{\theta \rho / 4}\left(x_{0}\right) \times \boldsymbol{R}\right): u(x)<u\left(x_{0}\right)+\theta \rho / 4\right\}
$$

We can choose points $X_{1}, \cdots, X_{N} \in E$ such that $E \subset \bigcup_{i=1}^{N} S_{\theta \rho / 4}\left(X_{i}\right)$ and

$$
\begin{equation*}
N \leqq c_{5}\left(1+u\left(x_{0}\right) / \rho\right) \tag{3.15}
\end{equation*}
$$

Using (3.14) with $X_{i}$ in place of $X_{0}$, summing over $i$, and also using (3.15), we then deduce that

$$
\begin{equation*}
\int_{E}|\delta \omega|^{2} d A \leqq c_{6}\left(1+u\left(x_{0}\right) / \rho\right) \tag{3.16}
\end{equation*}
$$

We now recall the fact (see e.g. [8], (4.6)) that

$$
\left(1-\nu_{3}^{2}\right) \min \left\{\kappa_{1}^{2}, \kappa_{2}^{2}\right\} \leqq\left|\delta \nu_{3}\right|^{2}
$$

[^2]at each point of $M$. Hence at points where $\nu_{3}^{2}<1 / 2$ (that is, where $\omega>\log \sqrt{2})$ we have
\[

$$
\begin{equation*}
\kappa_{1}^{2}+\kappa_{2}^{2} \leqq c_{7}\left(\left|\delta \nu_{3}\right|^{2}+\mu^{2}\right) \leqq c_{7}\left(|\delta \omega|^{2}+\mu^{2}\right) \tag{3.17}
\end{equation*}
$$

\]

by virtue of (1.7). Hence, since $\log \sqrt{2}<1$,

$$
\begin{equation*}
\int_{E \cap\{X: \omega(X)>1\}} H^{2} d A \leqq c_{9}\left(\int_{E}|\delta \omega|^{2} d A+\mu^{2}|E|\right), \quad H=\kappa_{1}+\kappa_{2} . \tag{3.18}
\end{equation*}
$$

Also, we know that

$$
\begin{equation*}
|E| \leqq c_{10}\left(1+u\left(x_{0}\right) / \rho\right) \rho^{2} \tag{3.19}
\end{equation*}
$$

by virtue of (3.15) and the area bounds $\left|S_{\theta \rho / 4}\left(X_{i}\right)\right| \leqq c_{11} \rho^{2}$. Next we have, by the first variation formula for the surface $M$,

$$
\begin{equation*}
\int_{M} \delta_{3} h d A=\int_{M} \nu_{3} H h d A \tag{3.20}
\end{equation*}
$$

whenever $h$ is a $C^{1}$ function with compact support in $M$. In particular, we can choose $h$ of the form

$$
h(X)=f\left(x_{3}\right) g(\omega(X)) \zeta\left(x_{1}, x_{2}\right), \quad X=\left(x_{1}, x_{2}, x_{3}\right) \in M
$$

where $f, g$ are $C^{1}(\boldsymbol{R})$ functions and $\zeta \in C^{1}\left(\boldsymbol{R}^{2}\right)$ with

$$
\left\{\begin{array}{l}
g(\omega)=\omega \text { for } \omega>2, g(\omega)=0 \text { for } \omega<1, \text { and } 0 \leqq g^{\prime}(\omega) \leqq L \text { for } \omega \in \boldsymbol{R} ; \\
f(t) \equiv 0 \text { for } t>u\left(x_{0}\right)+\sigma, f^{\prime}(t) \equiv-1 \text { for } t \in\left(u\left(x_{0}\right)-\sigma / 2, u\left(x_{0}\right)+\sigma / 2\right), \\
0 \leqq-f^{\prime}(t) \leqq 2 \text { for } t \in \boldsymbol{R}, f(t) \equiv \sigma \text { for } t<u\left(x_{0}\right)-\sigma \\
\zeta(x) \equiv 1 \text { for } x \in D_{\sigma / 2}\left(x_{0}\right), \zeta(x) \equiv 0 \text { for } x \in \sim D_{\sigma}\left(x_{0}\right) \\
|D \zeta(x)| \leqq 3 / \sigma \text { for } x \in \boldsymbol{R}^{2} . \quad \text { Here } \sigma=\theta \rho / 4
\end{array}\right.
$$

With such a choice of $h$ one easily deduces

$$
\int_{S_{\theta_{\rho} / 8\left(X_{0}\right)}} \omega d A \leqq c_{12}\left\{\rho \int_{E \cap\{X: \omega(X)>1\}}\left(|\delta \omega|+\nu_{3} \omega|H|\right) d A+|E|\right\}
$$

Since $\nu_{3} \omega<1$ we then use (3.16), (3.18) and (3.19) to deduce

$$
\begin{equation*}
\int_{S_{\theta_{\rho} / 8}\left(X_{0}\right)} \omega d A \leqq c_{13}\left(1+u\left(x_{0}\right) / \rho\right) \tag{3.21}
\end{equation*}
$$

The required result now follows from this and (3.13). (One needs to note that $S_{\theta \rho / 8}\left(X_{0}\right) \supset\left\{(\xi, \widetilde{u}(\xi)) Q: \xi \in D_{\theta \rho / 16}(0)\right\}$ by virtue of (2.6).)

Next we present an analogue of Theorem 8. Note that the estimate obtained in the theorem here is weaker than that of Theorem 8 in that there is no factor of $\left(v\left(X_{0}\right)\right)^{-2}$ on the right hand side. (Consideration of graphs with constant mean curvature shows that one cannot expect to have such a factor on the right hand side in the
nonhomogeneous case.)
Theorem 8'. Suppose $D_{\rho}\left(x_{0}\right) \subset \Omega$, suppose (2.3) holds, and suppose

$$
\begin{equation*}
\left|b^{*}(X, \mu)-b^{*}(\bar{X}, \bar{\mu})\right| \leqq \rho^{-1} \delta\{|X-\bar{X}| / \rho+|\mu-\bar{\mu}|\}^{\alpha} \tag{3.22}
\end{equation*}
$$

for all $\dot{X}, \bar{X} \in S_{\rho}\left(X_{0}\right)$ and all $\mu, \bar{\mu} \in S_{+}^{2}$, where $\delta>0$ and $\alpha \in(0,1)$ are constants. Then

$$
\left(\kappa_{1}^{2}+\kappa_{2}^{2}\right)\left(X_{0}\right) \leqq c \rho^{-2},
$$

where $c$ is a constant depending only on $\gamma, \mu \rho, \delta$ and $\alpha$.
Proof. As in the proof of Theorem 8, we introduce new coordinates as in (2.4) and infer from (1.1) an equation like (2.8) for the function $\tilde{u}$ of (2.5), (2.6). However notice that here we have to use the inequality of Theorem $3^{\prime}$ instead of the stronger inequality of Theorem 3. Also, the equation for $\tilde{u}$ corresponding to (2.8) now has the form

$$
\sum \widetilde{a}_{i j}(\xi) D_{i j} \widetilde{i}=\widetilde{b}(\xi) \quad \text { on } \quad U,
$$

where (2.9) still holds, where $|\widetilde{b}| \leqq \mu$ on $U$ and where (by virtue of (2.3), (3.22) and the estimate of Theorem $3^{\prime}$ )

$$
\sum_{\imath, j=1}^{2}\left|\widetilde{a}_{i j}(\xi)-\widetilde{a}_{i j}(\bar{\xi})\right|+\rho|\widetilde{b}(\xi)-\widetilde{b}(\bar{\xi})| \leqq c\{|\xi-\bar{\xi}| / \rho\}^{\tau}
$$

for $\xi, \bar{\xi} \in D_{\theta \rho}(0)$. Here $\theta \in(0,1), \tau \in(0,1)$ and $c>0$ depend on $\alpha, \delta, \gamma$ and $\mu \rho$. Then by applying Schauder's interior estimate as in the proof of Theorem 8, we obtain the required inequality.

The next theorem generalizes Theorem 6; notice that there are no continuity hypotheses on the functions $\alpha_{i j}, b$ in the theorem.

Theorem 6'. Suppose $\Omega=\boldsymbol{R}^{2} \sim K$, where $K$ is compact, and suppose that

$$
\begin{equation*}
\left|b^{*}(X, \mu)\right| \leqq \mu_{0} /|X|^{1+₹}, \quad X \in \boldsymbol{R}^{3} \sim\{0\}, \mu \in S_{+}^{2} \tag{3.23}
\end{equation*}
$$

where $\mu_{0}>0$ and $\tau \in(0,1)$ are given constants. Then there is a vector $\nu^{0}=\left(\nu_{1}^{0}, \nu_{2}^{0}, \nu_{3}^{0}\right) \in \bar{S}_{+}^{2}$ such that

$$
\nu(X)\left(=\left(1+|D u(x)|^{2}\right)^{-1 / 2}(-D u(x), 1)\right) \longrightarrow \nu^{0}
$$

uniformly for $|x| \rightarrow \infty$. In case $b \equiv 0$, then $\nu_{3}^{0}>0$ and hence there is an $a \in \boldsymbol{R}^{2}$ such that $D u(x) \rightarrow a$ uniformly for $|x| \rightarrow \infty$.

Proof. The proof relies havily on the techniques of [8]. In the
proof, constants which depend at most on $\gamma, \rho_{0}, \mu_{0}$ and $\tau$ will be denoted $c_{1}, c_{2}, \cdots$.

To begin, let $R_{0}$ be such that $K \subset D_{R_{0}}(0)$, define

$$
\rho_{0}=\sup \left\{\left(u^{2}(x)+|x|^{2}\right)^{1 / 2}: x \in \partial D_{R_{0}}(0)\right\}
$$

and for $R>\rho>\rho_{0}$ let $T_{\rho, R}$ be defined by

$$
T_{\rho, R}=\{X \in M: \rho<|X|<R\} .
$$

We will repeatedly make use of the fact that, for $\rho \geqq \sigma>0, T_{\rho, \sigma+\sigma}$ is covered by $S_{o}\left(X_{1}\right), \cdots, S_{o}\left(X_{N}\right)$, where $X_{1}, \cdots, X_{N}$ are points of $T_{\rho, \sigma+\sigma}$ and $N \leqq c \rho / \sigma$, where $c$ is an absolute constant.

From the discussion of $\S 4$ of [8], have the identity

$$
\kappa_{1} \kappa_{2} d A=d \omega^{*}
$$

where $\kappa_{1}, \kappa_{2}$ are the principal curvatures of $M$ and $\omega^{*}$ is the 1 -form on $M$ defined by

$$
\omega^{*}=\left(1+\nu_{3}\right)^{-1}\left(-\nu_{2} d \nu_{1}+\nu_{1} d \nu_{2}\right) .
$$

Using Stokes' Theorem we then have, for almost all $\rho, R$ with $\rho_{0}<$ $\rho<R$,

$$
\begin{equation*}
\int_{T_{\rho, R}} \zeta^{2} \kappa_{1} \kappa_{2} d A=-\int_{T_{\rho, R}} d \zeta^{2} \wedge \omega^{*}+\int_{\partial T_{\rho, R}} \zeta^{2} \omega^{*} \tag{3.24}
\end{equation*}
$$

Using (1.7) (and noting that (3.23) implies that we can take $\mu$ to be the variable quantity $\mu_{0} /|X|^{1+\tau}$ ), we then deduce

$$
\begin{align*}
\left|\Lambda_{1}\right|^{-1} \int_{T_{\rho, R}} \zeta^{2}|\delta \nu|^{2} d A \leqq & \left|\int_{T_{\rho, R}} 2 \zeta d \zeta \wedge \omega^{*}\right|+\left|\int_{\partial T_{\rho \cdot R}} \zeta^{2} \omega^{*}\right|  \tag{3.25}\\
& +\Lambda_{2}\left|\Lambda_{1}\right|^{-1} \int_{T_{\rho, R}} \zeta^{2}|X|^{-2-2 \tau} d A
\end{align*}
$$

If $\zeta$ is chosen so that $\zeta \equiv 0$ on $\partial T_{\rho, R}$, then this gives

$$
\int_{T_{\rho, R}} \zeta^{2}|\delta \nu|^{2} d A \leqq c_{1} \int_{T_{\rho, R}}\left(\zeta|\delta \nu||\delta \zeta|+\zeta^{2}|X|^{-2-2 \tau}\right) d A
$$

which clearly implies (by Cauchy's inequality)

$$
\begin{equation*}
\int_{T_{\rho, R}} \zeta^{2}|\delta \nu|^{2} d A \leqq c_{2} \int_{T_{\rho, R}}\left(|\delta \zeta|^{2}+\zeta^{2}|X|^{-2-2 \tau}\right) d A . \tag{3.26}
\end{equation*}
$$

Next we note that because of the area bounds

$$
\begin{equation*}
\left|S_{o}\left(X_{0}\right)\right| \leqq c_{3} \sigma^{2} \tag{3.27}
\end{equation*}
$$

which by Lemma (3.1) of [8] are valid when $X_{0} \in M$ and $\left|X_{0}\right|>\rho_{0}+$
$2 \sigma$, we can deduce

$$
\begin{equation*}
\left|T_{\rho, \rho_{+} \sigma}\right| \leqq c_{4} \rho \sigma, \quad \rho>2 \rho_{0}, 0<\sigma \leqq \rho \tag{3.28}
\end{equation*}
$$

By using a suitable choice of $\zeta$ together with (3.28), it is now not difficult to see that (3.26) implies

$$
\int_{T_{2 \rho, R / 2}}|\delta \nu|^{2} d A \leqq c_{5}, \quad R>4 \rho
$$

Thus (since $c_{5}$ is independent of $R$ ) we deduce

$$
\begin{equation*}
\int_{T_{\rho, \infty}}|\delta \nu|^{2} d A \leqq c_{5} \tag{3.29}
\end{equation*}
$$

for $\rho>2 \rho_{0}$. By again choosing $\zeta$ appropriately, we can now deduce from (3.25) and (3.28)

$$
\begin{equation*}
\int_{T_{\rho, \infty}}|\delta \nu|^{2} d A \leqq c_{6}\left\{\left|\int_{\partial T_{\rho, \infty}} \omega^{*}\right|+\rho^{-2 \tau}\right\} \tag{3.30}
\end{equation*}
$$

By a straightforward modification of the argument of [8], Theorem (2.1), we can infer from this that

$$
\begin{equation*}
\hat{\mathscr{D}}(\rho) \leqq-c_{7} \rho \hat{\mathscr{D}}^{\prime}(\rho)+c_{8} \rho^{-2 \tau} \tag{3.31}
\end{equation*}
$$

for almost all $\rho>4 \rho_{0}$, where

$$
\hat{\mathscr{O}}(\rho)=\int_{r_{\rho, \infty}}|\delta \nu|^{2} d A
$$

(It is necessary to note the fact that

$$
\begin{equation*}
-\left.\frac{d}{d \rho} \int_{T_{\rho, \infty}}|\delta| X\right|^{2} d A \leqq c_{9}\left\{\rho^{-1}\left|T_{\rho, 2 \rho}\right|+\int_{T_{\rho, 2 \rho}}|H| d A\right\} \tag{3.32}
\end{equation*}
$$

where $H=\kappa_{1}+\kappa_{2}$. This follows by using the first variation formula for $M$ in a manner similar to the argument leading to (A.2) to (A.2) of [8].) By integrating (3.32) from $4 \rho_{0}$ to $\rho$, we now conclude

$$
\begin{equation*}
\hat{\mathscr{D}}(\rho) \leqq c_{10} \rho^{-\beta}, \quad \rho>4 \rho_{0}, \tag{3.33}
\end{equation*}
$$

where $\beta \in(0,2 \tau)$ depends only on $\gamma, \rho_{0}, \mu_{0}$ and $\tau$. In particular we note that

$$
\begin{equation*}
\int_{S_{\rho}\left(X_{0}\right)}|\delta \nu|^{2} d A \equiv \mathscr{D}\left(X_{0}, \rho\right) \leqq c_{10} \rho^{-\beta} \tag{3.33}
\end{equation*}
$$

for all $X_{0} \in M$ with $\left|X_{0}\right|>2 \rho>8 \rho_{0}$.
Now an examination of the proof of the Hölder estimate of theorem (in particular see (2.11), (2.12) of [8]) will show that in the present setting we can assert

$$
\begin{equation*}
\left|\nu(X)-\nu\left(X_{0}\right)\right| \leqq c_{11}\left\{\mathscr{D}\left(\rho, X_{0}\right)+\rho^{-2 \tau}\right\}^{1 / 2}\{\sigma / \rho\}^{\alpha} \tag{3.34}
\end{equation*}
$$

for any $X \in S_{o}\left(X_{0}\right), \sigma \in(0, \rho)$. Combining (3.33)' and (3.34), with $\sigma=\rho$, gives

$$
\left|\nu(X)-\nu\left(X_{0}\right)\right| \leqq c_{12} \rho^{-\beta^{\prime}}, \quad X \in S_{\rho}\left(X_{0}\right), \beta^{\prime}=\beta / 2
$$

and this clearly implies (since we can vary $X_{0}$ )

$$
\sup _{X, \bar{X} \in T_{\rho}, 2 \rho}|\nu(X)-\nu(\bar{X})| \leqq c_{13} \rho^{-\beta^{\prime}}
$$

for any $\rho>4 \rho_{0}$. Then for any integer $k \geqq 1$ we have

$$
\sup _{x, \bar{X} \in T_{\rho, 2^{k} \rho}}|\nu(X)-\nu(\bar{X})| \leqq c_{13} O^{-\beta^{\prime}}\left(\sum_{r=0}^{k-1} 2^{-r \beta^{\prime}}\right)
$$

where upon we deduce that

$$
\sup _{x, \bar{X} \in T_{\rho}, \infty}|\nu(X)-\nu(\bar{X})| \leqq c_{14} \rho^{-\beta^{\prime}}
$$

The first conclusion of the theorem clearly follows from this.
We now consider the case $b \equiv 0$. We then have (1.7) with $\Lambda_{2}=0$, so that we can use the theory developed in $\S 4$ of [8]. In particular we use the identity

$$
\begin{equation*}
\left(\left(1-\nu_{3}\right) \gamma\left(\nu_{3}\right)\right)^{\prime} \kappa_{1} \kappa_{2} d A=-d\left(\gamma\left(\nu_{3}\right)\left(1+\nu_{3}\right)^{-1}\left(-\nu_{2} d \nu_{1}+\nu_{1} d \nu_{2}\right)\right), \tag{3.35}
\end{equation*}
$$

where $\gamma$ is an arbitrary $C^{1}(\boldsymbol{R})$ function. (This identity is the pointwise version of identity (4.5) of [8], as one easily checks by using Stokes' Theorem.) We multiply each side of (3.35) by a cut-off function $\zeta^{2}$ which vanishes for $|X|>R$, and integrate (3.35) over $T_{\rho, \infty}$. After using Stokes' Theorem, this gives

$$
\begin{align*}
& \int_{T_{\rho, \infty}} \zeta^{2}\left(\left(1-\nu_{3}\right) \gamma\left(\nu_{3}\right)\right)^{\prime} \kappa_{1} \kappa_{2} d A \\
&=-\int_{\partial T_{\rho, \infty}} \zeta^{2} \gamma\left(\nu_{3}\right)\left(1+\nu_{3}\right)^{-1}\left(-\nu_{2} d \nu_{1}+\nu_{1} d \nu_{2}\right)  \tag{3.36}\\
&-\int_{T_{\rho, \infty}} 2 \zeta \gamma\left(\nu_{3}\right)\left(1+\nu_{3}\right)^{-1} d \zeta \wedge\left(-\nu_{2} d \nu_{1}+\nu_{1} d \nu_{2}\right) .
\end{align*}
$$

Now from Theorem 1 we know that

$$
\begin{equation*}
\sup _{\partial T_{\rho}, \infty} \nu_{3} \leqq c_{15} \inf _{\partial T_{\rho, \infty}} \nu_{3} \tag{3.37}
\end{equation*}
$$

Ffor each $\rho>2 \rho_{0}$.
Also if there exists a sequence $\left\{X_{j}\right\} \subset M$ with $\left|X_{j}\right| \rightarrow \infty$ and with $\left\{\nu_{3}^{-1}\left(X_{j}\right)\right\}$ bounded, we could immediately deduce $\nu_{3}^{\prime}>0$, and the required Fresult would be established. We may therefore assume $\nu_{3}(X)<1 / 2$
for all $|X|>\rho_{1}$, where $\rho_{1}>\rho_{0}$ is a fixed constant. Then for $\rho>\rho_{1}$ we can replace $\gamma\left(\nu_{3}\right)$ in (3.36) by $\left(\nu_{3}\right)^{-1} /\left(1-\nu_{3}\right)$, thus giving

$$
\begin{align*}
\int_{T_{\rho, \infty}} \zeta^{2} \nu_{3}^{-2} \kappa_{1} \kappa_{2} d A= & -\int_{T_{\rho, \infty}} \nu_{3}^{-1}\left(1-\nu_{3}^{2}\right)^{-1} d \zeta^{2} \wedge\left(-\nu_{2} d \nu_{1}+\nu_{1} d \nu_{2}\right)  \tag{3.38}\\
& -\int_{\partial T_{\rho, \infty}} \zeta^{2} \nu_{3}^{-1}\left(1-\nu_{3}^{2}\right)^{-1}\left(-\nu_{2} d \nu_{1}+\nu_{1} d \nu_{2}\right) .
\end{align*}
$$

Using inequality (4.8) of [8] and also using Cauchy's inequality, one easily checks that (3.38) implies

$$
\int_{T_{\rho, \infty}} \zeta^{2}|\delta w|^{2} d A \leqq c_{16}\left\{\int_{T_{\rho, \infty}}|\delta \zeta|^{2} d A+\int_{\partial T_{\rho}}|\delta w| \zeta^{2} d s\right\}
$$

Here, and subsequently, $w=\log \nu_{3}^{-1}$. Choosing $\zeta(X) \equiv 1$ for $|X|<$ $R / 2$ and $\zeta(X) \equiv 0$ for $|X|>R$, and letting $R \rightarrow \infty$, we then deduce that

$$
\begin{equation*}
\int_{T_{\rho, \infty}}|\delta w|^{2}<\infty \tag{3.39}
\end{equation*}
$$

for $\rho>\rho_{1}$. Making a similar choice of $\zeta$ in (3.38) and again letting $R \rightarrow \infty$, we can conclude, for almost all $\rho>\rho_{1}$,

$$
\begin{equation*}
\int_{T_{\rho, \infty}}|\delta w|^{2} d A \leqq c_{17}\left|\int_{\partial T_{\rho, \infty}}-\omega_{1} d \nu_{1}+\omega_{2} d \nu_{2}\right| \tag{3.40}
\end{equation*}
$$

where

$$
\omega_{i}=\nu_{i} \nu_{3}^{-1}\left(1-\nu_{3}^{2}\right)^{-1}, \quad i=1,2
$$

Now for almost all $\rho>\rho_{1}$ we have $\partial T_{\rho, \infty}=\bigcup_{i=1}^{N(\rho)} \Gamma_{\rho}^{(j)}$, where $N(\rho)$ is a positive integer and $\Gamma_{\rho}^{(j)}$ is a smooth Jordan curve such that $\delta|X|$ does not vanish of $\Gamma_{\rho}^{(j)}$. Since $\int_{\Gamma_{\rho}^{(j)}} d \nu_{i}=0$, we can write (3.40) in the form

$$
\begin{align*}
& \int_{T_{\rho, \infty}}|\delta w|^{2} d A \leqq c_{17} \mid \sum_{j=1}^{N(\rho)} \int_{r_{\rho}^{(j)}}-\left(\omega_{1}-\omega_{1}\left(X^{(j)}\right)\right) d \nu_{1}  \tag{3.41}\\
&+\left(\omega_{2}-\omega_{2}\left(X^{(j)}\right)\right) d \nu_{2} \mid
\end{align*}
$$

where $X^{(j)}$ denotes a fixed point on $\Gamma_{\rho}^{(j)}$. Now

$$
\begin{equation*}
\sup _{\Gamma_{\rho}^{(j)}}\left|\omega_{i}-\omega_{i}\left(X^{(j)}\right)\right| \leqq \int_{\Gamma_{\rho}^{(j)}}\left|\frac{d \omega_{i}}{d s}\right| d s \leqq c_{18} \int_{\Gamma_{\rho}^{(j)}} \nu_{3}^{-2}|\delta \nu| d s \tag{3.42}
\end{equation*}
$$

Combining (3.41) and (3.42), we obtain

$$
\int_{T_{\rho, \infty}}|\delta w|^{2} d A \leqq c_{19}\left(\int_{\partial T_{\rho, \infty}}|\delta \nu| d s\right)^{2} \sup _{\partial T_{\rho} \infty} \nu_{3}^{-2}
$$

In view of inequality (4.8) of [8] and inequality (3.37) above, we then deduce

$$
\int_{T_{\rho, \infty}}|\delta w|^{2} d A \leqq c_{20}\left(\int_{\partial T_{\rho, \infty}}|\delta w| d s\right)^{2} .
$$

Using (3.32) and the Hölder inequality one can then use an argument like that of [8] Theorem (2.1) (the argument is like that needed to obtain the estimate (3.33) above); we thus obtain

$$
\int_{T_{\rho, \infty}}|\delta w|^{2} d A \leqq c_{21} \rho^{-\beta^{\prime}}
$$

where $\beta^{\prime} \in(0,1)$ depends only on $\rho_{0}$ and $\gamma$. In particular we have

$$
\int_{S_{\rho}\left(X_{0}\right)}|\delta w|^{2} d A \leqq c_{21} \rho^{-\beta^{\prime}}
$$

whenever $Y_{0} \in M$ and $\left|X_{0}\right|>2 \rho, \rho>\rho_{1}$. Using this last inequality in combination with the inequalities (4.15), (4.16) of [8], we then deduce

$$
\sup _{s_{\rho, 2}\left(X_{0}\right)} w-\inf _{s_{\rho, 2}\left(X_{0}\right)} w \leqq c_{22} \rho^{-\beta^{\prime} / 2}
$$

In view of the arbitrariness of $X_{0}$, this gives

$$
\sup _{T_{\rho, 2 \rho}} w-\inf _{T_{\rho}, 2 \rho} w \leqq c_{23} \rho^{-\beta^{\prime} / 2}
$$

Iterating, we obtain

$$
\sup _{T_{\rho, 2^{k} \rho}} w-\inf _{T_{\rho, 22^{k}}} w \leqq c_{23} \rho^{-\beta^{\prime} / 2}\left(\sum_{r=0}^{\infty} 2^{-r \beta^{\prime} / 2}\right)
$$

for each integer $k \geqq 1$. Hence

$$
\sup _{T_{\rho, \infty}} w-\inf _{T_{\rho, \infty}} w \leqq c_{24} \rho^{-\beta^{\prime}}
$$

that is, $w$ is bounded for $|X|>\rho_{1}$. The theorem now follows.
It is not clear whether or not an estimate like that obtained in Theorem 5 holds for general equation (1.1)-(1.3), (3.2), (3.3), (3.23). However, for a class of divergence-form equations (with $n \geqq 2$ independent variables) such a theorem is obtained in [10]; from the discussion of $\S 1$ of [10] it is clear that the structural conditions imposed there certainly hold in case the equation arises as the nonparametric Euler-Lagrange equation (equation (A.6) in Appendix 1) of an elliptic parametric functional with integrand $F(X, q)$ in case $F(X, q)$ is independent of $X$. More generally, it suffices that $F(X, q)=$ $F(x, z, q)$ is such that $F_{z}(x, z, q) \equiv 0$. (Actually the condition (1.3) of [10] is not quite stated in a weak enough form to include this latter case; however, one can check that all the results of [10]
remain valid if the first inequality of [10], (1.3) is replaced by the weaker condition

$$
\left|\sum_{i=1}^{n} u_{x_{i}} D_{i k}\right| \leqq \beta_{5}, \quad \sum_{i, k=1}^{n}\left|D_{i k}\right| \leqq \beta_{5},
$$

where (in the notation of [10])

$$
D_{i k}=u_{x_{l}} A_{i x_{l} p_{k}}+u_{x_{k}} A_{i z}+u_{x_{i}} B_{p_{k}}+|D u|^{2} A_{i z} p_{k},
$$

and this condition is weak enough to include the case when $F$ in (A.6) satisfies $F_{z}(x, z, q) \equiv 0$.)

Finally we state the following analogue of Theorem 6; a proof will be found in [9].

Theorem. Suppose $D_{\rho}\left(x_{0}\right) \sim\left\{x_{0}\right\} \subset \Omega$. Then the closure $\bar{M}$ (taken in $\Omega \times \boldsymbol{R})$ of the graph of $u$ is a $C^{1, \alpha}$ surface such that $\left(\bar{D}_{\sigma}\left(x_{0}\right) \times \boldsymbol{R}\right) \cap \bar{M}$ is compact for each $\sigma<\rho$.

One can show by example that even though the graph of $u$ can thus be extended to a $C^{1, \alpha}$ surface in $R^{3}$, nevertheles the function $u(x)$ (as a function of $x \in \Omega$ ) may have no $C^{1}$ extension to $D_{\rho}\left(x_{0}\right)$. (Because it may happen that $|D u(x)|$ is unbounded for $x$ in a neighbourhood of $x_{0}$.)

## Appendix: Elliptic Parametric Functionals.

Let $\Omega$ be a bounded domain in $R^{2}$ and consider the functional $I$, defined for $C^{1}$ mappings $Y=\left(Y_{1}, Y_{2}, Y_{3}\right): \bar{\Omega} \rightarrow \boldsymbol{R}^{3}$ by

$$
\begin{equation*}
I(Y)=\int_{\Omega} G\left(x, Y, D_{1} Y, D_{2} Y\right) d x \tag{A1}
\end{equation*}
$$

where $G=G(x, X, p)$ is a given continuous function of $(x, X, p) \in$ $\boldsymbol{R}^{2} \times \boldsymbol{R}^{3} \times \boldsymbol{R}^{6}$. (Here of course $D_{i} Y=\left(D_{i} Y_{1}, D_{i} Y_{2}, D_{i} Y_{3}\right)$ for $i=1,2$.) Now let us consider the possibility that $I$ remains invariant under orientation preserving diffeomorphism of $\boldsymbol{R}^{2}$; that is, whenever $\psi$ is a diffeomorphism of $\boldsymbol{R}^{2}$ onto itself with positive Jacobian, we would have

$$
\int_{\Omega} G\left(\xi, \widetilde{Y}(\xi), D_{1} \tilde{Y}(\xi), D_{2} \widetilde{Y}(\xi)\right) d \xi=\int_{\Omega} G\left(x, Y(x), D_{1} Y(x), D_{2} Y(x) d x,\right.
$$

where $\Omega^{\prime}=\psi(\Omega)$ and $\tilde{Y}=Y \circ \psi^{-1}$. A simple computation (cf. [7], p. 349) shows that this would be true for all such diffeomorphisms if and domains $\Omega$ if and only if there is a real-valued function $F$ on $\boldsymbol{R}^{3} \times \boldsymbol{R}^{3}$ such that

$$
\begin{equation*}
G(x, X, p)=F(X, P), \quad(x, X, p) \in \boldsymbol{R}^{2} \times \boldsymbol{R}^{3} \times \boldsymbol{R}^{6} \tag{A2}
\end{equation*}
$$

where

$$
P=\left(p_{3} p_{5}-p_{2} p_{6}, p_{1} p_{6}-p_{3} p_{4}, p_{2} p_{4}-p_{1} p_{5}\right) ;
$$

and

$$
\begin{equation*}
F(X, \lambda q)=\lambda F(X, q), \quad(X, q) \in \boldsymbol{R}^{3} \times \boldsymbol{R}^{3}, \quad \lambda>0 \tag{A3}
\end{equation*}
$$

Note in particular that (A2) implies that $G(x, X, p)$ cannot depend on $x$; that is, $G(x, X, p)=G(0, X, p)$ for $(x, X, p) \in \boldsymbol{R}^{2} \times \boldsymbol{R}^{3} \times \boldsymbol{R}^{6}$. In case $p=\left(D_{1} Y, D_{2} Y\right)$, where $Y$ is a $C^{1}$ map from $\bar{\Omega}$ into $\boldsymbol{R}^{3}, P$ is given by

$$
\begin{aligned}
P=\left(D_{1} Y_{3} \cdot D_{2} Y_{2}-D_{1} Y_{2} \cdot D_{2} Y_{3}, D_{1} Y_{1} \cdot D_{2} Y_{3}-D_{1} Y_{3} \cdot D_{2} Y_{1}\right. \\
\left.D_{1} Y_{2} \cdot D_{2} Y_{1}-D_{1} Y_{1} \cdot D_{2} Y_{2}\right)
\end{aligned}
$$

As is well known, in case $Y$ is one-to-one and such that the Jacobian matrix $\left[D_{j} Y_{i}(x)\right.$ ] has rank 2 for each $x \in \Omega$, this last identity can be written

$$
P=\chi \nu,
$$

where $\nu$ is the unit normal of the embedded surface $S=\{Y(x) \mid x \in \Omega\}$ and $\chi$ is the area magnification factor of the mapping $Y$. Thus, assuming that we orient $S$ with unit normal $\nu$ such that $\chi>0$, we can write

$$
I(Y)=\int_{S} F(X, \nu(X)) d A(X)
$$

that is, we can express $I(Y)$ completely in terms of the oriented surface $S$ and independently of the particular mapping $Y$ that is used to represent $S$. Through this discussion we are led to consider the functional $J$, defined for any smooth oriented surface $S$ in $\boldsymbol{R}^{3}$ having finite area, by

$$
\begin{equation*}
J(S)=\int_{S} F(X, \nu(X)) d A(X) ; \tag{A4}
\end{equation*}
$$

this functional has the property that $J(S)=I(Y)$ whenever $Y$ is a one-to-one $C^{1}$ mapping from $\Omega$ into $R^{3}$ such that [ $D_{j} Y_{i}$ ] has rank 2 at each point of $\Omega$ and $S=\{Y(x) \mid x \in \Omega\}$.

If $F$ satisfies (A3), we call a functional of the form (A4) a parametric functional. The functional $J$ is called elliptic if $F$ is $C^{2}$ on $\boldsymbol{R}^{3} \times\left(\boldsymbol{R}^{3}-\{0\}\right)$ and if the convexity condition

$$
\begin{equation*}
|q| D_{q_{i} q_{j}} F(X, q) \xi_{i} \xi_{j} \geqq\left|\xi^{\prime}\right|^{2}, \quad \xi^{\prime}=\dot{\xi}-\left(\xi \cdot \frac{q}{|q|}\right) \frac{q}{|q|}, \tag{A5}
\end{equation*}
$$

holds for all $X \in \boldsymbol{R}^{3}, q \in \boldsymbol{R}^{3}-(0)$ and $\xi \in \boldsymbol{R}^{3}$. Notice that, up to a scalar factor, (A5) is the strongest convexity condition possible for $F$ in view of the homogeneity condition (A3).

If we now consider a nonparametric surface $M$ given by

$$
M=\left\{(x, u(x)) \in \boldsymbol{R}^{3} \mid x \in \Omega\right\},
$$

where $u \in C^{2}(\bar{\Omega})$, then, taking $\nu$ to be the downward unit normal $(D u,-1) / \sqrt{1+|D u|^{2}}$, we have

$$
J(S)=\int_{\Omega} F(x, u(x), D u(x),-1) d x
$$

Notice that here we have used the relation $d A=\sqrt{1+|D u|^{2}} d x$. The expression on the right can be considered as a nonparametric functional, defined for any $u \in C^{2}(\bar{\Omega})$. The Euler-Lagrange equation for this nonparametric functional is

$$
\begin{equation*}
\sum_{i=1}^{2} D_{i}\left[F_{q_{i}}(x, u, D u,-1)\right]-D_{X_{3}} F^{\prime}(x, u, D u,-1)=0 \tag{A6}
\end{equation*}
$$

By using the chain rule and the homogeneity condition (A3), one can easily check that this equation can be written in the form

$$
\alpha_{i j}(x, u, D u) D_{i j} u=b(x, u, D u),
$$

where

$$
\begin{gather*}
a_{i j}(x, u, D u)=|q| D_{q_{i} q_{j}} F(x, u, D u,-1), \quad i, j=1,2,  \tag{A7}\\
b(x, u, D u)=-|q| \sum_{i=1}^{3} D_{q_{i} x_{i}}(x, u, D u,-1) . \tag{A8}
\end{gather*}
$$

By using (A3), (A5) it is not difficult to check that (1.2), (1.3) hold with constants $\gamma$ and $\mu$ depending on $F$. That is, the nonparametric Euler-Lagrange equation for an elliptic parametric functional is an equation of mean curvature type.

Jenkins [5] and Jenkins-Serrin [6] consider equations of the form (A6) in case $F(X, q)$ does not depend on $X$. Note (A6) has the form (1.1) with $b \equiv 0$ in this case; hence all the results of $\S 2$ apply.

Finally we wish to point out that the functions $\alpha_{i j}^{*}, b^{*}$ introduced in $\S 2$ have a natural interpretation in the present context. In fact one can easily check that in case $a_{i j}, b$ are as in (A7), (A8), then $a_{i j}^{*}, b^{*}$ are given by

$$
\begin{aligned}
a_{i j}^{*}(X, \nu) & =D_{q_{i} q_{j}} F(X, \nu), \quad i, j=1,2,3, \\
b^{*}(X, \nu) & =-|q| \sum_{\nu=1}^{3} D_{q_{i} X_{i}} F(X, \nu) ;
\end{aligned}
$$

furthermore the conditions (2.3), (3.22) hold automatically with $\delta, \alpha$ determined by $F$, provided that $F \in C^{3}\left(\boldsymbol{R}^{3} \times\left(\boldsymbol{R}^{3}-\{0\}\right)\right)$.
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[^0]:    ${ }^{1}$ We will henceforth use this connectivity result whenever it is convenient to do so; note that for the inhomogeneous case the choice of $\theta$ depends also on $\mu \rho$.

[^1]:    ${ }^{2}$ Actually we have only proved $\sup _{s_{\theta \rho}\left(x_{0}\right)} v \leqq c \inf s_{\theta \rho\left(x_{0}\right)} v$ for some $\theta \in(0,1)$ depending on $\gamma, \mu \rho$ and $\delta$. The required result (with $\theta=1 / 2$ ) follows because we can vary $\mathrm{X}_{0}$.

[^2]:    ${ }^{3}$ Such a equality also holds, of course, if $\left|D u\left(x_{0}\right)\right|<2$; in this case one simply essentially repeats the previous argument without introducing new coordinates $\xi$.

