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#### Abstract

For fixed $m$ and $n$, we consider the vector space of linear differential equations of order $n$ whose coefficients are polynomials of degree at most $m$. We show that for $G$ in a large class of linear algebraic groups, if we fix the exponents and determining factors at the singular points (but not the singular points themselves) then the set of such differential equations with this fixed data, fixed Galois group $G$ and fixed $G$-module for the solution space forms a constructible set (i.e., an element of the Boolean algebra generated by the Zariski closed sets). Our class of groups includes finite groups, connected groups, and groups whose connected component of the identity is semisimple or unipotent. We give an example of a group for which this result is false and also apply this result to the inverse problem in differential Galois theory.


1. Introduction. In this paper we consider the set $\mathscr{L}(n, m)$ of homogeneous linear differential equations

$$
\begin{equation*}
L(y)=a_{n}(x) y^{(n)}+\cdots+a_{0}(x)=\sum_{i=0}^{n} \sum_{j=0}^{m} a_{i j} x^{j} y^{(i)} \tag{1}
\end{equation*}
$$

of order at most $n$ whose coefficients are polynomials of degree at most $m$ with complex coefficients. By identifying $L \in \mathscr{L}(n, m)$ with the vector $\left(a_{i j}\right)$, one sees that $\mathscr{L}(n, m)$ may be identified with an affine space $\mathbb{C}^{(n+1)(m+1)}$. Let $G$ be a linear algebraic group and $V$ a $G$-module. One would like to understand the structure of $\mathscr{L}(n, m, G, V)$, the set of $L \in \mathscr{L}(n, m)$ with $\operatorname{Galois} \operatorname{group} \operatorname{Gal}(L)$ equal to $G$ and having solution space $\operatorname{Soln}(L)$ isomorphic to $V$ as a $G$-module. In general $\mathscr{L}(n, m, G, V)$ is not a Zariski closed subset of $\mathscr{L}(n, m)$ or even a constructible subset of $\mathscr{L}(n, m)$ (i.e. an element of the Boolean algebra generated by the Zariski closed sets). To see this consider the family of equations $L_{c}(y)=x y^{\prime}-c y=0, c \in \mathbb{C}$. The Galois group is a subgroup of $\mathbb{C}^{*}$, the multiplicative group of nonzero complex numbers. It equals $\mathbb{C}^{*}$ if and only if $c$ is not a rational number. If $c=p / q, p, q \in \mathbb{Z},(p, q)=1$, then $\operatorname{Gal}\left(L_{c}\right)=$
$\mathbb{Z} / q \mathbb{Z}$. Therefore $\mathscr{L}\left(1,1, \mathbb{C}^{*}, \mathbb{C}\right)$ is not constructible. Another example is the family $L_{a, b}(y)=y^{\prime \prime}-(a+b) y^{\prime}+a b y=0, a \neq b \in \mathbb{C}$. A fundamental set of solutions is $\left\{e^{a x}, e^{b x}\right\}$ and $\operatorname{Gal}\left(L_{a, b}\right) \subset \mathbb{C}^{*} \times \mathbb{C}^{*}$ with equality if and only if $a$ and $b$ are linearly independent over $\mathbb{Q}$. Therefore $\mathscr{L}\left(2,0, \mathbb{C}^{*} \times \mathbb{C}^{*}, \mathbb{C}^{2}\right)$ is not constructible. Note that in the first example $c$ is an exponent at the singular point 0 and in the second example $a x$ and $b x$ are determining factors at infinity (see $\S 2(\mathrm{c})$ for precise definitions). In this paper we show that for $G$ in a large class of linear algebraic groups, if we fix the exponents and determining factors at the singular points (but not the singular points themselves) then we can insure constructibility of the set of linear differential equations with this fixed data, fixed Galois group $G$ and fixed $G$-module for the solution space.

To make this precise, let $\mathscr{W}$ be a finite set consisting of elements of $\mathbb{C}$. We denote by $\mathscr{L}(n, m, \mathscr{W})$ the set of $L \in \mathscr{L}(n, m)$ such that at any singular point $\alpha$ of $L$, the exponents at $\alpha$ belong to $\mathscr{W}$. We refer to $\mathscr{W}$ as a set of weak local data. $\mathscr{L}(n, m, \mathscr{W})$ is a constructible set. Let $\mathscr{L}(n, m, \mathscr{W}, G, V)=\mathscr{L}(n, m, \mathscr{W}) \cap \mathscr{L}(n, m, G, V)$. If $G$ is a linear algebraic group and $G^{\circ}$ is its connected component of the identity, we denote by $\operatorname{Ker} X\left(G^{\circ}\right)$ the intersection of all characters $\chi: G^{\circ} \rightarrow \mathbb{C}^{*}$ of $G^{\circ}$. Theorem 3.14 below implies that if $G^{\circ}=\operatorname{Ker} X\left(G^{\circ}\right)$, then for fixed $G$-module $V$ and fixed $n, m$ and $\mathscr{W}, \mathscr{L}(n, m, \mathscr{W}, G, V)$ is a constructible set. In particular, if $G$ is finite or if $G^{\circ}$ is semisimple or unipotent, then this result holds. In $\S 3$, following this result, we present an example (due to Deligne) of a parameterized family of second order fuchsian linear differential equations with fixed exponents such that for all parameters the Galois group will be a subgroup of $\mathbb{C}^{*} \rtimes \mathbb{Z} / 2 \mathbb{Z}$ but such that the set of parameters for which the Galois group is $\mathbb{C}^{*} \rtimes \mathbb{Z} / 2 \mathbb{Z}$ is not constructible. This shows that if $G^{\circ} \neq \operatorname{Ker} X\left(G^{\circ}\right)$, it is not generally true that $\mathscr{L}(n, m, \mathscr{W}, G, V)$ is constructible. Nonetheless, we are able to weaken the assumption that $G^{\circ}=\operatorname{Ker} X\left(G^{\circ}\right)$ in the following way.

Let $\mathscr{D}$ be a finite set consisting of elements of $\mathbb{C}$ and polynomials with coefficients in $\mathbb{C}$. We denote by $\mathscr{L}(n, m, \mathscr{D})$ the set of $L \in \mathscr{L}(n, m)$ such that at any singular point $\alpha$ of $L$, the exponents and the determining factors at $\alpha$ belong to $\mathscr{D}$. We refer to $\mathscr{D}$ as a set of local data. $\mathscr{L}(n, m, \mathscr{D})$ is a constructible set. Let $\mathscr{L}(n, m, \mathscr{D}, G, V)=\mathscr{L}(n, m, \mathscr{D}) \cap \mathscr{L}(n, m, G, V)$. Deligne's example shows that, in general, $\mathscr{L}(n, m, \mathscr{D}, G, V)$ is also not constructible. For arbitrary $G, \operatorname{Ker} X\left(G^{\circ}\right)$ is not only a normal sub-
group of $G^{\circ}$ but also a normal subgroup of $G$ and $G^{\circ} / \operatorname{Ker} X\left(G^{\circ}\right)$ is a torus. There is a natural action of $G / G^{\circ}$ on $G^{\circ} / \operatorname{Ker} X\left(G^{\circ}\right)$. Theorem 3.16 below states that if the action of $G / G^{\circ}$ on $G^{\circ} / \operatorname{Ker} X\left(G^{\circ}\right)$ is trivial, then for any fixed $G$-module $V$ and fixed $n, m$ and $\mathscr{\mathscr { L }}$, $\mathscr{L}(n, m, \mathscr{D}, G, V)$ is a constructible set. In particular, if $G$ is connected, $\mathscr{L}(n, m, \mathscr{D}, G, V)$ is constructible. We also give an example to show that one must fix both the exponents and the determining factors and not just the exponents as in Theorem 3.14.

When one restricts oneself to linear differential equations with only regular singular points (the fuchsian equations), the parameters remaining free after one fixes the exponents at the singularities are called accessory parameters (see [HI15] for a discussion of this classical notion). Our main result states that if the action of $G / G^{\circ}$ on $G^{\circ} / \operatorname{Ker} X\left(G^{\circ}\right)$ is trivial, then when one fixes the exponents of a fuchsian equation, algebraic conditions on the accessory parameters and the singular points determine if the equation has Galois group $G$.

Phenomena similar to our main results are known to already occur when one looks at the Lame equation:

$$
L_{n, B, e_{3}}(y)=f(x) y^{\prime \prime}+\frac{1}{2} f^{\prime}(x) y^{\prime}-(n(n+1) x+B) y,
$$

where $f(x)=4\left(x-e_{1}\right)\left(x-e_{2}\right)\left(x-e_{3}\right)$, the $e_{i}$ are distinct, $e_{1}$ is fixed and $e_{1}+e_{2}+e_{3}=0$. The exponents at each $e_{i}$ are 0 and $1 / 2$. At infinity the exponents are $-n / 2$ and $(n+1) / 2$. Several authors have investigated the problem of determining those $n, B$ and $e_{3}$ such that $L_{n, B, e_{3}}(y)=0$ has only algebraic solutions. In this case the Galois group $G \subset G L(2, \mathbb{C})$ will be finite and coincide with the monodromy group (see [SI81] or the discussion in $\S 4$ of this paper). Brioschi showed (see [POO66], §37) that if $n+\frac{1}{2}$ is an integer, there is a non-zero polynomial $p \in \mathbb{Q}[u, v]$ of degree $n+\frac{1}{2}$ in $v$ such that $L_{n, B, e_{3}}(y)=0$ has only algebraic solutions if and only if $p\left(e_{3}, B\right)=0$. Furthermore, he showed that if this is the case, the image of $G$ in $\operatorname{PGL}(2, \mathbb{C})$ is the non-cyclic abelian group of order 4. Baldassari [BA81], [BA89], Chiarellotto [CH89], and Dwork [DW90a] have also studied algebraic solutions of the Lamé equation. Dwork shows that if $2 n$ is not an integer then, for fixed $n$, there are only a finite number of pairs $\left(e_{3}, B\right)$ such that $G$ is finite. This is a consequence of the following general result of Dwork. Consider the set of second order fuchsian homogeneous linear differential equations with $m+1$ singular points. Assume that three are fixed at $0,1, \infty$ and that the Wronskian is constant. Fix the exponent differences, $\mu_{1}, \ldots, \mu_{m+1}$ in $\mathbb{Q}$ and assume the $i$ th singular point is apparent
(resp. regular) if $\mu_{i} \in \mathbb{Z}, \mu_{i} \geq 2$ (resp. $\mu_{i}=1$ ). Dwork shows that if we fix a finite subgroup $G^{\prime}$ of $\operatorname{PGL}(2, \mathbb{C})$, then the set of such equations whose Galois group has image $G^{\prime}$ in $\operatorname{PGL}(2, \mathbb{C})$ is a $\mathbb{Q}$ constructible set of dimension bounded by $\operatorname{Inf}(\rho, m-2)$ where $\rho$ is the number of $i$ such that $\mu_{i} \in \mathbb{Z}, \mu_{i} \geq 1$. (For the Lamé equation, if $2 n$ is not an integer, the projective image of the Galois group is either the octahedral or icosahedral group.) Dwork's proof relies heavily on the fact that such an equation must be the weak pullback of a hypergeometric equation whose exponent differences appear in a list compiled originally by H. A. Schwarz. For higher order equations or infinite groups there does not seem to be a similar fact. The proof of our main result proceeds in a different manner, which we now outline.

Let $G$ be a linear algebraic group, $\mathscr{W}$ a set of weak local data and $\mathscr{D}$ a set of local data. One of the key ideas in this paper is that knowing $n$ and $m$ and having a bound on the exponents of some $L \in \mathscr{L}(n, m)$ allows us to bound a priori the exponents and degrees of coefficients of operators $L_{1}$ and $L_{2}$ such that $L(y)=L_{1}\left(L_{2}(y)\right)$. This information also allows us to bound the exponents and degrees of the coefficients of certain auxiliary equations that we construct from $L$. This will be used in the following way. For example, it is known that $\operatorname{Gal}(L) \subset \operatorname{SL}(n)$ if and only if $\operatorname{Wr}\left(y_{1}, \ldots, y_{n}\right)=R(x) \in \mathbb{C}(x)$ where Wr is the Wronskian determinant and $\left\{y_{1}, \ldots, y_{n}\right\}$ is a basis of $\operatorname{Soln}(L)$. Knowing that $L \in \mathscr{L}(n, m, \mathscr{W})$ allows us to find an $N$ that bounds the degrees of the numerators and denominators of possible $R(x) \in \mathbb{C}(x)$ (in fact, to find $N$ it is enough to assume $L \in \mathscr{L}(n, m)$ and to have a bound $B$ on the real parts of exponents of $L)$. Therefore for $L \in \mathscr{L}(n, m, \mathscr{W}), \operatorname{Gal}(L) \subset \operatorname{SL}(n)$ is equivalent to the statement "There exists a basis $\left\{y_{1}, \ldots, y_{n}\right\}$ of $\operatorname{Soln}(L)$ and a rational function $R(x)$ whose numerator and denominator have degree $\leq N$ such that $\operatorname{Wr}\left(y_{1}, \ldots, y_{n}\right)=R(x)$." We use elimination theory to show that this is a constructible condition. We note that we not only use the usual elimination theory for algebraic sets but also use the elimination theory for differential algebraic sets (originally due to Seidenberg, [SEI56]; see $\S 3(\mathrm{a})$ ). In a similar way we can show that for any group $G$, the condition " $\operatorname{Gal}(L) \subset G$ " is constructible (Proposition 3.1). This is enough to show that $\mathscr{L}(n, m, \mathscr{W}, G, K)$ is constructible when $G$ is finite, since $G$ then has only a finite number of subgroups and constructible sets form a Boolean algebra. This also allows us to show that if $\operatorname{Gal}(L) \subset G, " \operatorname{Gal}(L)$ is mapped surjectively onto $G / G^{\circ}$ by $\pi: G \rightarrow G / G^{\circ}$ " is constructible.

Assuming $\operatorname{Gal}(L) \subset G$, we then show that " $\operatorname{Ker} X\left(G^{\circ}\right) \subset \operatorname{Gal}(L)$ " is a constructible condition. To do this, we need the following concept. If $V$ is a $G$-module and $\chi$ is a character, we let $V_{\chi}=\{v \in$ $V \mid g \cdot v=\chi(g) \cdot v$ for all $g \in G\}$. For distinct $\chi_{1}, \chi_{2}, V_{\chi_{1}}$ and $V_{\chi_{2}}$ are independent. Let $\mathrm{Ch}_{G}(V)=\bigoplus V_{\chi}$, the sum being over all characters. We show that for any $G$ there is a $G$-module $W$ such that if $H$ is a subgroup of $G$, then $\operatorname{Ker}\left(G^{\circ}\right) \subset H$ if and only if $\mathrm{Ch}_{G^{\circ}}(W)=\mathrm{Ch}_{H \cap G^{\circ}}(W)$. We also show that if $\operatorname{Gal}(L) \subset G$, then $W$ is isomorphic to a $\operatorname{Gal}(L)$ submodule of $K$, the Picard-Vessiot extension of $\mathbb{C}(x)$ associated to $L$. Furthermore, $W=\operatorname{Soln}(\bar{L})$ for some $\bar{L}$ whose order, degree of coefficients and weak local data can be determined from weak local data for $L$. The condition that $\mathrm{Ch}_{G^{\circ}}(W)=\mathrm{Ch}_{\operatorname{Gal}(L) \cap G^{\circ}}(W)$ is then shown to be equivalent to certain factorization properties of $\bar{L}$ and these are constructible properties because we have bounds on the exponents and degrees of the coefficients of $\bar{L}$.

Given the facts that $\operatorname{Gal}(L) \subset G, \operatorname{Gal}(L)$ is mapped surjectively onto $G / G^{\circ}$ by $\pi: G \rightarrow G / G^{\circ}$ and $\operatorname{Ker} X\left(G^{\circ}\right) \subset \operatorname{Gal}(L)$, we need only show that $\operatorname{dim}\left(\operatorname{Gal}(L)^{\circ} / \operatorname{Ker} X\left(G^{\circ}\right)\right)=\operatorname{dim}\left(G^{\circ} / \operatorname{Ker} X\left(G^{\circ}\right)\right)$ to conclude that $G=\operatorname{Gal}(L)$. We show that $\operatorname{dim}\left(\operatorname{Gal}(L)^{\circ} / \operatorname{Ker} X\left(G^{\circ}\right)\right)=$ $\operatorname{dim}\left(G^{\circ} / \operatorname{Ker} X\left(G^{\circ}\right)\right.$ ) is equivalent (under the assumption that $G / G^{\circ}$ acts trivially on $G^{\circ} / \operatorname{Ker} X\left(G^{\circ}\right)$ ) to the statement that $K$ contains $\operatorname{dim}\left(G^{\circ} / \operatorname{Ker} X\left(G^{\circ}\right)\right)$ algebraically independent elements $z_{i}$ such that $z_{i}^{\prime} / z_{i} \in \mathbb{C}(x)$. Knowing local data $\mathscr{D}$ for $L$ (and not just a bound) allows us to show that this condition is also constructible.

The rest of the paper is organized as follows. In $\S 2$ we present facts from group theory, Galois theory and the structure theory of singular points of linear differential equations that are needed in subsequent sections. In $\S 3$ we discuss the elimination theory needed to show sets are constructible, use this to show various subsets of $\mathscr{L}(n, m)$ are constructible and prove the main results. In $\S 4$ we give two applications of Theorem 3.14. In the first, we show, using results of [DW90b] and [KA70], that the set of $L(y) \in \mathscr{L}(n, m)$ having fixed finite Galois group, $k$ singular points and fixed exponents has dimension at most $k$. In the second application, we are able to show, by refining techniques of [TT79], that for any connected linear algebraic group defined over $C \subset \mathbb{C}$ and any faithful $G$-module $V$ of dimension $n$ defined over $C$, there is an integer $m$ and a finite set $S \subset C$ such that $\mathscr{L}(n, m, S, G, V)$ is not empty. We show that this in turn implies that any linear algebraic group $G$, defined over an algebraically
closed field $C$ of characteristic zero, with $G / G^{\circ}$ acting trivially on $G^{\circ} / \operatorname{Ker} X\left(G^{\circ}\right)$, is the differential Galois group of a homogeneous linear differential equation with coefficients in $C(x), x^{\prime}=1$. To do this it is important that we show that all the constructible sets we deal with are defined over $C$.

The author wishes to thank P. Deligne for many helpful comments on earlier manuscripts. In particular he suggested that one should think of a connected group $G$ in terms of $\operatorname{Ker} X(G)$ and $G / \operatorname{Ker} X(G)$ and that invariant lines in some representation would guarantee that a subgroup of $G$ contains $\operatorname{Ker} X(G)$. B. Dwork also made many helpful comments and suggested the application in $\S 4(\mathrm{a})$. We would also like to thank A. Duval and M. Loday-Richaud for allowing us to see the preprint [DL89] which contains calculations that helped us formulate Theorem 3.16. Some of the results presented here were formulated and proved at the Université Louis Pasteur in Strasbourg during a visit in May 1989. We would like to thank the mathematicians at this institution, and especially C. Mitschi, J.-P. Ramis and the late J. Martinet for their intellectual as well as financial support.

## 2. Ancillary results.

a. Group theory. In this section we investigate the following problem: Given a connected algebraic group $G$, does there exist a representation of $G$ in which we can distinguish $G$ from all of its subgroups $H$ using invariant subspaces, that is, in which for any subgroup $H$, there is an $H$ invariant subspace not left invariant by $G$ ? As we shall see (cf. the discussion following Proposition 2.7), this is not true in general. Our main result (Proposition 2.9) implies that we can find a representation such that if $H$ cannot be distinguished from $G$ by an invariant line then $H$ contains the intersection of the kernels of all characters of $G$. Let $C$ be an algebraically closed field of characteristic zero, let $G$ be a linear algebraic group defined over $C$ and let $V$ be a $G$-module. In this paper, all $G$-modules are assumed to be finite dimensional. If $\chi: G \rightarrow C^{*}$ is a character of $G$, we define the $\chi$-space $V_{\chi}$ of $V$ to be $\{v \mid g \cdot v=\chi(g) \cdot v$ for all $g \in G\}$. Note that non-zero elements of different $\chi$-spaces are linearly independent and therefore that $V_{\chi} \neq\{0\}$ for only a finite number of $\chi$. The charact $\bar{e} r$ submodule $\mathrm{Ch}_{G}(V)$ of $V$ is defined to be $\bigoplus V_{\chi}$ where the sum is over all characters of $G$. Let $X(G)$ be the group of characters of $G$ and let $\operatorname{Ker} X(G)=\bigcap_{\chi \in X(G)} \operatorname{Ker}(\chi) . \operatorname{Ker} X(G)$ is a normal subgroup of $G . X(G)$ is a finitely generated abelian group ([HUM81], p. 103)
so $\operatorname{Ker} X(G)=\bigcap_{i=1}^{m} \operatorname{Ker}\left(\chi_{i}\right)$ for some finite set of characters. If $G$ is connected, then $X(G)$ is torsion free so $\left(\chi_{1}, \ldots, \chi_{m}\right): G \rightarrow\left(C^{*}\right)^{m}$ maps $G$ onto a torus. Therefore, if $G$ is connected, $G / \operatorname{Ker} X(G)$ is a torus. If $V$ is a $G$-module and $H$ is a subgroup of $G$, we define $V^{H}=\{v \mid h v=v$ for all $h \in H\}$.

We begin by giving a group theoretical characterization of $\operatorname{Ker} X(G)$. A Levi factor of $G$ is a reductive group $P$ such that $G=R_{u}(G) \rtimes P$ is the semidirect product of $P$ and the unipotent radical $R_{u}(G)$. In characteristic 0 , Levi factors exist and are all conjugate. Furthermore, if $H$ is a connected reductive subgroup of $G$, then $H$ belongs to some Levi factor of $G$ ([MO56]).

Lemma 2.1. Let $G$ be a connected linear algebraic group, $R_{u}(G)$ be its unipotent radical and $P$ a Levi factor. $\operatorname{Ker} X(G)$ is the group generated by $(P, P)$ and $R_{u}(G)$. Furthermore, all characters of $\operatorname{Ker} X(G)$ are trivial and $\operatorname{Ker} X(G)$ is connected.

Proof. Any character of $G$ is trivial on $(P, P)$ and $R_{u}(G)$ so these groups are contained in $\operatorname{Ker} X(G)$. To prove the other inclusion note that since $P$ is reductive, $P=(P, P) \cdot T$ where $T$ is a central torus of $P$ ([HUM81], p. 125 and p. 168). Since $G=R_{u}(G) \rtimes P=R_{u}(G) \rtimes$ $((P, P) \cdot T)$, we see that $R_{u}(G) \cdot(P, P)$ is a closed normal subgroup of $G$ such that the quotient is a torus. Therefore $R_{u}(G) \cdot(P, P) \supset$ $\operatorname{Ker} X(G)$. Note that $(P, P)$ is semisimple so all of its characters are trivial. Since all characters of $R_{u}(G)$ are trivial, all characters of $\operatorname{Ker} X(G)$ are trivial. Since $R_{u}(G)$ and $(P, P)$ are connected, $\operatorname{Ker} X(G)$ is connected.

Lemma 2.2. Let $G$ be a connected algebraic group and $V$ a $G$ module then $\mathrm{Ch}_{G}(V)=V^{\operatorname{Ker} X(G)}$.

Proof. Since $\mathrm{Ch}_{G}(V)$ is the sum $V_{\chi_{1}} \oplus \cdots \oplus V_{\chi_{n}}$ of $\chi$-spaces and each $\chi_{i}$ is trivial on $\operatorname{Ker} X(G)$, we have $\mathrm{Ch}_{G}(V) \subset V^{\operatorname{Ker} X(G)}$. On the other hand, $V^{\operatorname{Ker} X(G)}$ is a $G$-submodule of $V$ and the action of $G$ on $V^{\operatorname{Ker} X(G)}$ factors through the action of $G / \operatorname{Ker} X(G)$ on $V$. Since $G / \operatorname{Ker} X(G)$ is a torus, this action is diagonalizable so $V^{\operatorname{Ker} X(G)} \subset$ $\mathrm{Ch}_{G}(V)$.

Lemma 2.3. Let $G$ be a connected linear algebraic group, $V$ a $G$ module and $H$ a subgroup of $G$ such that $\operatorname{Ker} X(G) \subset H$. Then $\mathrm{Ch}_{H}(V)=\mathrm{Ch}_{G}(V)$.

Proof. We have $\mathrm{Ch}_{G}(V) \subset \mathrm{Ch}_{H}(V) \subset \mathrm{Ch}_{\text {Ker } X(G)}$. Since

$$
\mathrm{Ch}_{\operatorname{Ker} X(G)}(V)=V^{\mathrm{Ker} X(G)}=\mathrm{Ch}_{G}(V),
$$

we can conclude $\mathrm{Ch}_{H}(V)=\mathrm{Ch}_{G}(V)$.
Our aim now is to show that for an appropriately chosen $V$, the converse of Lemma 2.3 is true (Proposition 2.9).

Lemma 2.4. Let $G$ be a connected semisimple linear algebraic group. There exists a $G$-module $V$ such that for any proper connected subgroup $H, \mathrm{Ch}_{G}(V) \subsetneq \mathrm{Ch}_{H}(V)$.

Proof. For any subgroup $H$ of $G$, there exists a $G$-module $W_{H}$ and a one dimensional subspace $L_{H} \subset W_{H}$ such that $H=\{g \in G \mid g$. $\left.L_{H}=L_{H}\right\}$ ([HUM81], p. 80). $G$ has, up to conjugacy, only finitely many maximal proper closed connected subgroups, say $H_{1}, \ldots, H_{n}$ ([DY52]). Since $G$ is semisimple, $G=(G, G)$ so any character of $G$ is trivial. Therefore for any $G$-module, $\mathrm{Ch}_{G}(V)=V^{G}$. This implies $\mathrm{Ch}_{G}\left(W_{H_{i}}\right) \subsetneq \mathrm{Ch}_{H_{i}}\left(W_{H_{i}}\right)$ for $i=1, \ldots, n$. Therefore $V=$ $W_{H_{1}} \oplus \cdots \oplus W_{H_{n}}$ satisfies the conclusion of the lemma.

Lemma 2.5. Let $G$ be a connected reductive group. There exists a $G$-module $V$ such that for any connected subgroup $H$ of $G$, if $\mathrm{Ch}_{H}(V)=\mathrm{Ch}_{G}(V)$, then $\operatorname{Ker} X(G) \subset H$.

Proof. We first note that since $G$ is reductive, $R_{u}(G)$ is trivial. Therefore $\operatorname{Ker} X(G)=(G, G)$. Let $G=(G, G) \cdot T$ where $T$ is a central torus. Let $\pi: G \rightarrow G / R(G)$ be the canonical projection and $H$ a connected subgroup of $G$ such that $\pi(H)=\pi(G)$. We claim that $\operatorname{Ker} X(G)=(G, G) \subset H$. To see this let $y=y_{1} y_{2} y_{1}^{-1} y_{2}^{-1}$. We write $y_{1}=h_{1} c_{1}, y_{2}=h_{2} c_{2}, h_{1}, h_{2} \in H, c_{1}, c_{2} \in T$. Since the $c_{i}$ are central $y=h_{1} h_{2} h_{1}^{-1} h_{2}^{-1} \in H$, so $(G, G) \subset H$.

To construct $V$, note that $G / R(G)$ is semisimple. Let $V$ be the $G / R(G)$ module (and, a fortiori, a $G$-module) guaranteed to exist by Lemma 2.4. By the above remarks, for any connected subgroup $H$ of $G$ we have that either $\pi(H)$ is a proper subgroup of $G / R(G)$ or $\operatorname{Ker} X(G)=(G, G) \subset H$. Therefore if $H$ is a connected subgroup of $G$ and $\mathrm{Ch}_{H}(V)=\mathrm{Ch}_{G}(V)$, then $\pi(H)=G / R(G)$ so $\operatorname{Ker} X(G) \subset$ $H$.

Lemma 2.6. Let $G$ be a connected linear algebraic group. There exists a $G$-module $V$ such that if $H$ is a closed connected subgroup of $G$ with $R_{u}(H) \subsetneq R_{u}(G)$ then $\mathrm{Ch}_{G}(V) \subsetneq \mathrm{Ch}_{H}(V)$.

Proof. First assume that the unipotent radical of $G$ is of the form $C^{n}$, i.e., the $n$-fold product of the additive group of the field. Let $P$ be a Levi factor of $G$ and write $G$ as a semidirect product of $C^{n}$ and $P, G=C^{n} \rtimes P$. Using this decomposition, we can define an action of $G$ on $C^{n}$ as follows. Each element $p$ of $P$ induces an automorphism of $C^{n}$ via conjugation. For each $g=(c, p) \in G$ and $c_{0} \in C^{n}$, we let $c_{0}^{g}=c+p c_{0} p^{-1}$. This defines a group action and so induces an automorphism of $C\left[C^{n}\right]=C\left[x_{1}, \ldots, x_{n}\right]$ that preserves the degrees of polynomials in this ring. Let $W$ be the polynomials of degree at most 1 in this ring and let $V$ be the exterior algebra of $W$. We claim that $V$ satisfies the conclusion of the lemma. To see this, let $H$ be a connected subgroup of $G$ such that $R_{u}(H) \subsetneq R_{u}(G)$. We wish to show $\mathrm{Ch}_{G}(V) \subsetneq \mathrm{Ch}_{H}(V)$. If $H_{1}=g H g^{-1}$ for some $g \in G$, then $\mathrm{Ch}_{H_{1}}(V)=g \mathrm{Ch}_{H}(V)$. Therefore it is enough to show $\mathrm{Ch}_{G}(V) \subsetneq$ $\mathrm{Ch}_{H_{1}}(V)$ for some conjugate $H_{1}$ of $H$. In this way we may replace $H$ by a conjugate and so write $H=R_{u}(H) \rtimes P_{H}$ where $P_{H}$ is a Levi factor of $H$ and $P_{H} \subset P$. Since $R_{u}(H) \subsetneq R_{u}(G)$, there exist homogeneous linear polynomials $f_{1}, \ldots, f_{m} \in W$ such that $R_{u}(H)$ is the set of zeros of $f_{1}, \ldots, f_{m}$ and such that the span of $f_{1}, \ldots, f_{m}$ is invariant under the action of $H$ but not of $G$. Therefore $f_{1} \wedge \cdots \wedge f_{m} \in \wedge^{m} W$ spans an $H$-invariant line that is not $G$-invariant. We shall show that $f_{1} \wedge \cdots \wedge f_{m}$ is not in $\mathrm{Ch}_{G}(V)$. Since $\mathrm{Ch}_{G}(V)=\bigoplus_{i=1}^{n} \mathrm{Ch}_{G}\left(\wedge_{i} W\right)$ it is enough to show that $f_{1} \wedge \cdots \wedge f_{m} \notin \mathrm{Ch}_{G}\left(\wedge^{m} W\right)$. By Lemma $2.2 \mathrm{Ch}_{G}\left(\bigwedge^{m} W\right)=\left(\bigwedge^{m} W\right)^{\operatorname{Ker} X(G)}$. Since $R_{u}(G) \subset \operatorname{Ker} X(G)$, it is therefore enough to show $f_{1} \wedge \cdots \wedge f_{m} \notin\left(\wedge^{m} W\right)^{R_{u}(G)}$.

If $x_{1}, \ldots, x_{n}$ are indeterminates, then $W$ has a basis of the form $x_{0}=1, x_{1}, \ldots, x_{n}$. I claim that $\left(\bigwedge^{m} W\right)^{R_{u}(G)}$ is the span $\bar{V}$ of $\left\{1 \wedge x_{i_{2}} \wedge \cdots \wedge x_{i_{m}} \mid 0<i_{2}<\cdots<i_{m}\right\}$. To see this, let $g=\left(c_{1}, \ldots, c_{n}\right) \in$ $C^{n}=R_{u}(G)$. We then have $g\left(1 \wedge x_{i_{2}} \wedge \cdots \wedge x_{i_{m}}\right)=1 \wedge x_{i_{2}} \wedge \cdots \wedge$ $x_{i_{m}}$ and, if $0<i_{1}<\cdots<i_{m}$, then $g\left(x_{i_{1}} \wedge \cdots \wedge x_{i_{m}}\right)=x_{i_{1}} \wedge \cdots \wedge$ $x_{i_{m}}+\sum_{j=1}^{m}(-1)^{j-1} c_{i_{j}}\left(1 \wedge x_{i_{1}} \wedge \cdots \wedge \hat{x}_{i_{j}} \wedge \cdots \wedge x_{i_{m}}\right)$. Therefore $\bar{V} \subset$ $\left(\bigwedge^{m} W\right)^{R_{u}(G)}$. Now let $v \in\left(\bigwedge^{m} W\right)^{R_{\mu}(G)}$ and assume $v \notin V$. We may assume $v=\sum c_{I}\left(x_{i_{1}} \wedge \cdots \wedge x_{i_{m}}\right)$ where the sum is over all $I=$ $\left(i_{1}, \ldots, i_{m}\right)$ with $0<i_{1}<\cdots<i_{m}$. We wish to show $c_{I}=0$ for all such $I$. If not, we may assume without loss of generality that $c_{I} \neq 0$ for some $I$ of the form $\left(1, i_{2}, \ldots, i_{m}\right)$. Letting $g=(1,0, \ldots, 0)$ then

$$
g v=v+\sum_{\substack{I=\left(1, i_{2}, \ldots, i_{m}\right) \\ 1<i_{2}<\cdots<i_{m}}} c_{I}\left(1 \wedge x_{i_{2}} \wedge \cdots \wedge x_{i_{m}}\right)
$$

Since $g v=v$, we must have $c_{I}=0$ for all $I$ of the form $\left(1, i_{2}, \ldots\right.$, $\left.i_{m}\right)$, a contradiction. Therefore $\bar{V}=\left(\bigwedge^{m} W\right)^{R_{u}(G)}$.

To show that $f_{1} \wedge \cdots \wedge f_{m} \notin\left(\wedge^{m} W\right)^{R_{u}(G)}$ it suffices to note that $f_{1} \wedge \cdots \wedge f_{m}=\sum c_{I} x_{l_{1}} \wedge \cdots \wedge x_{i_{m}}$ where the sum is only over $I$ of the form $\left(i_{1}, \ldots, i_{m}\right), 0<i_{1}<\cdots<i_{m}$, and so $f_{1} \wedge \cdots \wedge f_{m}$ cannot be in $\bar{V}$.

We now remove the assumption that $R_{u}(G)=C^{n}$ and consider the general case. We may assume that $R_{u}(G)$ is not trivial, otherwise the lemma becomes trivial. Any maximal subgroup of $R_{u}(G)$ has codimension 1 in $R_{u}(G)$ and so contains the commutator of $R_{u}(G)$. Let $F$ be the intersection of all maximal subgroups of $R_{u}(G) . \quad F$ is a characteristic subgroup of $R_{u}(G)$ and is therefore normal in $G$. Furthermore, $R_{u}(G) / F$ is commutative and unipotent, so is isomorphic to $C^{n}$ for some $n \geq 1$. Therefore $G / F$ has unipotent radical of the form $C^{n}$ and we can use the above to find a $G / F$-module satisfying the conclusion of the lemma. This gives the required $G$-module.

Proposition 2.7. Let $G$ be a linear algebraic group with $G^{\circ}$ being the connected component of the identity. There exists a faithful $G$-module $V$ such that for any closed connected subgroup $H$ of $G$, $\operatorname{Ker} X\left(G^{\circ}\right) \subset H$ if and only if $\mathrm{Ch}_{G^{\circ}}(V)=\mathrm{Ch}_{H}(V)$.

Proof. Since $G^{\circ} / R_{u}\left(G^{\circ}\right)$ is connected and reductive, let $V_{1}$ be the $G^{\circ} / R_{u}\left(G^{\circ}\right)$ module guaranteed to exist by Lemma 2.5. Let $V_{2}$ be the $G^{\circ}$-module guaranteed to exist by Lemma 2.6. Let $V_{3}$ be any faithful $G^{\circ}$ module and let $W=V_{1} \oplus V_{2} \oplus V_{3}$. Let $g_{1}=$ id, $g_{2}, \ldots, g_{m}$ be coset representatives in $G / G^{\circ}$ and let $V=g_{1} W \oplus \cdots \oplus g_{m} W$ be the induced $G$-module. We will show that $V$ satisfies the conclusion of the proposition.

First note that if $\operatorname{Ker} X\left(G^{\circ}\right) \subset H$ then Lemma 2.3 implies that $\mathrm{Ch}_{G^{\circ}}(V)=\mathrm{Ch}_{H}(V)$. Now assume $\mathrm{Ch}_{G^{\circ}}(V)=\mathrm{Ch}_{H}(V)$. Since $W$ is $G^{\circ}$-invariant, we also have $\mathrm{Ch}_{G^{\circ}}(W)=\mathrm{Ch}_{H}(W)$. We shall show from this assumption that $\operatorname{Ker} X\left(G^{\circ}\right) \subset H$. To do this, Lemma 2.1 implies that it is enough to show $R_{u}\left(G^{\circ}\right) \subset H$ and $(P, P) \subset H$, for some Levi factor $P$ of $G^{\circ}$. Let $\pi: G^{\circ} \rightarrow G^{\circ} / R_{u}\left(G^{\circ}\right)$ be the canonical projection. Since $\mathrm{Ch}_{G^{\circ}}\left(V_{1}\right)=\mathrm{Ch}_{H}\left(V_{1}\right)$ and $\widetilde{G}=G^{\circ} / R_{u}\left(G^{\circ}\right)$ is reductive, Lemma 2.5 implies that $(\widetilde{G}, \widetilde{G})=\operatorname{Ker} X(\widetilde{G}) \subset \pi(H)$. Therefore $\pi(H)$ is reductive. This implies that $R_{u}(H) \subset \operatorname{Ker} \pi=R_{u}\left(G^{\circ}\right)$. Since $\mathrm{Ch}_{G^{\circ}}\left(V_{2}\right)=\mathrm{Ch}_{H}\left(V_{2}\right)$, Lemma 2.6 implies that $R_{u}(H)=R_{u}\left(G^{\circ}\right)$. Let $P_{H}$ be a Levi factor of $H$ and $P_{G^{\circ}}$ a Levi factor of $G^{\circ}$ containing $P_{H}$. We may identify $P_{G}$ with $\pi\left(G^{\circ}\right)=\widetilde{G}$ and $P_{H}$ with $\pi(H)$. Since
$(\widetilde{G}, \widetilde{G}) \subset \pi(H)$, we have $\left(P_{G}, P_{G}\right) \subset P_{H} \subset H$. Therefore Lemma 2.1 implies $\operatorname{Ker} X\left(G^{\circ}\right) \subset H$.

The above result implies that if $R_{u}\left(G^{\circ}\right)=R\left(G^{\circ}\right)$, then there exists a $G$-module $V$ such that for any connected proper subgroup $H$ of $G, \mathrm{Ch}_{G^{\circ}}(V) \subsetneq \mathrm{Ch}_{H}(V)$. This follows from the fact that if $R_{u}\left(G^{\circ}\right)=R\left(G^{\circ}\right)$ then any Levi factor $P$ is semisimple so $P=(P, P)$. Therefore $G^{\circ}=R\left(G^{\circ}\right) \cdot P=R_{u}\left(G^{\circ}\right) \cdot(P, P)$ so $G^{\circ}=\operatorname{Ker} X\left(G^{\circ}\right)$. If one removes the condition that $R_{u}\left(G^{\circ}\right)=R\left(G^{\circ}\right)$ then this conclusion will not hold. For example, if $G$ is a torus then any representation of $G$ is diagonalizable so for any $G$-module $V$ and subgroup $H$, $V=\mathrm{Ch}_{G}(V)=\mathrm{Ch}_{H}(V)$. In fact, one cannot hope to use invariant subspaces to uniformly distinguish a group from its subgroups. To see this let $T=\left(C^{*}\right)^{r}$ be a torus of dimension $r>1$ and $V$ be any $T$-module. $T$ is diagonalizable so $V=V_{\chi_{1}} \oplus \cdots \oplus V_{\chi_{n}}$ for distinct characters $\chi_{1}, \ldots, \chi_{n}$ of $T$. For integers $n_{1}, \ldots, n_{r}$, let $T_{n_{1}, \ldots, n_{r}}=\left\{\left(a_{1}, \ldots, a_{r}\right) \in T \mid \prod^{r} a_{i}^{n_{t}}=1\right\}$. Since any character $\chi$ of $T$ is of the form $\chi\left(a_{1}, \ldots, a_{r}\right)=\prod_{i=1}^{r} a_{i}^{m_{i}}$ for some $m_{i} \in \mathbb{Z}$, we can find $n_{1}, \ldots, n_{r}$ such that the $\chi_{1}, \ldots, \chi_{n}$ are distinct characters of $T_{n}$ $\qquad$ For such a subgroup, any invariant subspace $W$ will be of the form $W_{1} \oplus \cdots \oplus W_{n}$ where $W_{i} \subset V_{\chi_{1}}$ and so will also be $T$-invariant.

To handle proper subgroups of $G$ that are not connected, we will need the following lemma. This, in turn, depends heavily on the following theorem of Jordan: Let $C$ be an algebraically closed field of characteristic zero. There exists an integer valued function $J(n)$, depending only on $n$, such that every finite subgroup of $\operatorname{GL}(n, C)$ contains an abelian normal subgroup of finite index at most $J(n)$ (this is shown in [CR62, p. 285], where it is also shown that $J(n) \leq$ $\left.(\sqrt{8 n}+1)^{2 n^{2}}-(\sqrt{8 n}-1)^{2 n^{2}}\right)$. The following result is closely related to Proposition 2.2 of [SI81].

Lemma 2.8. Let $C$ be an algebraically closed field of characteristic zero. There exists an integer valued function $N(n)$, depending only on $n$, such that if $G$ is a subgroup of $\operatorname{GL}(n, C)$ and $H$ is a normal subgroup of $G$ of finite index then there is a normal subgroup $H^{\prime}$ of $G$ such that $H \subset H^{\prime},\left[G: H^{\prime}\right] \leq N(n)$, and $\mathrm{Ch}_{H^{\prime}}\left(C^{n}\right)=\mathrm{Ch}_{H}\left(C^{n}\right)$.

Proof. We proceed by induction on $n$. There are only a finite number of $\chi$-spaces for $H$. Let $V_{1}, \ldots, V_{k}$ be these spaces corresponding
to $\chi_{1}, \ldots, \chi_{k}$. Let $m=\max \left\{\operatorname{dim} V_{i}\right\}$. We distinguish between two cases: $m=n$ and $m<n$.

If $m=n$, then $k=1$ and $V_{1}=C^{n}$. In this case $H$ is a subgroup of $C_{n}$, the group of scalar matrices. Let $\operatorname{PGL}(n-1, C)=$ $\operatorname{GL}(n, C) / C_{n}$. Note that

$$
\operatorname{PGL}(n-1, C)=\operatorname{SL}(n, C) /\left(\operatorname{SL}(n, C) \cap C_{n}\right)
$$

Let $\phi: \mathrm{GL}(n, C) \rightarrow \operatorname{PGL}(n-1, C)$ and $\psi: \operatorname{SL}(n, C) \rightarrow \operatorname{PGL}(n-1, C)$ be the canonical homomorphisms. The kernel of $\phi$ contains $H$. Therefore, $\phi(G)$ is finite and so $\psi^{-1} \phi(G)$ is a finite subgroup of $\mathrm{SL}(n, C)$. Jordan's Theorem implies that there exists an abelian normal subgroup $K$ of $\psi^{-1} \phi(G)$ of index $\leq J(n)$. Let $H^{\prime}=\phi^{-1} \psi(K)$. Some power of each element in $H^{\prime}$ is diagonal and $H^{\prime}$ is abelian, so we can simultaneously diagonalize all elements of $H^{\prime}$. Therefore, $C^{n}$ is the character module of $H^{\prime}$ and $H^{\prime}$ is normal in $G$.

We now turn to the case of $m<n$. Since $H$ is normal in $G, G$ permutes the elements of $\left\{V_{1}, \ldots, V_{k}\right\}$ and we get a homomorphism of $G$ into the symemtric group on $k$ elements. Let $K$ be the kernel of this homomorphism. Each $V_{i}$ is a $K$-module and $H \subset K$. Since $\operatorname{dim} V_{i}<n$, there are subgroups $H_{i}$ of $K$ such that $\left[K: H_{i}\right] \leq$ $N(n-1), H \subset H_{i}$ and $V_{i}$ is contained in the character submodule of $H_{i}$ in $V$. Let $\bar{H}=\bigcap H_{i}$. We then have $[K: \bar{H}] \leq \prod\left[K: H_{i}\right] \leq$ $n N(n-1)$ and $\mathrm{Ch}_{H}(V)=\mathrm{Ch}_{\bar{H}}(V)$. Since $[G: K] \leq n!$, we have $[G: \bar{H}] \leq n(n!) N(n-1)$. Let $G$ act on $G / \bar{H}$ by multiplication. This induces a map from $G$ to a permutation group. Let $H^{\prime}$ be the kernel of this map. $H^{\prime}$ is normal in $G$ and $\left[G: H^{\prime}\right] \leq(n(n!) N(n-1))$ !. Since $H \subset H^{\prime} \subset \bar{H}$, we have $\mathrm{Ch}_{H^{\prime}}(V)=\mathrm{Ch}_{H}(V)$.

From these considerations, we see that $N(n)$ can be defined inductively by $N(n)=\max \{J(n),(n(n!) N(n-1))!\}$. We now generalize Proposition 2.7 to deal with nonconnected subgroups $H$.

Proposition 2.9. Let $G$ be a linear algebraic group with $G^{\circ}$ the connected component of the identity. There exists a faithful G-module $W$ such that for any closed subgroup $H$ of $G, \operatorname{Ker} X\left(G^{\circ}\right) \subset H$ if and only if $\mathrm{Ch}_{G^{\circ}}(W)=\mathrm{Ch}_{H \cap G^{\circ}}(W)$.

Proof. If $\operatorname{Ker} X\left(G^{\circ}\right) \subset H$, then Lemma 2.3 implies that for any $G$-module $W, \mathrm{Ch}_{G^{\circ}}(W)=\mathrm{Ch}_{H \cap G^{\circ}}(W)$.

To prove the converse, let $V$ be the $G$-module of Proposition 2.7. Let $V$ have dimension $n$ and let $W=\bigoplus_{i=1}^{N(n)} S^{i}(V)$ where $S^{i}(V)$ is the $i$ th symmetric power of $V$ and $N(n)$ is as in Lemma 2.8. We
will show that this choice of $W$ satisfies the conclusion of Proposition 2.9 .

Let $H$ be a closed subgroup of $G$ and assume $\operatorname{Ker} X\left(G^{\circ}\right)$ is not a subgroup of $H$. Applying Lemma 2.8 to $H^{\circ} \subset G^{\circ} \cap H$, we have that there is a normal subgroup $H^{\prime}$ of $G^{\circ} \cap H$ such that $\mathrm{Ch}_{H^{\prime}}(V)=$ $\mathrm{Ch}_{H^{\circ}}(V)$ and $\left[G^{\circ} \cap H: H^{\prime}\right] \leq N(n)$. Since $\operatorname{Ker} X\left(G^{\circ}\right)$ is not a subgroup of $H$, Proposition 2.7 implies that we have a $v \in \mathrm{Ch}_{H^{\circ}}(V)=$ $\mathrm{Ch}_{H^{\prime}}(V)$ that spans an $H^{\prime}$-invariant subspace that is not in $\mathrm{Ch}_{G^{\circ}}(V)$. Let $h_{1}=\mathrm{id}, \ldots, h_{m}$ be coset representatives of $G^{\circ} \cap H / H^{\prime}$ and let $w=\prod_{i=1}^{m} h_{i}(v) \in S^{m}(V)$. Since $m \leq N(n), w \in W$. We will now show that $w \in \mathrm{Ch}_{H \cap G^{\circ}}(W)$ but $w \notin \mathrm{Ch}_{G^{\circ}}(W)$.

For any $h \in H \cap G^{\circ}$, we have $h(w)=\prod_{i=1}^{m} h\left(h_{i}(v)\right)=\prod_{i=1}^{m} h_{i}\left(\tilde{h}_{i}(v)\right)$ where $\tilde{h}_{i} \in H^{\prime}$. Since, for each $i$ we have $\tilde{h}_{i}(v)=c_{i} v$ for some $c_{i} \in$ $C, h(w)=c \prod_{i=1}^{m} h_{i}(w)=c w$ so $w \in \mathrm{Ch}_{H \cap G^{\circ}}(W)$. To see that $w \notin$ $\mathrm{Ch}_{G^{\circ}}(W)$, Lemma 2.2 implies that it suffices to show $w \notin W^{\operatorname{Ker} X\left(G^{\circ}\right)}$. Assume, to the contrary that $g(w)=w$ for all $g \in \operatorname{Ker} X\left(G^{\circ}\right)$. Since the symmetric algebra $S(W)$ of $W$ is a unique factorization domain, we must have that for each $i$ there is a $j$ and a $c_{i} \in C$ such that $g\left(h_{i}(v)\right)=c_{i} h_{j}(v)$. Therefore each $g$ permutes the lines spanned by the $h_{i}(v)$. For each $i$, the set of $g \in \operatorname{Ker} X\left(G^{\circ}\right)$ such that $g$ leaves the line spanned by $h_{i}(v)$ fixed is a closed subgroup of finite index in $\operatorname{Ker} X\left(G^{\circ}\right)$. Since $\operatorname{Ker} X\left(G^{\circ}\right)$ is connected (Lemma 2.1), we have this subgroup is all of $\operatorname{Ker} X\left(G^{\circ}\right)$. In particular, $h_{1}=\mathrm{id}$ so for any $g \in \operatorname{Ker} X\left(G^{\circ}\right)$ there is a $c_{g} \in C$ such that $g(v)=c_{g} v$. The map sending $g$ to $c_{g}$ is a character so Lemma 2.1 implies all $c_{g}=1$. Therefore $v \in V^{\mathrm{Ker} X\left(G^{\circ}\right)}=\mathrm{Ch}_{G^{\circ}}(V)$, a contradiction.
b. Differential Galois theory. The basic reference for differential Galois theory is [KO73] (see also [KA57] and [SI89]). Here we recall some facts to be used in this paper. Let $F$ be a differential field of characteristic zero. The subfield of constants $C$ of $F$ is the set of $c$ in $F$ such that $c^{\prime}=0$. If $F \subset K$ are differential fields and $y_{1}, \ldots, y_{n}$ are elements of $K$, then $F\left\{y_{1}, \ldots, y_{n}\right\}$ and $F\left\langle y_{1}, \ldots, y_{n}\right\rangle$ are the differential ring and differential field, respectively, generated by $y_{1}, \ldots, y_{n}$ over $F$. If $C$ is algebraically closed and $L(y)=0$ is an $n$th order homogeneous linear differential equation with coefficients in $F$, there exists an extension $K$ of $F$ such that $K$ and $F$ have the same subfield $C$ of constants and $K=F\left\langle y_{1}, \ldots, y_{n}\right\rangle$ where $y_{1}, \ldots, y_{n}$ are solutions of $L(y)=0$, linearly independent over the constants (such a set is called a fundamental set of solutions of $L(y)=0$ ). Such a field is unique up to a differential isomorphism that is the identity
on $F$ and is called the Picard-Vessiot extension of $F$ associated with $L(y)=0$. A differential automorphism $\sigma$ of $K$ leaving $F$ fixed takes each $y_{i}$ to some constant linear combination of $y_{1}, \ldots, y_{n}$. The group of these differential automorphisms is called the Galois group of $L(y)=0$ (or the Galois group of $K$ over $F$ ) and is denoted by $\operatorname{Gal}(L)$ or $\operatorname{Gal}(K / F)$. It can be identified with a subgroup of $\mathrm{GL}(n, C)$. It is known that this group is a Zariski closed subgroup of $\mathrm{GL}(n, C)$ and so is a linear algebraic group. There is a differential Galois theory that identifies a closed subgroup $H$ of $\operatorname{Gal}(L)$ with the intermediate field $E, F \subset E \subset K$, of elements left fixed by all members of $H$. In particular an element $z \in K$ is in $F$ if and only if $\sigma(z)=z$ for all $\sigma \in \operatorname{Gal}(L)$. Furthermore, if $H$ is a closed normal subgroup of $\operatorname{Gal}(L)$, then the field $E$ of elements left fixed by $H$ is also a Picard-Vessiot extension of $F$ with Galois group isomorphic to $\operatorname{Gal}(L) / H$. Finally, the transcendence degree of $K$ over $F$ equals the dimension of $G$. We shall also use the fact that elements $z_{1}, \ldots, z_{m}$ of a differential field are linearly dependent over the constant subfield if and only if $\operatorname{Wr}\left(z_{1}, \ldots, z_{m}\right)=0$ where Wr is the Wronskian determinant ([KA57], p. 21). This also implies that if $L(y)$ has order $n$, the dimension of the solution space of $L(y)=0$ is at most $n$. The following lemma will be used several times.

Lemma 2.10. Let $F$ be a differential field of characteristic zero with algebraically closed field of constants $C$ and let $K$ be a Picard-Vessiot extension of $F$. Let $H$ be a closed subgroup of $\operatorname{Gal}(K / F)$ and $E$ the fixed field of $H$.
(i) If $V \subset K$ is a finite dimensional vector space over $C$, then $V$ is the solution space of a homogeneous linear differential equation with coefficients in $E$ if and only if $V$ is left invariant under the action of $H$.
(ii) Let $L(y)=0$ be a homogeneous linear differential equation with coefficients in $F$ and with solution space $W$ in $K$. Let $W_{0}$ be a subspace of $W$ left invariant by $H$. Then there exist homogeneous linear differential equations $L_{1}(y)$ and $L_{0}(y)$ with coefficients in $E$ and with $L_{0}$ monic such that $W_{0}$ is the solution space of $L_{0}(y)=0$ and $L(y)=L_{1}\left(L_{0}(y)\right)$.
(iii) For $z \in K, z^{\prime} \mid z \in E$ if and only if there is a $C$-valued character $\chi$ of $\operatorname{Gal}(K / E)$ such that $\sigma(z)=\chi(\sigma) z$ for all $\sigma \in \operatorname{Gal}(K / E)$.
(iv) An element $z \in K$ is algebraic over $F$ if and only if $z$ is left fixed by $\operatorname{Gal}(K / F)^{0}$, the connected component of the identity of $\operatorname{Gal}(K / F)$.

Proof. (i) If $V$ is the solution space of $L(y)=0$, then since $H=\operatorname{Gal}(K / E)$ takes solutions of $L(y)=0$ to solutions of the same equation, $V$ is left invariant by $\operatorname{Gal}(K / E)$. If $V$ is left invariant by $\operatorname{Gal}(K / E)$, let $y_{1}, \ldots, y_{n}$ be a basis of $V$. If $L(y)=$ $\operatorname{Wr}\left(y, y_{1}, \ldots, y_{n}\right) / \operatorname{Wr}\left(y_{1}, \ldots, y_{n}\right)$ and $\sigma \in \operatorname{Gal}(K / E)$, then if we apply $\sigma$ to the coefficients of $L(y)$, we get

$$
\begin{aligned}
L^{\sigma}(y) & =\operatorname{Wr}\left(y, \sigma\left(y_{1}\right), \ldots, \sigma\left(y_{n}\right)\right) / \operatorname{Wr}\left(\sigma\left(y_{1}\right), \ldots, \sigma\left(y_{n}\right)\right) \\
& =\operatorname{det}(\sigma) \operatorname{Wr}\left(y, y_{1}, \ldots, y_{n}\right) / \operatorname{det}(\sigma) \operatorname{Wr}\left(y_{1}, \ldots, y_{n}\right) \\
& =\operatorname{Wr}\left(y, y_{1}, \ldots, y_{n}\right) / \operatorname{Wr}\left(y_{1}, \ldots, y_{n}\right)
\end{aligned}
$$

Therefore, the coefficients of $L(y)$ are left fixed by $\operatorname{Gal}(K / E)$ and so lie in $E$.
(ii) $\mathrm{By}(\mathrm{i})$, there is a homogeneous linear differential equation $L_{0}(y)$ with coefficients in $E$ whose solution space is $W_{0}$. We may write $L(y)=L_{1}\left(L_{0}(y)\right)+R(y)$ where $L_{1}(y)$ and $R(y)$ are homogeneous linear differential equations with coefficients in $E$ and the order of $R$ is less than the order of $L_{0}(y)([\mathbf{P O O 6 0}])$. Since $R(y)=0$ for all elements of $W_{0}$ and $\operatorname{dim} W_{0}$ is larger than the order of $R(y)$, we must have $R \equiv 0$.
(iii) If $z^{\prime} / z=u \in E$, then $L(z)=z^{\prime}-u z=0$, so $z$ spans a one dimensional space invariant under the action of $\operatorname{Gal}(K / E)$. Conversely if $\sigma(z)=\chi(\sigma) z$ for all $\sigma \in \operatorname{Gal}(K / E)$, then $\sigma\left(z^{\prime} / z\right)=$ $z^{\prime} / z$, so $z^{\prime} / z=u \in E$.
(iv) If $z$ is left fixed by $\operatorname{Gal}(K / F)^{0}$ then $z$ lies in the field $E$ fixed by this group. Since $\operatorname{Gal}(K / F)^{0}$ is of finite index in $\operatorname{Gal}(K / F), E$ has finite degree over $F$ and so is an algebraic extension ([KA57], p. 18). Conversely, if $z$ is algebraic over $F$, then the set of $\sigma \in G$ such that $\sigma(s)=z$ is of finite index in $\operatorname{Gal}(K / F)$ and so must contain $\operatorname{Gal}(K / F)^{0}$.
c. Singular points. Let $L(y)=a_{n}(x) y^{(n)}+\cdots+a_{0}(x) y \in \mathscr{L}(n, m)$, $a_{n}(x) \neq 0$. If $a_{n}(\alpha)=0$, we say that $\alpha$ is a singular point of $L(y)=0$. It is known that $L(y)=0$ has a fundamental set of formal solutions of the form

$$
y_{i}=(x-\alpha)^{\rho_{i}} e^{P_{i}(1 / t)}\left(\sum_{j=1}^{s_{i}} b_{i j}(t)(\log (x-\alpha))^{j}\right)
$$

$i=1, \ldots, n$ where $t=(x-\alpha)^{1 / n!}, P_{i}$ is a polynomial without
constant term, $s_{l}<n$ and $b_{i j}(t) \in \mathbb{C}[[t]]$ and such that for each $i$, some $b_{i j}(0) \neq 0$ ([LEV75], [MAL79]). If all the $P_{i}$ are $0, \alpha$ is said to be a regular singular point; otherwise it is called an irregular singular point. If

$$
y=(x-\alpha)^{\rho} e^{P(1 / t)}\left(\sum_{j=1}^{s} b_{j}(t)\left(\log (x-\alpha)^{j}\right)\right)
$$

as above, is a solution of $L(y)=0$, then for some $i, \rho=\rho_{l}$ and $P=P_{i}$. Such a $P$ is called a determining factor at $\alpha$ and $\rho$ is called an exponent at $\alpha$. $P_{1}, \ldots, P_{r}$ will be the determining factors of $L(y)=0$ at $\alpha$ if and only if $L_{i}(y)=e^{P_{t}(1 / t)} L\left(e^{-P_{t}(1 / t)} y\right)$ has an indicial polynomial at $\alpha$ of degree $d_{i}>0$ and $d_{1}+\cdots+d_{t}=n$ (the indicial polynomial $f(r)$ is the coefficient of the term of lowest degree when $L\left((x-\alpha)^{r}\right)$ is expanded in powers of $x-\alpha$ where $r$ is an indeterminate ([IN56], p. 160)). $\rho$ is an exponent at $\alpha$ if and only if, for some $i, \rho$ is the root of the indicial polynomial at $\alpha$ of $L_{i}(y)$. We note that the indicial polynomial of $L_{l}(y)$ has coefficients that are rational functions of the coefficients of $P_{l}$ and the coefficients of the $a_{i}$. We define the local data $\mathscr{D}_{\alpha}$ at $\alpha$ to be the set $\left\{\rho_{1}, \ldots, \rho_{n}, P_{1}(x), \ldots, P_{n}(x)\right\}$. We define the weak local data $\mathscr{W}_{\alpha}$ at $\alpha$ to be a set $\left\{\rho_{1}, \ldots, \rho_{n}\right\}$ where the $\rho_{i}$ are the exponents in $\mathscr{D}_{\alpha}$. Note that if $\alpha$ is not a singular point, then there exists a fundamental set of solutions at $\alpha$ of the form $y_{l}=(x-\alpha)^{i-1} b_{i}(x), i=1, \ldots, n$, where $b_{i}(x) \in \mathbb{C}[[x-\alpha]]$ and $b_{i}(0) \neq 0$. At such a point 0 is the only determining factor and the exponents are $\{0, \ldots, n-1\}$. Therefore we define the local data at $\alpha$ to be $\{0, \ldots, n-1\}$. One can make similar definitions for the point at infinity by letting $x=\frac{1}{z}$ and considering $z=0$ in the transformed equation. Let $\mathscr{D}$ be a finite set $\left\{\rho_{1}, \ldots, \rho_{r}, P_{1}, \ldots, P_{s}\right\}$ where the $\rho_{l} \in \mathbb{C}$ and the $P_{i}$ are polynomials without constant terms. We say $\mathscr{D}$ is local data for $L \in \mathscr{L}(n, m)$ if $\mathscr{D}_{\alpha} \subset \mathscr{D}$ for all $\alpha \in \mathbb{C} \cup\{\infty\}$. Since any $L \in \mathscr{L}(n, m)$ has only finitely many singular points, there is always some $\mathscr{D}$ such that $\mathscr{D}$ is local data for $L$. Similarly, a finite set $\mathscr{W}$ is weak local data for $L$ if $\mathscr{W}_{\alpha} \subset \mathscr{W}$ for all $\alpha \in \mathbb{C} \cup\{\infty\}$. We say that a real number $B$ is a local bound for $L$ if there is a $\mathscr{W}$ that is weak local data for $L$ such that $|\operatorname{Re} \rho| \leq B$ for all $\rho \in \mathscr{W}$. Note that the definition of a local bound only refers to the exponents and not the determining factors. We will need a bound on the degrees of the determining factors as well. It is known ([LEV75], [MA79]) that such a bound can be expressed in
terms of the orders at singular points of the coefficient $a_{i}$ in $L$ and $n$. These orders can be bounded by $m$ and so the degrees of the determining factors can be a priori bounded in terms of $m$ and $n$ (in fact, $m n$ ! will be such a bound). For fixed $\mathscr{D}$ (resp. $\mathscr{W} ; B$ ) we let $\mathscr{L}(n, m, \mathscr{D})($ resp. $\mathscr{L}(n, m, \mathscr{W}) ; \mathscr{L}(n, m, B))$ denote the set of $L \in \mathscr{L}(m, n)$ with the local data $\mathscr{D}$ (resp. weak local data $\mathscr{W}$; local bound $B$ ). For any $\mathscr{D}$ (resp. $\mathscr{W}$ ) there exists a $B$ such that $\mathscr{L}(n, m, \mathscr{D}) \subset \mathscr{L}(n, m, B)($ resp. $\mathscr{L}(n, m, \mathscr{W}) \subset \mathscr{L}(n, m, B))$ so having a local bound is weaker than having local data. The following lemma shows that by knowing a local bound $B$ for $L \in \mathscr{L}(n, m)$ we can bound in terms of $n, m, B$, the degrees of the numerators and denominators of rational functions $y$ and $u$ such that $y$ or $e^{\int u}$ are solutions of $L(y)=0$. If we furthermore know local data for $L$, then we can determine the coefficients in the partial fraction decomposition of a $u$ up to some finite set of possibilities.

Proposition 2.11. (i) Let $L \in \mathscr{L}(n, m, B)$. There exists an integer $N$, depending only on $n, m$ and $B$ such that if $y \in \mathbb{C}(x), y \neq 0$, and $L(y)=0$ then $y$ is the quotient of two polynomials of degree $\leq N$.
(ii) Let $L \in \mathscr{L}(n, m, B)$. There exists an integer $M$ depending only on $n, m$ and $B$ such that if $u \in \mathbb{C}(x)$ and $L\left(e^{\int u}\right)=0$ then $u$ is the quotient of polynomials of degree $\leq N$.
(iii) Let $L \in \mathscr{L}(n, m, \mathscr{D})$. There exists a finite set $\mathscr{S}$ and an integer $M$, both depending only on $n, m$ and $\mathscr{D}$ such that if $u \in \mathbb{C}(x)$ and $L\left(e^{\int u}\right)=0$ then

$$
\begin{equation*}
u=\sum_{i=1}^{t}\left(\sum_{j=1}^{n_{1}} \frac{a_{i j}}{\left(x-\alpha_{i}\right)^{j}}\right)+b_{s} x^{s}+\cdots+b_{0} \tag{2.11.1}
\end{equation*}
$$

where $s, t \leq M, n_{i} \leq M$ for $i=1, \ldots, t$ and each $a_{i j}$ and $b_{j} \in \mathscr{S}$.

Proof. (i) Let $y=\frac{p}{q}$ where $p, q \in \mathbb{C}[x],(p, q)=1$ and $q=$ $\Pi\left(x-\alpha_{i}\right)^{n_{i}}$. Each $\alpha_{i}$ must be a singular point of $L(y)$ and each $n_{i}$ is an exponent at $\alpha_{i}$. Since there are at most $m$ finite singular points, $\operatorname{deg} q=\sum n_{i} \leq m B$. At infinity $\operatorname{deg} q-\operatorname{deg} p$ is an exponent so $\operatorname{deg} p \leq \operatorname{deg} q+B \leq(m+1) B$.
(ii) and (iii) Let $L \in \mathscr{L}(n, m)$ and let $u$ be as in (2.11.1). For any $\alpha_{i}$, we have $e^{\int u}=\left(x-\alpha_{i}\right)^{a_{n 1}} \exp \left(\int \sum_{j=2}^{n_{i}} \frac{a_{u j}}{\left(x-\alpha_{l^{j}}\right)^{j}}\right) \phi(x)$ where $\phi(x)$ is
in $\mathbb{C}\left[\left[x-\alpha_{i}\right]\right]$. Therefore,

$$
\sum_{j=2}^{n_{i}} \frac{a_{i j}}{\left(x-\alpha_{i}\right)^{j}}
$$

is the derivative of a determining factor at $\alpha_{i}$ and $a_{i 1}$ is an exponent at $\alpha_{i}$. If $\alpha_{i}$ is not a singular point, we have that $n_{i}=1$ and $a_{i 1}$ is a positive integer. At $\infty, b_{s} x^{s}+\cdots+b_{0}$ is the derivative of a determining factor and $-\sum_{i=1}^{t} a_{i 1}$ is an exponent. Therefore if $L \in$ $\mathscr{L}(m, n, B)$, each $n_{i}$ can be bounded in terms of $n$ and $m$ and $\left|\sum_{i=1}^{t} \operatorname{Re} a_{i 1}\right| \leq B$. If we write $\sum_{i=1}^{t} a_{i 1}=\sum_{i \in \mathscr{S}} a_{i 1}+\sum_{i \in \mathscr{F}} a_{i 1}$ where $\mathscr{S}=\left\{i \mid \alpha_{i}\right.$ is a singular point $\}$ and $\mathscr{F}=\left\{i \mid \alpha_{i}\right.$ is not a singular point $\}$, then we see that $\left|\sum_{i \in \mathscr{F}} \operatorname{Re} a_{i 1}\right| \leq B+\sum_{i \in \mathscr{S}}\left|\operatorname{Re} a_{i 1}\right| \leq B+m B$. Since each $a_{i 1}$ in the first sum is a positive integer, we can bound the size of $\mathscr{F}$ and therefore bound $t$. Similarly, $s$ can be determined from the degree of a determining factor at infinity and so can be bounded in terms of $m$ and $n$. Therefore the degrees of the numerator and denominator of $u$ can be bounded in terms of $n, m$ and $B$.

If $L \in \mathscr{L}(n, m, \mathscr{D})$, we can determine for each $\alpha_{i}$ that is a singularity of $L$ the $a_{i j}$ from the exponents and determining factors. Therefore the $a_{i 1}$ are determined up to some finite set of possibilities from $\mathscr{D}$. Similarly the $b_{j}$ and $s$ can be determined from the determining factors at $\infty$ and so from $\mathscr{D}$. Note that $-\left(\sum_{i \in \mathscr{S}} a_{i 1}+\right.$ $\left.\sum_{i \in \mathscr{F}} a_{i 1}\right)$ is an exponent at infinity and that we know the $a_{i 1}$ in the first sum up to some finite set of possibilities. Since the $a_{i 1}$ in the second sum are positive integers, we can determine these up to a finite set of possibilities.
We close this section by noting that weak local data $\mathscr{W}$ is an analytic invariant of a differential equation, that is, at any point $\alpha$ if $\bar{t}=f(t)$ is an analytic change of coordinates with $f^{\prime}(\alpha) \neq 0$, then $\mathscr{W}$ will continue to contain the exponents of $L$. In contrast, the determining factors themselves need not be preserved under analytic change of coordinates. This is why we show, whenever possible, that our results depend only on knowing weak local data or a local bound $B$. This is true for most of our results in $\S 3$ (up to Lemma 3.10) but is, regrettably, not true for all our results (see the discussions following to Lemma 3.10 and before Lemma 3.15).

We shall need the following generalization of Fuchs' relation due to Bertrand and Beukers [BB85]. A set of real numbers $\left\{r_{\alpha 1}, \ldots, r_{\alpha n}\right\}$ is an admissible set of exponents for $L$ at $\alpha$ if there exists a fundamental system of solutions whose exponents $\rho_{i}$ satisfy $\operatorname{Re} \rho_{i} \geq r_{\alpha i}$ for $i=$
$1, \ldots, n$. $L$ has rank $q=\frac{p}{n!}$ at $\alpha_{i}$ if the degree of any determining factor is $\leq p$ Bertrand and Beukers show the following result ([BB85], Theorem 3):

Lemma 2.12. Let $\mathscr{S}$ be a finite set of points on the Riemann Sphere containing the singular points and $\infty$. For each $\alpha \in \mathscr{S}$ let the set of real numbers $\left\{r_{\alpha 1}, \ldots, r_{\alpha n}\right\}$ be an admissible set of exponents at $\alpha$ and let $L$ have rank $q_{\alpha}$ at $\alpha$. Then

$$
\sum_{\alpha \in \mathscr{S}}\left(\left(\sum_{i=1}^{n} r_{\alpha i}\right)-\left(q_{\alpha}+1\right) n(n-1) / 2\right) \leq-n(n-1)
$$

In subsequent sections we will start with a set of linear differential equations and construct new equations. For example, given $L_{1}(y)$ and $L_{2}(y)$ we will construct the equation whose solutions are sums of solutions of $L_{1}(y)=0$ and $L_{2}(y)=0$. These new equations will have singular points that can be determined from the given set of equations and possibly new apparent singularities (singularities where all solutions are analytic). The exponents at the non-apparent singularities will be of the form $\rho+n$ where $\rho$ can be determined from the exponents of the given set of equations and $n$ is a positive integer. We will need to be able to bound such an $n$ as well as the exponents at apparent singularities (which will be nonnegative integers).

Lemma 2.13. Let $L \in \mathscr{L}(n, m), \mathscr{S}$ the set of all singular points of $L$ and $R$ a non-negative real number. Assume that at each singular point $\alpha$ the determining factors of $L$ have degree $\leq n!R$ and that the exponents $\left\{\rho_{\alpha i}\right\}$ are of the form $\rho_{\alpha i}=\widetilde{\rho_{\alpha i}}+n_{\alpha i}$ where $\operatorname{Re} \widetilde{\rho_{\alpha i}} \geq-R$ and $n_{\alpha i}$ is a nonnegative integer. Then

$$
\sum_{\alpha \in \mathscr{S}} \sum_{i=1}^{n} n_{\alpha i} \leq(m+1)(n R(R+1) n(n+1) / 2)-n(n-1)
$$

In particular there are only a finite number of possibilities for $n_{\alpha i}$ and these are all less than a bound that depends only on $n, m$ and $R$.

Proof. $\left\{-R+n_{\alpha i}\right\}_{i=1}$ is an admissible system of exponents at $\alpha$ and $L$ has rank $\leq R$ at $\alpha$. Therefore Lemma 2.12 implies

$$
\sum_{\alpha \in \mathscr{S}}\left(\sum_{i=1}^{n}\left(-R+n_{\alpha i}\right)-(R+1) n(n-1) / 2\right) \leq-n(n-1)
$$

The result follows by noting that $\mathscr{S}$ has at most $m+1$ elements.

## 3. Constructible sets of differential equations.

(a) Basic definitions. Let $C \subset \bar{C}$ be fields of characteristic 0 and assume that $\bar{C}$ is algebraically closed. We start this section by recalling the following definition (cf., [MUM76], p. 37). A subset $\mathscr{S}$ of $\bar{C}^{n}$ is $C$-constructible if it is a union $T_{1} \cup \cdots \cup T_{k}$ where each $T_{i}$ is of the form $\left\{c \in \bar{C}^{n} \mid f_{1 i}(c)=\cdots=f_{m i}(c)=0, g_{i}(c) \neq 0\right\}$ for some $f_{j i}, g_{i}$ in $C\left[x_{1}, \ldots, x_{n}\right]$. The $C$-constructible sets are precisely the elements of the Boolean algebra generated by the Zariski closed sets, defined over $C$. It is known that if $\mathscr{S} \subset \bar{C}^{n} \times \bar{C}^{m}=\bar{C}^{n+m}$ is a $C$-constructible set and $p_{2}: \bar{C}^{n} \times \bar{C}^{m} \rightarrow \bar{C}^{m}$ is the projection onto the second factor, then $p_{2}(\mathscr{S})$ is a $C$-constructible set ([MUM76], p. 37). This fact is very useful in showing that certain sets are constructible and will be used repeatedly in what follows. For example, one can identify the set of polynomial in $m$ variables of degree $n$ with coefficients in $\bar{C}$ with the space $\bar{C}^{N}$ of coefficients, where $N=\binom{n+m}{m}$. The set of such polynomials that have a factor of degree $l<n$ with coefficients in $\bar{C}$ forms a $C$-constructible set. This implies that the set of polynomials of degree $m$ in $n$ variables with coefficients in $\bar{C}$ that are irreducible over $\bar{C}$ forms a $C$-constructible set for any $C \subset \bar{C}$. We shall also need the fact that if a $C$-constructible subset $\mathscr{S}$ of $\bar{C}^{n}$ is nonempty and $F$ is any algebraically closed field containing $C$, then $\mathscr{S}$ contains a point with coefficients in $F$. This is an immediate consequence of the Hilbert Nullstellensatz. In particular, if a $C$-constructible set contains a point in some algebraically closed field containing $C$, then it has a point in the algebraic closure of $C$.

Let $\mathscr{L}(n, m)$ be the set of homogeneous linear differential equations as in (1) above. As we have noted, $\mathscr{L}(n, m)$ may be identified with $\mathbb{C}^{(n+1)(m+1)}$. Let $C$ be a subfield of $\mathbb{C}$. A set $\mathscr{S} \subset \mathscr{L}(n, m)$ of homogeneous linear differential equations is said to be $C$-constructible if it forms a $C$-constructible subset of $\mathbb{C}^{(n+1)(m+1)}$ under the above identification. For example if we fix integers $n$ and $m$ and local data $\mathscr{D}$ defined over $C$ then $\mathscr{L}(n, m, \mathscr{D})$ is a $C$-constructible set. To see this, note that $L \in \mathscr{L}(n, m, \mathscr{D})$ if and only if for each zero $\alpha$ of the leading coefficient of $L$ (and $\infty$ ) there is a set of determining factors $P_{1}, \ldots, P_{n} \in \mathscr{D}$ such that, for $i=1, \ldots, n, e^{P_{r}^{(t)}} L\left(e^{\left.-P_{r}^{(t)} y\right) \text {, }}\right.$ $t=(x-\alpha)^{1 / n!}$, has an indicial equation $f_{\alpha}$ of degree $d_{\alpha}>0$ where $\sum d_{\alpha}=n$ and the roots of each $f_{\alpha}$ lie in $\mathscr{D}$. Similarly for fixed $n, m$ and weak local data $\mathscr{W}, \mathscr{L}(n, m, \mathscr{W})$ is $C$-constructible. Note that $\mathscr{L}(n, m, B)$ is not a $C$-constructible set (although it is a real semi-
algebraic set when we identify $\mathbb{C}$ with $\mathbb{R}^{2}$ (cf. [BCR87]). Given any set $X \subset \mathscr{L}(n, m)$ we say that $Y \subset X$ is a $C$-constructible subset of $X$ if $Y=X \cap Z$ where $Z$ is a $C$-constructible subset of $\mathscr{L}(n, m)$. We will show various sets are $C$-constructible. To do this we need a more general notion of constructible which we now describe.

Let $F$ be a differential field and $F\left\{Y_{1}, \ldots, Y_{n}\right\}$ the ring of differential polynomials with coefficients in $F$. There exists a differential field $K, F \subset K$, such that for any $p_{1}, \ldots, p_{m}, q$ in $F\left\{Y_{1}, \ldots, Y_{n}\right\}$, if $p_{1}=\cdots=p_{m}=0, q \neq 0$ has a solution in some extension of $F$, then it has a solution in $K$ ([KO74]). Further $K$ and $F$ have the same field of constants. Kolchin shows that any PicardVessiot extension of $F$ is isomorphic to a unique subfield of $K$. We therefore may assume that all Picard-Vessiot extensions we consider are subfields of $K$. We say a subset $\mathscr{S}$ of $K^{n}$ is differentially $F$-constructible if it is the union $T_{1} \cup \cdots \cup T_{k}$ where each $T_{i}$ is of the form $\left\{\bar{y} \in K^{n} \mid p_{1 i}(\bar{y})=\cdots=p_{m i}(\bar{y})=0, q_{i}(\bar{y}) \neq 0\right\}$ for some $p_{j i}, q_{i}$ in $F\left\{Y_{1}, \ldots, Y_{n}\right\}$. The differentially $F$-constructible sets are precisely the elements of the Boolean algebra generated by the differentially Zariski closed sets, defined over $F$. It is known that if $\mathscr{S} \subset K^{n} \times K^{n}=K^{n+m}$ is a differentially $F$-constructible set and $p_{2}: K^{n} \times K^{m} \rightarrow K^{m}$ is the projection onto the second factor, then $p_{2}(\mathscr{S})$ is a differentially $F$-constructible set ([SE56], [SA72], p. 295, and [GR89]). We shall refer to this fact as Seidenberg's principle and use it frequently in the sequel to show that certain sets are $C$-constructible. For example, if one fixes an integer $N$, then the set of $L(y) \in \mathscr{L}(n, m)$ satisfying the following conditions is $C$ constructible: there exists a non-zero solution $y$ of $L(y)=0$ such that $u=y^{\prime} / y$ satisfies $p(x, u)=0$ where $p$ is a polynomial in $x$ and $u$ of degree $\leq N$. To see this, let $p(x, u)=\sum_{i, j=0}^{N} b_{i j} x^{i} u^{i}$ and write $L(y)=\sum_{i=0}^{n} \sum_{j=0}^{m} a_{i j} x^{j} y^{(i)}$. Let $\mathscr{S}$ be the set of $\left(a_{i j}, b_{i j}, x, y, u\right)$ such that $a_{i j}^{\prime}=b_{i j}^{\prime}=0, b_{i j}$ not all zero, $x^{\prime}=1, y \neq 0$ satisfies $L(y)=0$ for some $L(y) \in \mathscr{L}(n, m, B), u y=y^{\prime}$ and $p(x, u)=0$. This is a differentially $C$-constructible set. If we project this set onto the $\left(a_{i j}\right)$, Seidenberg's principle tells us that the set of such $\left(a_{i j}\right)$ is again differentially $C$-constructible. Since the $a_{i j}$ are also constants, we may replace any occurrence of a derivative of $a_{i j}$ by 0 . Therefore a differentially constructible set of constants is constructible and so the set $\mathscr{S}$ is a $C$-constructible subset of $\mathscr{L}(n, m)$.
(b) Bounds on orders, degrees and exponents. In this subsection we fix a field $C \subset \mathbb{C}$ and show that if we start with elements in
$\mathscr{L}(n, m, B)$ or $\mathscr{L}(n, m, \mathscr{D})$ then we can calculate $m^{\prime}, n^{\prime}, B^{\prime}$ and $\mathscr{D}^{\prime}$ such that certain associated linear differential equations must lie in $\mathscr{L}\left(n^{\prime}, m^{\prime}, B^{\prime}\right)$ or $\mathscr{L}\left(n^{\prime}, m^{\prime}, \mathscr{D}^{\prime}\right)$. The results here strengthen results appearing in [SI80] and [SI81] which in turn rely on ideas from [SCH68].

Lemma 3.1. (i) Let $A X=0$ be a system of $r$ equations in $s$ unknowns where $s>r$ and $A$ has entries in $C[x], C$ a field. If the degree of each entry in $A$ is at most $N$, then $A X=0$ has a non-zero solution in $C[x]^{s}$ whose entries have degree at most $r N$.
(ii) Let $A X=D$ be a system of $r$ equations in $s$ unknowns where $A$ and $D$ have entries in $C[x], C$ a field. If the degree of each entry in $A$ and $D$ is at most $N$ and $A X=D$ has a solution in $C(x)^{s}$ then it has a solution whose entries have numerators and denominators of degree at most $r N$.

Proof. (i) By replacing $A X=0$ by a smaller system of equations, we may assume that $A=\left[a_{i j}\right]$ has rank $r$. Let $B=\left[a_{i j}\right]_{1 \leq i, j \leq r}$, and we assume, without loss of generality, that $\operatorname{det} B \neq 0$. Set each $x_{J}=1$ for $j>r$ and rewrite the system $A X=0$ as $B X=D$, for some $r \times 1$ matrix $D$. Using Cramer's rule, we have $x_{j}=\operatorname{det}\left(B_{j}\right) / \operatorname{det}(B)$ for $1 \leq j \leq r$ where $B_{j}$ is formed by replacing the $j$ th column of $B$ by $D$. One sees that the degrees of $\operatorname{det}\left(B_{j}\right)$ and $\operatorname{det}(B)$ are bounded by $r N$ and that $x_{j}=\operatorname{det}\left(B_{j}\right)$ for $1 \leq j \leq r$ and $x_{j}=\operatorname{det}(B)$ for $r+1 \leq j \leq s$ forms a solution of $A X=0$.
(ii) An application of Cramer's Rule as above yields this result.

Lemma 3.2. Given integers $n$ and $m$ one can find integers $n^{\prime}$ and $m^{\prime}$ such that for any $L_{1}$ and $L_{2}$ in $\mathscr{L}(n, m)$ there exist $L_{3}, L_{4}$ and $L_{5}$ in $\mathscr{L}\left(n^{\prime}, m^{\prime}\right)$ such that $\operatorname{Soln}\left(L_{3}\right)=\left\{y_{1}+y_{2} \mid y_{1} \in \operatorname{Soln}\left(L_{1}\right)\right.$, $\left.y_{2} \in \operatorname{Soln}\left(L_{2}\right)\right\}, \operatorname{Soln}\left(L_{4}\right)$ is spanned by $\left\{y_{1} \cdot y_{2} \mid y_{1} \in \operatorname{Soln}\left(L_{1}\right), y_{2} \in\right.$ $\left.\operatorname{Soln}\left(L_{2}\right)\right\}$ and $\operatorname{Soln}\left(L_{5}\right)=\left\{y^{\prime} \mid y \in \operatorname{Soln}\left(L_{1}\right)\right\}$. Furthermore, given local data $\mathscr{D}$ (resp. a local bound B) there exists local data $\mathscr{D}^{\prime}$ (resp. a local bound $B^{\prime}$ ) depending only on $n, m$ and $\mathscr{D}$ (resp. B) such that if $L_{1}$ and $L_{2} \in \mathscr{L}(n, m, \mathscr{D})$ (resp. $\left.\mathscr{L}(n, m, B)\right)$ then $L_{3}, L_{4}$ and $L_{5} \in \mathscr{L}\left(n^{\prime}, m^{\prime}, \mathscr{D}^{\prime}\right)\left(\right.$ resp. $\left.\mathscr{L}\left(n^{\prime}, m^{\prime}, B^{\prime}\right)\right)$.

Proof. We will prove the existence of $L_{3}$; the other cases are proved in a similar manner (see [SI80]). Let $L_{1}(y)=a_{n} y^{(n)}+\cdots+a_{0} y$ and $L_{2}(y)=b_{n} y^{(n)}+\cdots+b_{0} y$ with $a_{l}, b_{l} \in \mathbb{C}[x]$. We will furthermore assume that $a_{n} b_{n} \neq 0$; easy modifications can be made if $a_{n}=0$
or if $b_{n}=0$. Let $Y_{1}$ and $Y_{2}$ be differential variables, and formally differentiate $Y_{1}+Y_{2} 2 n$ times. Using the relation $L_{1}\left(Y_{1}\right)=0$ and its derivatives, we can replace occurrences of $Y_{1}^{(i)}, i \geq n$, with $C(x)$ linear combinations of $Y_{1}^{(j)}, 0 \leq j \leq n-1$. A similar replacement can be made for $Y_{2}^{(i)}$. In this way we get $2 n+1$ expressions $E_{0}, \ldots, E_{2 n}$ in the $2 n$ variables $Y_{1}^{(j)}, Y_{2}^{(j)}, 0 \leq j \leq n-1$. Let $n^{\prime}$ be the smallest integer such that there exist $c_{0}, \ldots, c_{n^{\prime}}$, in $\mathbb{C}[x]$, not all zero such that $\sum_{i=0}^{n^{\prime}} c_{i}\left(Y_{1}+Y_{2}\right)^{(i)}=0$. Clearly any solutions $y_{1}, y_{2}$ of $L_{1}(y)=0$ and $L_{2}(y)=0$ respectively yield a solution $y_{1}+y_{2}$ of $\sum_{i=0}^{n^{\prime}} c_{i} y^{(i)}=0$. As in [SI80] one can also show that all solutions of $\sum_{i=0}^{n^{\prime}} c_{i} y^{(i)}=0$ are of this form.

The $c_{i}$ satisfy a system of $2 n+1$ linear homogeneous (algebraic) equations whose coefficients involve the $a_{i}$ and $b_{i}$ and their derivatives. The degree of the coefficients can be explicitly bounded in terms of the degrees of the $a_{i}$ and the $b_{i}$ (that is, in terms of $m$ ). Therefore, by Lemma 3.1, there is a number $m^{\prime}$ such that we can find $c_{i}$, not all zero, with the degrees of the $c_{i}$ less than $m^{\prime}$.

We have therefore shown that $y_{1}+y_{2}$ satisfies an equation $L_{3}(y)=$ 0 with $L_{3}(y)$ in $\mathscr{L}\left(n^{\prime}, m^{\prime}\right)$ such that every solution of this equation is the sum of a solution of $L_{1}(y)=0$ and a solution of $L_{2}(y)=0$. Fix some local data $\mathscr{D}$ and assume that $L_{1}, L_{2} \in \mathscr{L}(n, m, \mathscr{D})$. At any point, the determining factors are either those of $L_{1}$ or of $L_{2}$ and therefore are in $\mathscr{D}$. The exponents are of the form $\rho+t$ where $\rho$ is an exponent of $L_{1}$ or $L_{2}$ and $t$ is a positive integer (the presence of $t$ is due to the fact that terms may cancel in the sum of solutions of $L_{1}(y)=0$ and $L_{2}(y)=0$; this explains why new apparent singularities may enter in $L_{3}$ ). If $B$ is a local bound for $L_{1}$ and $L_{2}$ then Lemma 2.13 implies that there are only a finite number of possibilities for these non-negative integers and that these only depend on $n, m$ and $B$ (or $\mathscr{D}$ ). This allows us to construct, from $n, m$ and $\mathscr{D}$ (resp. $B$ ) local data $\mathscr{D}^{\prime}$ (resp. $B^{\prime}$ ) such that $L_{3} \in \mathscr{L}\left(n, m, \mathscr{D}^{\prime}\right)\left(\right.$ resp. $\left.\mathscr{L}\left(n^{\prime}, m^{\prime}, B^{\prime}\right)\right)$.

For $L_{4}$, the determining factors will be of the form $P_{1}+P_{2}$ where $P_{1}$ is a determining factor of $L_{1}$ and $P_{2}$ is a determining factor of $L_{2}$. The exponents will be of the form $\rho_{1}+\rho_{2}+t$ where $\rho_{1}$ is an exponent of $L_{1}$ and $\rho_{2}$ is an exponent of $L_{2}$ and $t$ is a non-negative integer. For $L_{5}$ the determining factors are the same as those of $L_{1}$. The exponents are of the form $\rho-(\operatorname{deg} P)(1 / n!)-1+t$ where $\rho$ is an exponent of $L_{1}, P$ is a determining factor of $L_{1}$ and $t$ is a nonnegative integer. For both $L_{4}$ and $L_{5}$ we now proceed as above.

Lemma 3.3. Let $n$ and $m$ be integers, $\mathscr{D}$ local data and $B \geq 0$.
(i) Let $P\left(Y_{1}, \ldots, Y_{t}\right)$ be a differential polynomial in

$$
C(x)\left\{Y_{1}, \ldots, Y_{t}\right\}
$$

One can find integers $n^{\prime}, m^{\prime}$ such that if $L_{1}, \ldots, L_{t} \in \mathscr{L}(n, m)$ then there exists an $L_{P} \in \mathscr{L}\left(n^{\prime}, m^{\prime}\right)$ having the property that if $y_{i}$ satisfies $L_{i}\left(y_{i}\right)=0, i=1, \ldots, t$, then $P\left(y_{1}, \ldots, y_{t}\right)$ is a solution of $L_{P}(y)=0$. Furthermore, one can find local data $\mathscr{D}^{\prime}$ (resp. a local bound $B^{\prime}$ ) depending only on $P, n, m$ and $\mathscr{D}$ (resp. B) such that if $L_{i} \in \mathscr{L}(n, m, \mathscr{D})($ resp. $\mathscr{L}(n, m, \mathscr{B}))$ then $L_{P}$ can be chosen to be in $\mathscr{L}\left(n^{\prime}, m^{\prime}, \mathscr{D}^{\prime}\right)$ (resp. $\left.\mathscr{L}\left(n^{\prime}, m^{\prime}, \mathscr{B}^{\prime}\right)\right)$.
(ii) Let

$$
\begin{aligned}
& P\left(Y_{1}, \ldots, Y_{n}, C_{1}, \ldots, C_{N}\right) \\
& \quad \in C(x)\left\{Y_{1}, \ldots, Y_{n},\left(\operatorname{det}\left(Y_{l}^{(j)}\right)\right)^{-1}, C_{1}, \ldots, C_{N}\right\}
\end{aligned}
$$

One can find integers $n^{\prime}$ and $m^{\prime}$ such that for any $L \in \mathscr{L}(n, m)$ there exists $L_{P} \in \mathscr{L}\left(n^{\prime}, m^{\prime}\right)$ having the property that if $y_{1}, \ldots, v_{n}$ forms a fundamental set of solutions of $L(y)=0$ and $c_{1}, \ldots, c_{N}$ are constants then $P\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right)$ is a solution of $L_{P}(Y)=$ 0. Furthermore, one can find local data $\mathscr{D}^{\prime}$ (resp. a local bound $B^{\prime}$ ) depending only on $P, n, m$ and $\mathscr{D}$ (resp. $n, m$ and $B$ ) such that if $L \in \mathscr{L}(n, m, \mathscr{D})($ resp. $\mathscr{L}(n, m, B))$ then $L_{P}$ can be chosen to be in $\mathscr{L}\left(n^{\prime}, m^{\prime}, \mathscr{D}^{\prime}\right)\left(\right.$ resp. $\left.\mathscr{L}\left(n^{\prime}, m^{\prime}, B^{\prime}\right)\right)$.

Proof. (i) follows from Lemma 3.2 by induction.
(ii) Let $L(y) \in \mathscr{L}(n, m, \mathscr{D})$ let $y_{1}, \ldots, y_{n}$ be a basis for the solution space of $L(y)=0$ and let Wr denote the Wronskian determinant $\operatorname{det}\left(y_{i}^{(j)}\right)$. If $L(y)=a_{n}(x) y^{(n)}+\cdots+a_{0}(x) y$, then $\mathrm{Wr}^{\prime} / \mathrm{Wr}=$ $-a_{n-1} / a_{n}$ so $(\mathrm{Wr})^{-1}$ satisfies $L_{\mathrm{Wr}^{-1}}(y)=0$ where $L_{\mathrm{Wr}^{-1}} \in \mathscr{L}(1, m)$. Part (i) of this lemma now implies that there exist $n^{\prime}, m^{\prime}$ such that $P\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right)$ satisfies $L_{P}(y)=0$ for some $L_{P} \in$ $\mathscr{L}\left(n^{\prime}, m^{\prime}\right)$.

Now assume $L \in \mathscr{L}(n, m, \mathscr{D})$. Part (i) implies that $\exists n^{\prime}, m^{\prime}, \mathscr{Z}^{\prime}$ such that $y=$ Wr satisfies $\bar{L}(y)=0$ for some $\bar{L} \in \mathscr{L}\left(n^{\prime}, m^{\prime}, \mathscr{L}^{\prime}\right)$. Therefore $(\mathbf{W r})^{-1}$ has exponents of the form $-\rho$ and determining factors $-P$ for $\rho, P \in \mathscr{D}^{\prime}$. This implies that $(\mathrm{Wr})^{-1}$ satisfies $L_{\mathrm{Wr}^{-1}}(y)$ $=0$ for $L_{\mathrm{Wr}^{-1}} \in \mathscr{L}\left(1, m, \mathscr{D}^{\prime \prime}\right)$ where $\mathscr{D}^{\prime \prime}=-\mathscr{D}^{\prime}$. If all we know is that $L \in \mathscr{L}(n, m, B)$ then a similar argument shows that $\bar{L} \in$ $\mathscr{L}\left(n^{\prime}, m^{\prime}, B^{\prime}\right)$ for some $B^{\prime}$ so $L_{\mathrm{Wr}^{-1}} \in \mathscr{L}\left(1, m, B^{\prime}\right)$.

Lemma 3.4. Let $L \in \mathscr{L}(n, m, B)$ and let $r$ be a positive integer. There exist integers $N_{1}$ and $N_{2}$ depending only on $r, n, m$ and $B$ such that:
(i) if $y$ satisfies $L(y)=0$ and $y$ is algebraic of degree $r$ over $\mathbb{C}(x)$ with minimal polynomial $y^{r}+b_{r-1} y^{r-1}+\cdots+B_{0}, b_{i} \in \mathbb{C}(x)$, then the degrees of the numerator and denominator of each $b_{i}$ are $\leq N_{1}$.
(ii) If $y$ satisfies $L(y)=0$ and $u=y^{\prime} / y$ is algebraic of degree $r$ over $\mathbb{C}(x)$ with minimal polynomial $u^{r}+b_{r-1} u^{r-1}+\cdots+b_{0}, b_{i} \in \mathbb{C}(x)$, then the degrees of the numerator and denominator of each $b_{i}$ are $\leq N_{2}$.

Proof. (i) Since $f(y)=y^{r}+b_{r-1} y^{r-1}+\cdots+b_{0}$ is the minimal polynomial of $y$, any solution of $f(y)=0$ is also a solution of $L(y)=0$. Therefore each $b_{i}$ is a known symmetric polynomial of solutions $u_{1}, \ldots, u_{n}$ of $L(y)=0$. Lemma 3.3(i) implies the existence of $n^{\prime}, m^{\prime}, B^{\prime}$ s.t. each $b_{i}$ satisfies $L_{i}\left(b_{i}\right)=0$ for some $L_{i} \in \mathscr{L}\left(n^{\prime}, m^{\prime}, B^{\prime}\right)$ and Proposition 2.11 (i) implies that there exists an integer $N_{1}$ such that the degrees of the numerators and denominators of each $b_{i}$ are $\leq N_{1}$.
(ii) Since $g(u)=u^{r}+b_{r-1} u^{r-1}+\cdots+b_{0}$ is irreducible any solution $u_{i}$ of $g(u)=0$ is of the form $u_{i}=y_{i}^{\prime} / y_{i}$ for some solution $y_{i}$ of $L(y)=0$. Note that $b_{r-1}=-\left(u_{1}+\cdots+u_{r}\right)=\left(\prod y_{i}\right)^{\prime} /\left(\prod y_{i}\right) \in \mathbb{C}(x)$. Let $P=Y_{1} \cdots \cdot Y_{r}$. Lemma 3.3(i) implies the existence of $n^{\prime}, m^{\prime}, B^{\prime}$ depending only on $P, n, m$ and $B$ such that $P\left(y_{1}, \ldots, y_{r}\right)$ satisfies $L_{P}(y)=0$ for some $L_{P} \in \mathscr{L}\left(n^{\prime}, m^{\prime}, B^{\prime}\right)$. Since

$$
P^{\prime}\left(y_{1}, \ldots, y_{r}\right) / P\left(y_{1}, \ldots, y_{r}\right) \in \mathbb{C}(x)
$$

Proposition 2.11 (ii) implies that there exists an $M$ such that the degrees of the numerator and denominator of $b_{r-1} \leq M$. We furthermore have that $P\left(y_{1}, \ldots, y_{r}\right)$ satisfies $\bar{L}(y)=0$ for some $\bar{L} \in$ $\mathscr{L}\left(1, M, B^{\prime}\right)$. Therefore $\left(\prod y_{i}\right)^{-1}=1 / P\left(y_{1}, \ldots, y_{r}\right)$ satisfies $\overline{\bar{L}}(y)=$ 0 for some $\overline{\bar{L}} \in \mathscr{L}\left(1, M, B^{\prime}\right)$. Each $b_{i}, 0 \leq i \leq r-1$, is of the form $P_{i}\left(y_{1}, \ldots, y_{r}\right)\left(\prod y_{i}\right)^{-1}$ where $P_{i} \in \mathbb{C}\left\{Y_{1}, \ldots, Y_{r}\right\}$. Therefore Lemma 3.3(i) and Proposition 2.11 (ii) imply there exists an integer $N_{2}$ such that the degrees of the numerators and denominators of the $b_{i} \leq N_{2}$.

Lemma 3.5. Let $L \in \mathscr{L}(n, m, B)$ and $r$ be an integer. There exist integers $n^{\prime}, m^{\prime}$ such that if $y$ is a solution of $L(y)=0$ and $y^{\prime} / y$ is
algebraic of degree $\leq r$ over $\mathbb{C}(x)$ then $y^{-1}$ satisfies $\widetilde{L}\left(y^{-1}\right)=0$ for some $\widetilde{L} \in \mathscr{L}\left(n^{\prime}, m^{\prime}, B\right)$.

Proof. It is enough to prove this lemma assuming that $y^{\prime} / y$ has degree $=r$. Let $K$ be the Picard-Vessiot extension of $L$ over $\mathbb{C}(x)$. Lemma 3.4 implies that there exists an $N$, depending only on $r, n$, $m$, and $B$ such that $u=y^{\prime} / y$ satisfies $f(u)=u^{r}+b_{r-1} u^{r-1}+\cdots+$ $b_{0}=0$ where the degrees of the numerators and denominators of the $b_{i} \leq N$. Let $u_{1}=u, u_{2}, \ldots, u_{r}$ be the conjugates of $u$. Each $u_{l}$ is of the form $y_{i}^{\prime} / y_{i}$ for some solution $y_{i}$ of $L(y)=0$. The Galois group of $K$ over $\mathbb{C}(x)$ acts transitively on the $u_{i}$ and permutes them. Let $v_{1}=-u_{1}, \ldots, v_{r}=-u_{r}$. These elements are all conjugate and the minimal polynomial is $g(v)=(-1)^{r} v^{r}+(-1)^{r-1} b_{r-1} v^{r-1}+\cdots+b_{0}$. Let $z_{i}=e^{\int v_{t}}=y_{i}^{-1}$ for $i=1, \ldots, r$. If $\sigma \in \operatorname{Gal}(K / \mathbb{C}(x))$ then $\sigma\left(e^{\int v_{t}}\right)=c_{\sigma} e^{\int v_{\sigma(t)}}$ for some constant $c_{\sigma}$. Therefore the $\mathbb{C}$-span $V$ of $z_{1}, \ldots, z_{r}$ is left invariant by $\operatorname{Gal}(K / \mathbb{C}(x))$ and so is the solution space of some linear differential equation $\widetilde{L}$ with coefficients in $\mathbb{C}(x)$. We will now find $n^{\prime}, m^{\prime}$ such that $\widetilde{L} \in \mathscr{L}\left(n^{\prime}, m^{\prime}, B\right)$.

Note that $z_{i}^{\prime}=v_{i} z_{i}, z_{l}^{\prime \prime}=\left(v_{l}^{\prime}+v_{l}^{2}\right) z_{i}, \ldots, z_{i}^{(j)}=P_{j}\left(v_{i}\right) z_{i}$ where $P_{j}\left(v_{i}\right)=\left(P_{j-1}\right)^{\prime}+v_{i} P_{j-1}, P_{0}=1$. Using $g(v)=0$, we see that there exists an $M$ depending only on the degrees of the $b_{i}$ so that each $P_{j}(v)$ may be written as $P_{j}(v)=a_{r-1, j} v^{r-1}+\cdots+a_{0, j}$ where each $a_{i, j}$ is the quotient of polynomials of degree $\leq M$. Let $t$ be the smallest integer such that there exist $c_{0}, \ldots, c_{t}$ in $\mathbb{C}[x]$, not all zero with $\sum_{j=0}^{t} c_{j} P_{j}(v)=0$. Each $z_{i}$ will then be a solution of $\widetilde{L}(z)=\sum_{j=0}^{t} c_{j} z^{(t)}=0$. As in [SI80] one can also show that the $z_{i}$ span $\operatorname{Soln}(\widetilde{L})$. The $c_{j}$ satisfy a homogeneous system of linear (algebraic) equations whose coefficients are polynomials of degree $\leq$ $M$. Therefore Lemma 3.1 implies that there is an $M^{\prime}$ depending only on $M$ s.t. we can find $c_{i}$, not all zero, with $\operatorname{deg} c_{i} \leq M^{\prime}$. Therefore $\widetilde{L} \in \mathscr{L}\left(r, M^{\prime}\right)$. To find a local bound for $\widetilde{L}$, note that at any point $\alpha$, each $u_{i}$ has an expansion $u_{i}=\sum_{j \geq j_{0}} a_{i j} t^{j}, t=(z-\alpha)^{1 / n!}, a_{l j} \in \mathbb{C}$. Therefore each $y_{i}=t^{\rho_{i}} e^{P_{t}(t)} \phi_{i}(t)$ where $\phi_{i} \in \mathbb{C}[[t]], \phi_{l}(0) \neq 0$ and so $z_{i}=t^{-\rho_{i}} e^{-P_{t}(t)} \psi_{i}(t), \psi_{i}(t) \in \mathbb{C}[[t]], \psi_{i}(0) \neq 0$. Since the $z_{i}$ span $\operatorname{Soln}(\widetilde{L})$, we have $\widetilde{L} \in \mathscr{L}\left(r, M^{\prime}, B\right)$.

In Lemma 3.6 we shall deal with the adjoint of a linear differential equation $L(y)=a_{n} y^{(n)}+\cdots+a_{0} y$. The adjoint is defined to be $L^{*}(y)=(-1)^{n}\left(a_{n} y\right)^{(n)}+(-1)^{(n-1)}\left(a_{n-1} y\right)^{n-1}+\cdots+a_{0} y$. If $\left\{y_{1}, \ldots, y_{n}\right\}$ form a fundamental set of solutions of $L(y)=0$ then
$\left\{z_{1}, \ldots, z_{n}\right\}$ forms a fundamental set of solutions of $L^{*}(y)=0$ where $z_{i}=(-1)^{i-1} \mathrm{Wr}\left(y_{1}, \ldots, \hat{y}_{i}, \ldots, y_{n}\right) / \mathrm{Wr}\left(y_{1}, \ldots, y_{n}\right)$ ([SCH68], Vol. I, p. 64). Furthermore, if $L(y)=L_{1}\left(L_{2}(y)\right)$ then $L^{*}(y)=$ $L_{2}^{*}\left(L_{1}^{*}(y)\right)$.

Lemma 3.6. Given $n, m$ and $B$, there exists a $B^{\prime}$ such that if $L \in$ $\mathscr{L}(n, m, B)$, then $L^{*} \in \mathscr{L}\left(n, m, B^{\prime}\right)$.

Proof. Lemma 3.3(ii) and Lemma 3.2 imply that there exist $n^{\prime}, m^{\prime}$ and $B^{\prime}$ such that if $\left\{y_{1}, \ldots, y_{n}\right\}$ is a fundamental set of solutions of $L(y)=0$ then there exists an $\widetilde{L} \in \mathscr{L}\left(n^{\prime}, m^{\prime}, B^{\prime}\right)$ such that $\widetilde{L}\left(z_{i}\right)=0$ for $i=1, \ldots, n$. Therefore any solution of $L^{*}(z)=0$ is a solution of $\widetilde{L}(z)=0$ and so $L^{*} \in \mathscr{L}\left(n, m, B^{\prime}\right)$.

Lemma 3.7. Given $s, n, m$ and $B$, there exists an integer $N$ satisfying the following: if $L(y)=0$ is a monic differential equation, with coefficients in $\mathbb{C}(x)$, such that $a \cdot L \in \mathscr{L}(n, m, B)$ for some $a \in \mathbb{C}[x]$ then if $L(y)=L_{2}\left(L_{1}(y)\right)$ where $L_{1}(y)$ and $L_{2}(y)$ are monic linear differential equations with coefficients in an algebraic extension of $\mathbb{C}(x)$ of degree $s$, then each coefficient of $L_{2}$ and $L_{1}$ satisfies a monic polynomial of degree $\leq s$ whose coefficients are quotients of polynomials of degree $\leq N$. If $s=1$ then there exists a $d \in \mathbb{C}[x]$ such that $d \cdot L_{1} \in \mathscr{L}(n, N, B)$. Furthermore, if $a \cdot L \in \mathscr{L}(n, m, \mathscr{D})$ then $d \cdot L_{1} \in \mathscr{L}(n, N, \mathscr{D})$.

Proof. It is enough to prove this lemma assuming that $L_{1}(y)$ has some fixed order $k<n$. If $L_{1}(y)=y^{(k)}+b_{k-1} y^{(k-1)}+\cdots+b_{0}$, then $b_{k-1}=\left(\operatorname{Wr}\left(y_{1}, \ldots, y_{k}\right)\right)^{\prime} / \operatorname{Wr}\left(y_{1}, \ldots, y_{k}\right)$ for some solutions $y_{1}, \ldots, y_{k}$ of $L(y)=0$. Lemma 3.3 implies that there exist $n^{\prime}$, $m^{\prime}, B^{\prime}$ s.t. $\operatorname{Wr}\left(y_{1}, \ldots, y_{k}\right)$ satisfies $L_{k-1}(y)=0$ for some $L_{k-1} \in$ $\mathscr{L}\left(n^{\prime}, m^{\prime}, B^{\prime}\right)$. Since $b_{k-1}$ is algebraic of degree $\leq s$, Lemma 3.4 implies that there exists an $N$ such that $b_{k-1}$ satisfies a polynomial of degree $\leq s$ with coefficients in $\mathbb{C}(x)$ whose numerators and denominators have degree $\leq N$. Furthermore, Lemma 3.5 implies there exist $\tilde{n}, \tilde{m}, \widetilde{B}$ such that $y=1 / \operatorname{Wr}\left(y_{1}, \ldots, y_{k}\right)$ satisfies $\widetilde{L}(y)=0$ for some $\widetilde{L} \in \mathscr{L}(\tilde{n}, \tilde{m}, \widetilde{B})$. Each $b_{i}$ is of the form $P_{i}\left(y_{1}, \ldots, y_{k}\right)$. $\left(1 / \operatorname{Wr}\left(y_{1}, \ldots, y_{k}\right)\right)$ so Lemma 3.2 implies there exist $n^{\prime \prime}, m^{\prime \prime}, B^{\prime \prime}$ such that each $b_{i}$ satisfies $L_{i}(y)=0$ for some $L_{i} \in \mathscr{L}\left(n^{\prime \prime}, m^{\prime \prime}, B^{\prime \prime}\right)$. Each $b_{i}$ is algebraic of $\operatorname{deg} \leq s$ so Lemma 3.4 implies there exists an $M$ such that each $b_{i}$ satisfies an irreducible polynomial of degree $\leq s$
with coefficients in $\mathbb{C}(x)$ whose numerators and denominators are of degree $\leq M$.

Let $L_{2}(y)=y^{(n-k)}+a_{n-k-1} y^{(n-k-1)}+\cdots+a_{0} y$. To handle the coefficients of $L_{2}$, we consider the adjoint operator $L^{*}=L_{1}^{*}\left(L_{2}^{*}(y)\right)$. Applying the above considerations and Lemma 3.6 to $L^{*}$ we see that there exist $n^{\prime \prime \prime}, m^{\prime \prime \prime}, B^{\prime \prime \prime}$ such that each coefficient $a_{i}$ of $L_{2}^{*}$ satisfies $L_{i}(y)=0$ for some $L_{i} \in \mathscr{L}\left(n^{\prime \prime \prime}, m^{\prime \prime \prime}, B^{\prime \prime \prime}\right)$. Since $L_{2}=\left(L_{2}^{*}\right)^{*}$ we see that each $a_{i}=P_{i}\left(a_{1}^{*}, \ldots, a_{n-k-1}^{*}\right)$ for some $P_{i} \in \mathbb{C}\left\{Y_{1}, \ldots, Y_{n-k-1}\right\}$ that depends only on $n-k$ and $i$. Therefore Lemma 3.3 implies that there exist $\tilde{n}, \tilde{m}, \widetilde{B}$ (depending only on $k, s, n, m$ and $B$ ) such that $a_{i}$ satisfies $\widetilde{L}_{i}(y)=0$ for some $\widetilde{L}_{i} \in \mathscr{L}(\tilde{n}, \tilde{m}, \widetilde{B})$. Since each $a_{i}$ is algebraic of degree $\leq s$, Lemma 3.4 implies there exists an $M$ depending only on $k, s, n, m, B$, such that each $a_{i}$ satisfies an irreducible polynomial whose coefficients have numerators and denominators of degree $\leq M$. Letting $k$ vary from 1 to $n-1$ yields the result.
If $s=1$, then the bound $N$ actually bounds the degrees of the numerators and denominators of the coefficients of $L_{1}(y)$. Let $d$ be the least common multiple of the denominators of these coefficients. Any solution of $L_{1}(y)=0$ is a solution of $L(y)=0$ so if $L \in$ $\mathscr{L}(n, m, B)(\operatorname{resp} . L \in \mathscr{L}(n, N, \mathscr{D}))$ then $d \cdot L_{1} \in \mathscr{L}(n, 2 N, B)$ (resp. $d \cdot L \in \mathscr{L}(n, 2 N, \mathscr{D}))$.
In Proposition 3.9 below we show that a Picard-Vessiot extension $K$ of $\mathbb{C}(x)$ contains a copy of any finite dimensional $G$-module, where $G$ is the Galois group of $K$ over $\mathbb{C}(x)$. Before proving this we need some preliminary facts. Let $G$ be a linear algebraic group defined over a field $C$ and let $V$ be a faithful finite dimensional $G$-module defined over $C$. In [WA79], p. 25, it is shown that every finite dimensional $G$-module defined over $C$ can be constructed from $V$ by the process of forming tensor products, direct sums, subrepresentations, quotients and duals. If the dimension of $V$ is $n$, we may think of $G \subset \mathrm{GL}(n, C)$ and consider the one dimensional representation given by $1 / \operatorname{det}(g)$. Let $W$ be the associated one dimension $G$-module. As noted on p. 26 of [WA79], we do not need duals in the above process if we start with both $V$ and $W$.

We shall also need an observation due to Ritt. Let $k$ be a differential field and $Z_{1}, \ldots, Z_{n}$ differential indeterminates. The order of a differential polynomial $P \in k\left\{Z_{1}, \ldots, Z_{n}\right\}$ is defined to be the smallest integer $r$ such that $P \in k\left[Z_{1}, \ldots, Z_{n}, \ldots, Z_{1}^{(r)}, \ldots, Z_{n}^{(r)}\right]$. On page 35 of [RI66], Ritt shows the following:

Lemma 3.8. Let $k$ be a differential field of characteristic 0 containing an element $x$ with $x^{\prime}=1$, let $Z_{1}, \ldots, Z_{n}$ be differential indeterminates and let $P\left(Z_{1}, \ldots, Z_{n}\right) \in k\left\{Z_{1}, \ldots, Z_{n}\right\}$ have order $r$. If $P\left(Z_{1}, \ldots, Z_{n}\right) \neq 0$, there exists $d_{i j} \in \mathbb{Q}, 1 \leq i \leq n, 1 \leq j \leq r$, such that $P\left(\sum_{j=0}^{r} d_{1 j} x^{j}, \ldots, \sum_{j=0}^{r} d_{n j} x^{j}\right) \neq 0$.

Proposition 3.9. Let $C$ be an algebraically closed subfield of $\mathbb{C}, G$ a linear algebraic group defined over $C, V_{1}$ a faithful $G$-module of dimension $n_{1}$, and $V_{2}$ a $G$-module of dimension $n_{2}, V_{1}$ and $V_{2}$ defined over $C$. There exist integers $m_{2}$ and $N$ and elements $P_{1}, \ldots, P_{n_{2}} \in$ $C(x)\left\{Y_{1}, \ldots, Y_{n_{1}},\left(\operatorname{det}\left(Y_{i}^{(j)}\right)\right)^{-1}, C_{1}, \ldots, C_{N}\right\}$, where $Y_{1}, \ldots, Y_{n_{1}}$, $C_{1}, \ldots, C_{N}$ are differential indeterminants, satisfying the following: for any $L_{1} \in \mathscr{L}\left(n_{1}, m_{1}\right)$ whose Galois group $\operatorname{Gal}\left(L_{1}\right)$ is a $C$-subgroup of $G$ and with $\operatorname{Soln}\left(L_{1}\right) \operatorname{Gal}\left(L_{1}\right)$-isomorphic to $V_{1}$ and any basis $y_{1}, \ldots, y_{n}$ of $\operatorname{Soln}\left(L_{1}\right)$, there exist constants $c_{1}, \ldots, c_{N}$ such that $P_{1}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right), \ldots, P_{n_{2}}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right)$ form the basis of a $\operatorname{Gal}\left(L_{1}\right)$ module $C$-isomorphic to $V_{2}$. Furthermore given $m_{1}$ and $\mathscr{D}_{1}$ (resp. $m_{1}$ and $B_{1}$ ) one can find $m_{2}$ and $\mathscr{D}_{2}$ (resp. $m_{2}$ and $B_{2}$ ) such that if $L_{1} \in \mathscr{L}\left(n_{1}, m_{1}, \mathscr{D}_{1}\right)$ (resp. $\left.L \in \mathscr{L}\left(n_{1}, m_{1}, B_{1}\right)\right)$ then $P_{1}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right), \ldots$, $P_{n_{2}}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right)$ form the basis of $\operatorname{Soln}\left(L_{2}\right)$ for some $L_{2} \in \mathscr{L}\left(n_{2}, m_{2}, \mathscr{D}_{2}\right)$ (resp. $L \in \mathscr{L}\left(n_{2}, m_{2}, B_{2}\right)$.

Proof. As noted above, $V_{2}$ can be identified with a $G$-module formed from $V_{1}$ and $\left(\operatorname{det} V_{1}\right)^{-1}$ by taking submodules, direct sums, tensor products and quotients. We shall show that if $L_{1}$ is as above then this construction can be carried out inside the Picard-Vessiot extension associated with $L_{1}(y)=0$ and that this can be done in a way that is independent of $\operatorname{Gal}\left(L_{1}\right) \subset G$. We shall proceed by induction on the number of these operations required to construct $V_{2}$. We shall assume that $L_{1} \in \mathscr{L}\left(n_{1}, m_{1}, \mathscr{D}_{1}\right)$ (the proof when $L_{1} \in \mathscr{L}\left(n_{1}, m_{1}, B_{1}\right)$ is similar). We will start with the operation of taking submodules and prove the following:

Let $W$ be a $G$-module of dimension $\nu, \overline{\mathscr{D}}$ local data, $N$ and $m$ integers. Assume there exist

$$
w_{1}, \ldots, w_{\nu} \in \mathbb{C}(x)\left\{Y_{1}, \ldots, Y_{n_{1}},\left(\operatorname{det}\left(Y_{i}^{(j)}\right)\right)^{-1}, C_{1}, \ldots, C_{N}\right\}
$$

such that if $L_{1}(y) \in \mathscr{L}\left(n_{1}, m_{1}, \mathscr{D}_{1}\right)$ then for any basis $y_{1}, \ldots, y_{n_{1}}$ of $\operatorname{Soln}\left(L_{1}\right)$, there exist constants $c_{1}, \ldots, c_{N}$ in $C$ such that $w_{1}\left(y_{i}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right), \ldots, w_{\nu}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right)$ is a
basis of a $\operatorname{Gal}\left(L_{1}\right)$-module isomorphic to $W$ and $W$ that is the solution space of some $\bar{L} \in \mathscr{L}(\nu, \mu, \overline{\mathscr{D}})$. Let $\widetilde{W}$ be a sub- $G$-module of $W$ of dimension $\tilde{\nu}$. Then there exist integers $\tilde{N}$ and $\tilde{\mu}$ and local data $\widetilde{\mathscr{D}}$ and differential polynomials

$$
p_{1}, \ldots, p_{\tilde{\nu}} \in C(x)\left\{Y_{1}, \ldots, Y_{n_{1}},\left(\operatorname{det}\left(Y_{l}^{(j)}\right)^{-1}\right), C_{1}, \ldots, C_{\widetilde{N}}\right\}
$$

such that if $L_{1} \in \mathscr{L}\left(n_{1}, m_{1}, \mathscr{D}_{1}\right)$ then for any basis $y, \ldots, y_{n_{1}}$ of $\operatorname{Soln}\left(L_{1}\right)$ there exist constant $c_{1}, \ldots, c_{\widetilde{N}}$ in $C$, such that $p_{1}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{\widetilde{N}}\right), \ldots, p_{\tilde{\nu}}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{\widetilde{N}}\right)$ is a basis of a $\operatorname{Gal}\left(L_{1}\right)$-module isomorphic to $\widetilde{W}$ that is the solution space of some $\widetilde{L} \in \mathscr{L}(\tilde{\nu}, \tilde{\mu}, \widetilde{D})$.

To see that this is true, let $\left(D_{l j}\right)$ be a $\nu \times \tilde{\nu}$ matrix of new indeterminates and define $p_{1}, \ldots, p_{\tilde{\nu}}$ by letting

$$
\left(p_{1}, \ldots, p_{\hat{\nu}}\right)=\left(w_{1}, \ldots, w_{\nu}\right)\left(D_{i j}\right) .
$$

If $y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}$ are chosen so that $w_{1}, \ldots, w_{\nu}$ is a basis of $W$, then there exist constants $d_{l j}$ in $C$ so that

$$
\begin{aligned}
& p_{1}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}, d_{11}, \ldots, d_{\nu \tilde{\nu}}\right) \\
& \quad \ldots, p_{\tilde{\nu}}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}, d_{11}, \ldots, d_{\nu \dot{\nu}}\right)
\end{aligned}
$$

will be a basis for $\widetilde{W}$. Lemma $2.10(\mathrm{ii})$ implies that $\widetilde{W}=\operatorname{Soln}(\bar{L})$ where $L_{1}(y)=a \overline{\bar{L}}(\bar{L}(y))$ with $\bar{L}$ and $\overline{\bar{L}}$ monic and having coefficients in $\mathbb{C}(x)$. Lemma 3.7 (with $s=1$ ) implies that there exists an integer $\tilde{\mu}$ and $d \in \mathbb{C}(x)$ such that $d \cdot \bar{L}(y) \in \mathscr{L}(\tilde{\nu}, \tilde{\mu}, \mathscr{D})$. To satisfy the conclusion of the above, we let $\tilde{N}=\nu \cdot \tilde{\nu}+N$ and $C_{N+1}=D_{11}, \ldots, C_{\widetilde{N}}=D_{\nu \tilde{\nu}}$.

We now consider the operations of taking direct sums, tensor products and quotients and show the following:

Let $W_{1}$ and $W_{2}$ be $G$-modules of dimensions $\nu_{1}$ and $\nu_{2}, \overline{\mathscr{D}}_{1}$ and $\overline{\mathscr{D}}_{2}$ local data, $N, \mu_{1}$, and $\mu_{2}$ integers. Assume that there exist $w_{11}, \ldots, w_{1 \nu_{1}}, w_{21}, \ldots, w_{2 \nu_{2}}$ in

$$
C(x)\left\{Y_{1}, \ldots, Y_{n_{1}},\left(\operatorname{det}\left(Y_{i}^{(j)}\right)\right)^{-1}, C_{1}, \ldots, C_{N}\right\}
$$

such that if $L_{1}(y) \in \mathscr{L}\left(n_{1}, m_{1}, \mathscr{D}_{1}\right)$ then, for any basis $y_{1}, \ldots, y_{n_{1}}$ of the solution space of $L_{1}(y)$ there are constants $c_{1}, \ldots, c_{N}$ in $C$ such that

$$
w_{11}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right), \ldots, w_{\nu_{1}}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right)
$$

is the basis of the solution space (isomorphic to $W_{1}$ ) of some $\bar{L}_{1}(y) \in$ $\mathscr{L}\left(\nu_{1}, \mu_{1}, \overline{\mathscr{D}_{1}}\right)$ and

$$
w_{21}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right), \ldots, w_{2 \nu_{2}}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right)
$$

is a basis for the solution space (isomorphic to $W_{2}$ ) of some $\bar{L}_{2}(y) \in$ $\mathscr{L}\left(\nu_{2}, \mu_{2}, \overline{\mathscr{D}_{2}}\right)$. Then there exist integers $\bar{m}$ and $N^{\prime}$, and local data $\overline{\mathscr{D}}$ and differential polynomials $q_{1}, \ldots, q_{\nu_{1}+\nu_{2}}, r_{1}, \ldots, r_{\nu_{1} \cdot \nu_{2}}$ and $s_{1}, \ldots, s_{\nu_{1}-\nu_{2}}$ in $C(x)\left\{Y_{1}, \ldots, Y_{n},\left(\operatorname{det}\left(Y_{i}^{(j)}\right)\right)^{-1}, C_{1}, \ldots, C_{N^{\prime}}\right\}$ such that if $L_{1}(y) \in \mathscr{L}\left(n_{1}, m_{1}, \mathscr{D}_{1}\right)$, then for any basis $y_{1}, \ldots, y_{n_{1}}$ of $\operatorname{Soln}\left(L_{1}\right)$ there are constants $c_{1}, \ldots, c_{N^{\prime}}$ in $C$ such that:

$$
\begin{equation*}
q_{1}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N^{\prime}}\right), \ldots, q_{\nu_{1}+\nu_{2}}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N^{\prime}}\right) \tag{i}
\end{equation*}
$$

is a basis of a $\operatorname{Gal}\left(L_{1}\right)$-module, $C$-isomorphic to $W_{1} \oplus W_{2}$, that is the solution space of some $\bar{L}_{3}(y) \in \mathscr{L}\left(\nu_{1}+\nu_{2}, \bar{m}, \overline{\mathscr{D}}\right)$.
(ii)

$$
r_{1}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N^{\prime}}\right), \ldots, r_{\nu_{1} \cdot \nu_{2}}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N^{\prime}}\right)
$$

is a basis of a $\operatorname{Gal}\left(L_{1}\right)$-module, $C$-isomorphic to $W_{1} \otimes W_{2}$, that is the solution space of some $\bar{L}_{4}(y) \in \mathscr{L}\left(\nu_{1} \cdot \nu_{2}, \bar{m}, \overline{\mathscr{D}}\right)$,
(iii)

$$
s_{1}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N^{\prime}}\right), \ldots, s_{\nu_{1}-\nu_{2}}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N^{\prime}}\right)
$$

is a basis of a $\operatorname{Gal}\left(L_{1}\right)$-module, $C$-isomorphic to $W_{1} / W_{2}$, that is the solution space of some $\bar{L}_{5} \in \mathscr{L}\left(\nu_{1}-\nu_{2}, \bar{m}, \overline{\mathscr{D}}\right)$ (assuming that $W_{2} \subset$ $W_{1}$ ).

We begin by proving (i). Of course, we would like to claim that $w_{1}, \ldots, w_{1 \nu_{1}}, w_{21}, \ldots, w_{2 \nu_{2}}$ will be a basis of $W_{1} \oplus W_{2}$, but this is not necessarily true. We will remedy this by shifting the $w_{2 i}$. Let $Z_{1}, \ldots, Z_{\nu_{2}}$ be differential indeterminates and let $y_{1}, \ldots, y_{n_{1}}$ be a basis for the solution space of some $L_{1}(y) \in \mathscr{L}\left(n_{1}, m_{1}, \mathscr{D}_{1}\right)$ for which there are constants such that

$$
\begin{array}{cc}
\tilde{w}_{11}= & w_{11}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right) \\
\vdots & \vdots \\
\tilde{w}_{1 \nu_{1}} & =w_{1 \nu_{1}}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right)
\end{array}
$$

(resp.

$$
\begin{array}{cc}
\tilde{w}_{21}= & w_{21}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right) \\
\vdots & \vdots \\
\tilde{w}_{2 \nu_{2}} & \left.=w_{2 \nu_{2}}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right)\right)
\end{array}
$$

are linearly independent solutions of some $\bar{L}_{1}(y) \in \mathscr{L}\left(\nu_{1}, \mu_{1}, \overline{\mathscr{D}_{1}}\right)$ (resp. $\bar{L}_{2}(y) \in \mathscr{L}\left(\nu_{2}, \mu_{2}, \overline{\mathscr{D}_{2}}\right)$ ). Consider the differential polynomial

$$
\begin{aligned}
& P\left(Z_{1}, \ldots, Z_{\nu_{2}}\right) \\
& \quad=\operatorname{Wr}\left(\tilde{w}_{11}, \ldots, \tilde{w}_{1 \nu_{1}}, \sum_{i=1}^{\nu_{2}} Z_{i} \tilde{w}_{21}^{(i-1)}, \ldots, \sum_{i=1}^{\nu_{2}} Z_{i} \tilde{w}_{2 \nu_{2}}^{(i-1)}\right) .
\end{aligned}
$$

This is a non-zero polynomial since $\left(w_{2 j}^{(i-1)}\right)_{1 \leq i, j \leq \nu_{2}}$ is nonsingular and $\operatorname{Wr}\left(\tilde{w}_{11}, \ldots, \tilde{w}_{1 \nu_{1}}, Z_{1}, \ldots, Z_{\nu_{2}}\right)$ is non-zero. Therefore Lemma 3.9 implies that, for some $M>0$ and $d_{i j} \in \mathbb{Q}$,

$$
P\left(\sum_{j=0}^{M} d_{1 j} x^{j}, \ldots, \sum_{j=0}^{M} d_{\nu_{2} j} x^{j}\right) \neq 0
$$

Note that $M$ can be chosen to be any integer bigger than or equal to the order of $P\left(Z_{1}, \ldots, Z_{\nu_{2}}\right)$ and this order can be bounded in terms of $\nu_{1}$ and $\nu_{2}$. Letting

$$
\begin{gathered}
q_{1}=w_{11}, \ldots, q_{\nu_{1}}=w_{1_{\nu_{1}}} \\
q_{\nu_{1}+1}=\sum_{i=1}^{\nu_{2}}\left(\sum_{j=0}^{M} D_{i j} x^{j}\right) w_{2 \nu_{1}}^{(i-1)} \\
\vdots \\
\vdots \\
q_{\nu_{1}+\nu_{2}}=\sum_{i=1}^{\nu_{2}}\left(\sum_{j=0}^{M} D_{i j} x^{j}\right) w_{2 \nu_{2}}^{(i-1)}
\end{gathered}
$$

and $C_{N+1}=D_{11}, \ldots, C_{N^{\prime}}=D_{\nu_{2} M}$ gives us the desired elements of $C(x)\left\{Y_{1}, \ldots, Y_{n_{1}},\left(\operatorname{det}\left(Y_{i}^{(j)}\right)\right)^{-1} C_{1}, \ldots, C_{N^{\prime}}\right\}$ since the vector space spanned by $q_{\nu_{1}+1}, \ldots, q_{\nu_{1}+\nu_{2}}$ is $\operatorname{Gal}\left(L_{1}\right)$-isomorphic to $W_{2}$. Lemma 3.3(b) implies that one can find integers $n^{\prime}, m^{\prime}$, local data $\mathscr{D}^{\prime}$ and $L_{q_{i}} \in \mathscr{L}\left(n^{\prime}, m^{\prime}, \mathscr{D}^{\prime}\right)$ for $i=1, \ldots, \nu_{1}+\nu_{2}$ such that

$$
L_{q_{i}}\left(q_{i}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N^{\prime}}\right)\right)=0
$$

Lemma 3.2 implies that one can find integers $n^{\prime \prime}, m^{\prime \prime}$ local data $\mathscr{V}^{\prime \prime}$ and $L \in \mathscr{L}\left(n^{\prime \prime}, m^{\prime \prime}, \mathscr{D}^{\prime \prime}\right)$ such that $L\left(q_{i}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N^{\prime}}\right)\right)=$ 0 for $i=1, \ldots, \nu_{1}+\nu_{2}$. Since $q_{1}, \ldots, q_{\nu_{1}+\nu_{2}}$ span a $\operatorname{Gal}\left(L_{1}\right)$ invariant subspace of the solution space of $L(y)=0$, we may write $L(y)=a \cdot \widetilde{L}_{2}\left(\widetilde{L}_{1}(y)\right)$ where $\widetilde{L}_{1}(y)$ and $\widetilde{L}_{2}(y)$ are monic and $q_{1}, \ldots$, $q_{\nu_{1}+\nu_{2}}$ span the solution space of $L_{1}(y)=0$. If $d$ is the least common multiple of the denominators of $\widetilde{L}_{1}(y)$, then Lemma 3.8 guarantees that one can find $\bar{m}$ and a local data $\overline{\mathscr{D}}$ such that $\bar{L}_{3}(y)=d \cdot \widetilde{L}_{1}(y) \in$ $\mathscr{L}\left(\nu_{1}+\nu_{2}, \bar{m}, \overline{\mathscr{D}}\right)$. This satisfies (i) above.

To prove (ii), let $\tilde{w}_{11}, \ldots, \tilde{w}_{1 \nu_{1}}, \tilde{w}_{21}, \ldots, \tilde{w}_{2 \nu_{2}}$ be as above. Let

$$
\begin{aligned}
& P\left(Z_{1}, \ldots, Z_{\nu_{2}}\right) \\
& \quad=\operatorname{Wr}\left(\tilde{w}_{11} \cdot\left(\sum_{i=1}^{\nu_{2}} Z_{i} \cdot w_{21}^{(i-1)}\right), \ldots, \tilde{w}_{1 \nu_{1}} \cdot\left(\sum_{i=1}^{\nu_{2}} Z_{i} w_{2 \nu_{2}}^{(i-1)}\right)\right) .
\end{aligned}
$$

Since $P$ is a non-zero polynomial, there exists an $M$ and $d_{i j} \in \mathbb{Q}$ such that

$$
P\left(\sum_{j=0}^{M} d_{1 j} x^{j}, \ldots, \sum_{j=0}^{M} d_{\nu_{2} j} x^{j}\right) \neq 0
$$

Letting

$$
\begin{gathered}
r_{1}=w_{11} \cdot\left(\sum_{i=1}^{\nu_{2}}\left(\sum_{j=0}^{M} D_{i j} x^{j}\right) w_{21}^{(i-1)}\right) \\
\vdots \\
r_{\nu_{1} \cdot \nu_{2}}=w_{1 \nu_{1}} \cdot\left(\sum_{i=1}^{\nu_{2}}\left(\sum_{j=0}^{M} D_{i j} x^{j}\right) w_{2 \nu_{2}}^{(i-1)}\right)
\end{gathered}
$$

and $C_{N+1}=D_{11}, \ldots, C_{N^{\prime}}=D_{\nu_{2} M}$ gives us the desired elements. Lemma 3.2, Lemma 3.3 and Lemma 3.7 guarantee the existence of the desired $\widetilde{L}_{4}(y)$ as above.

To prove (iii), we may assume that $\nu_{2}>\nu_{1}$ and $w_{21}=w_{11}, \ldots$, $w_{2 \nu_{2}}=w_{1 \nu_{2}}$. Let $\tilde{w}_{11}, \ldots, \tilde{w}_{1 \nu_{1}}$ be as above. We know that there is some $\bar{L}_{1} \in \mathscr{L}\left(\nu_{1}, \mu_{1}, \overline{\mathscr{D}_{1}}\right)$ such that $\bar{L}_{1}\left(\tilde{w}_{11}\right)=\cdots=\bar{L}_{1}\left(\tilde{w}_{1 \nu_{1}}\right)=0$ and an $\bar{L}_{2} \in \mathscr{L}\left(\nu_{2}, \mu_{2}, \overline{\mathscr{D}_{2}}\right)$ such that $\bar{L}_{2}\left(\tilde{w}_{11}\right)=\cdots=\bar{L}_{2}\left(\tilde{w}_{1 \nu_{2}}\right)=0$. Since every solution of $\bar{L}_{2}(y)=0$ is a solution of $\bar{L}_{1}(y)=0$, there is a linear operator $L_{3}$, with coefficients in $\mathbb{C}(x)$ such that $\bar{L}_{1}(y)=$ $L_{3}\left(\bar{L}_{2}(y)\right)$. Therefore $\bar{L}_{2}\left(\tilde{w}_{1 \nu_{2}+1}\right), \ldots, \bar{L}_{2}\left(\tilde{w}_{1 \nu_{2}}\right)$ forms a basis of a
$\operatorname{Gal}\left(L_{1}\right)$-module isomorphic to $W_{1} / W_{2}$. We can therefore let

$$
s_{1}=\sum_{i=0}^{\nu_{2}}\left(\sum_{j=0}^{\bar{\mu}_{2}} D_{i j} x^{j}\right) w_{1 \nu_{2}+1}^{(i)}, \ldots, s_{\nu_{1}-\nu_{2}}=\sum_{i=0}^{\nu_{2}}\left(\sum_{j=0}^{\bar{\mu}_{2}} D_{i j} x^{j}\right) w_{1 \nu_{1}}^{(i)} .
$$

Setting $C_{N+1}=D_{00}, \ldots, C_{N^{\prime}}=D_{\nu_{2} \bar{\mu}_{2}}$, we can apply Lemmas 3.2, 3.3 and 3.7 to conclude that the $s_{i}$ satisfy (iii).

Lemma 3.10. Let $n, m$ be integers, $\mathscr{D}$ local data, and $P_{1}, \ldots, P_{t} \in$ $C\left\{Y_{1}, \ldots, Y_{n}, C_{1}, \ldots, C_{N}, \operatorname{det}\left(Y_{i}^{(j)}\right)^{-1}\right\}$. One can find an integer $M$, depending only on $n, m, \mathscr{D}$ and $P_{1}, \ldots, P_{t}$ satisfying the following:

For any $L(y) \in \mathscr{L}(n, m, \mathscr{D}), c_{1}, \ldots, c_{N} \in \mathbb{C}$ and $\left\{y_{1}, \ldots, y_{n}\right\}$, a fundamental set of solutions of $L(y)=0$ such that

$$
\left(P_{i}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right)\right)^{\prime} / P_{i}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right) \in \mathbb{C}(x)
$$

for $i=1, \ldots, r$, we have that

$$
P_{1}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right), \ldots, P_{r}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right)
$$

are algebraically dependent over $\mathbb{C}(x)$ if and only if there exist integers $m_{1}, \ldots, m_{r}$, not all zero, with $\left|m_{i}\right| \leq M$ such that

$$
\begin{aligned}
\prod_{i=1}^{r}\left(P_{i}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right)\right)^{m_{ı}} & =R(x) \\
\quad \text { where } R(x) & \in \mathbb{C}(x) \text { and } \operatorname{deg}(R(x)) \leq M .
\end{aligned}
$$

Proof. If $\prod_{i=1}^{r}\left(P_{i}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right)\right)^{m_{i}}=R(x)$ as above, then the $P_{i}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right)$ are algebraically dependent. Conversely, if $P_{1}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right), \ldots, P_{r}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right)$ are algebraically dependent over $\mathbb{C}(x)$, then the Kolchin-Ostrowski Theorem [KO68] implies that there exist integers $m_{1}, \ldots, m_{r}$ not all zero such that

$$
\begin{equation*}
\prod_{l=1}^{r}\left(P_{l}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right)\right)^{m_{l}}=R(x) \tag{3.9.1}
\end{equation*}
$$

for some rational function $R(x) \in \mathbb{C}(x)$. Lemma 3.2 and Lemma 2.10(ii) imply that we can find $s, t, n_{i}$ and a finite set $\mathscr{S}$ depending only on $n, m, \mathscr{D}$ and $P_{1}, \ldots, P_{t}$ such that

$$
\frac{P_{l}^{\prime}}{P_{l}}=\sum_{i=1}^{t} \sum_{j=1}^{n_{i}} \frac{a_{i j l}}{\left(x-\alpha_{i l}\right)^{j}}+b_{s l} x^{s}+\cdots+b_{0 l}
$$

for $l=1, \ldots, r$ where $a_{i j l}, b_{s l} \in \mathscr{S}$. Let $R(x)=\prod_{i=1}^{d}\left(x-\gamma_{i}\right)^{\overline{m_{i}}}$.
Taking the logarithmic derivative of (3.9.1), we have

$$
\begin{align*}
\sum_{l=1}^{r} & m_{l}\left(\sum_{i=1}^{t} \sum_{j=1}^{n_{l}} \frac{a_{i j l}}{\left(x-\alpha_{i l}\right)^{j}}+b_{s l} x^{s}+\cdots+b_{0 l}\right)  \tag{3.9.2}\\
& =\sum_{i=1}^{d} \frac{\bar{m}_{i}}{\left(x-\gamma_{j}\right)}
\end{align*}
$$

Comparing positive powers of $x$, we have

$$
\begin{equation*}
\sum_{l=1}^{r} m_{l} b_{k l}=0 \tag{3.9.3}
\end{equation*}
$$

for $l=1, \ldots, r$. Let $\beta_{1}, \ldots, \beta_{q}$ be the distinct elements among the $\alpha_{i l}$ and $\gamma_{j}$. Fix some $\beta_{i}$, say $\beta_{1}$. Comparing coefficients of $\left(x-\beta_{1}\right)^{-1}$, we have

$$
\begin{equation*}
\sum_{l=1}^{r} \sum_{\alpha_{l l}=\beta_{1}} m_{l} a_{i 1 l}=\overline{m_{j}} \tag{3.9.4}
\end{equation*}
$$

where $\gamma_{j}=\beta_{1}$. Comparing coefficients of $\left(x-\beta_{1}\right)^{-j}, j>1$, we have for each such $j$

$$
\begin{equation*}
\sum_{l=1}^{r} \sum_{\alpha_{l l}=\beta_{1}} m_{l} a_{i j l}=0 \tag{3.9.5}
\end{equation*}
$$

We get similar equations for each $\beta_{i}$. Note that the formation of the equations (3.9.3), (3.9.4) and (3.9.5) depends firstly only on the partition of the elements $\alpha_{i j}$ and $\gamma_{i}$ (according to which are equal) and not on the particular values of the $\beta_{i}$ and secondly on a choice of the $a_{i j l}$ and $b_{j l}$ from the finite set $\mathscr{S}$. Furthermore, any choice of integers $m_{i}$ and $\bar{m}_{i}$ (not all zero) satisfying these equations will yield a solution of (3.9.1) (for a particular choice of $\alpha_{i j}$ and $\gamma_{i}$ ). Since there are only a finite number of partitions and only a finite number of choices for the $a_{i j l}$ and $b_{i j l}$, we can find an integer $M$ such that if there exist $m_{i}$ satisfying (3.9.1) for some $R(x)$, then there exist such $m_{i}$ with $\left|m_{i}\right| \leq M$.

We note that, unlike the previous lemmas and propositions, the hypotheses in Lemma 3.10 cannot be weakened to assume $L \in$ $\mathscr{L}(n, m, B)$ for some local bound $B$. An example showing that we need to know the exponents is $y^{\prime}-(\alpha / x) y=0$. Let $r=1, P_{1}=y$.

Letting $\alpha=(1 / m)$ shows that as $\alpha \rightarrow 0$ we must let $m \rightarrow \infty$ to guarantee $y^{m} \in \mathbb{C}(x)$. An example showing that we need to know the determining factors and not just a bound on their degrees is given by $y^{\prime \prime}-\left(\alpha_{1}+\alpha_{2}\right) y^{\prime}+\left(\alpha_{1} \alpha_{2}\right) y=0, \alpha_{1} \neq \alpha_{2} \in \mathbb{C}$. The solutions are $y_{1}=e^{\alpha_{1} x}, y_{2}=e^{\alpha_{2} x}$, so $\alpha_{1} x$ are determining factors at $\infty$. Letting $P_{1}=y_{1}, P_{2}=y_{2}$, and $\alpha_{2}=(1 / n) \alpha_{1}$, then $P_{1} P_{2}^{n} \in \mathbb{C}(x)$ with $n \rightarrow \infty$ and a suitable choice of the coefficient of the determining factors.
(c) Main Theorem. In this section we show that certain sets of linear differential equations are constructible. Throughout this section $C \subset$ $\mathbb{C}$ is a fixed algebraically closed field.

Proposition 3.11. Let $n$ and $m$ be integers and $B \geq 0$ a real number.
(i) Let $G$ be a linear algebraic group and $V$ a faithful $G$-module of dimension $n$ both defined over $C$. The set of $L \in \mathscr{L}(n, m, B)$ such that $\operatorname{Gal}(L) \subset G$ and $\operatorname{Soln}(L)$ is $\operatorname{Gal}(L)$-isomorphic over $C$ to $V$ is a $C$-constructible subset of $\mathscr{L}(n, m, B)$.
(ii) If $G$ is a finite group and $V$ a faithful $G$-module, then $\mathscr{L}(n, m, B, G, V)$ is $C$-constructible subset of $\mathscr{L}(n, m, B)$. Therefore, for any weak local data $\mathscr{W}, \mathscr{L}(n, m, \mathscr{W}, G, V)$ is a C-constructible set.

Proof. (i) We start with some notation. Let $f_{1}, \ldots, f_{t} \in$ $C\left[x_{11}, \ldots, x_{n n}\right]$ generate the ideal of polynomials vanishing on $G$. If we select enough generators, we may assume that the $C$-span $W$ of $f_{1}, \ldots, f_{t}$ is $G$-invariant under $\lambda_{g}(f)=f\left((g)^{-1} \cdot\left(x_{i j}\right)\right)$ and that $G=\left\{g \in \operatorname{GL}(n, \mathbb{C}) \mid \lambda_{g} W=W\right\}$. Let $Y=\left(Y_{i}^{(j)}\right)$ and $s=$ $\left(s_{i j}\right)$ where the $Y_{i}^{(j)}$ and the $s_{i j}$ are variables. For $r=1, \ldots, t$, let $F_{r}\left(Y_{i}^{(j)}, s_{i j}\right)=f_{r}\left(\left(Y^{-1} \cdot s\right)_{i j}\right)$. For $L(y) \in \mathscr{L}(n, m, B)$ and $y_{1}, \ldots, y_{n}$ a fundamental set of solutions of $L(y)=0$, let $\widetilde{Y}=\left(y_{i}^{(j)}\right)$ and $\widetilde{F}_{r}\left(s_{i j}\right)=F_{r}\left(y_{i}^{(j)}, s_{i j}\right)$ for $r=1, \ldots, t$. Note that the action of $g \in G$ on $\widetilde{Y}$ is given by $g(\widetilde{Y})=\widetilde{Y} \cdot\left(g_{i j}\right)$ for some $\left(g_{i j}\right) \in \operatorname{GL}(n, \mathbb{C})$.

We first note that $\widetilde{F}_{r}\left(y_{i}^{(j)}\right)=f_{r}(\mathrm{id})=0, r=1, \ldots, t$, where id is the identity matrix. Secondly, any $g \in \operatorname{Gal}(L)$ acts on the coefficients of $\widetilde{F}_{r}\left(s_{i j}\right)$ via

$$
\widetilde{F}_{r}^{g}\left(s_{i j}\right)=g\left(\widetilde{F}_{r}\left(s_{i j}\right)\right)=f_{r}\left(g\left(\left(y_{i}^{(j)}\right)^{-1}\right) \cdot\left(s_{i j}\right)\right)=\lambda_{g} f_{r}\left(\left(y_{i}^{(j)}\right)^{-1} \cdot\left(s_{i j}\right)\right) .
$$

Therefore, $\widetilde{F}_{r}^{g}\left(y_{i}^{(j)}\right)=f_{r}\left(g^{-1}\right)$. We claim that the $\mathbb{C}$-span $V$ of $\left\{\widetilde{F}_{1}, \ldots, \widetilde{F}_{t}\right\}$ is left invariant by $\operatorname{Gal}(L)$ if and only if $\operatorname{Gal}(L) \subset G$.

To see this first assume that $\operatorname{Gal}(L) \subset G$. For each $g \in \operatorname{Gal}(L)$, we have

$$
\widetilde{F}_{r}^{g}\left(s_{i j}\right)=\lambda_{g} f_{r}\left(\left(y_{i}^{(j)}\right)^{-1} \cdot\left(s_{i j}\right)\right)=\sum_{k} c_{r k}^{g} f_{k}\left(\left(y_{i}^{(j)}\right)^{-1} \cdot\left(s_{i j}\right)\right)
$$

for some $c_{i j}^{g}$ in $\mathbb{C}$, since the span of the $f_{i}$ is left invariant by $G$. Therefore $\widetilde{F}_{r}^{g}\left(s_{i j}\right)=\sum_{k} c_{r k}^{g} \widetilde{F}_{k}\left(s_{i j}\right)$. Now assume that $V$ is left invariant by $\operatorname{Gal}(L)$. This implies that $\widetilde{F}_{r}^{g}\left(s_{i j}\right)=\sum_{k} c_{r k}^{g} \widetilde{F}_{k}\left(s_{i j}\right)$ for some constants $c_{i j}^{g}$. Therefore $\widetilde{F}_{r}^{g}\left(y_{i}^{(j)}\right)=0$, so $f_{r}\left(g^{-1}\right)=0$ and $g$ is in $G$.

Therefore, to reach the desired conclusion we must show that the property "the $\mathbb{C}$-span $V$ of $\left\{\widetilde{F}_{1}, \ldots, \widetilde{F}_{t}\right\}$ is left invariant by $\operatorname{Gal}(L)$ " is $C$-constructible. To see this we consider each $F_{r}\left(Y_{i}^{(j)}, s_{i j}\right)$ as a polynomial in the $s_{i j}$ with coefficients in $C\left(Y_{i}^{(j)}\right)$. In such a polynomial the coefficient of each power product of the $s_{i j}$ is of the form $\left(\operatorname{det}\left(Y_{i}^{(j)}\right)\right)^{-N} q\left(Y_{i}^{(j)}\right)$, where $q$ is a polynomial. Therefore we may multiply the $F_{r}$ by a sufficiently high power of $\operatorname{det}\left(Y_{i}^{(j)}\right)$ and assume that these coefficients are differential polynomials in $C\left\{Y_{1}, \ldots, Y_{n}\right\}$. Assume that there are at most $M$ power products of the $s_{i j}$ in each $F_{r}$ and order these products in some manner. We may identify each $F_{r}$ with its vector of coefficients $\left(P_{r l}\right)_{1 \leq l \leq M}$, where each $P_{r l} \in$ $C\left\{Y_{1}, \ldots, Y_{n}\right\}$. Let $p_{r l}=P_{r l}\left\{y_{1}, \ldots, y_{n}\right)$. Note $\left(p_{r l}\right)$ is the vector of coefficients of $\widetilde{F}_{r}$. Let $P$ be the $t \times M$ matrix formed by these rows. Assume that the rank of $P$ is $t_{1}$ and let $Q=\left(q_{i j}\right)$ be the $t_{1} \times M$ matrix formed by using a maximal set of independent rows of $P$. Clearly $V$ is left invariant by $\operatorname{Gal}(L)$ if and only if for any $g \in \operatorname{Gal}(L)$ there is an $A_{g} \in \mathrm{GL}\left(t_{1}, \mathbb{C}\right)$ such that $g Q=A_{g} \cdot Q$. We shall show that this latter condition is $C$-constructible.

First note that Lemma 3.2 and Lemma 3.3 imply that there exist integers $\bar{n}$ and $\bar{m}$ and a local bound $\bar{B}$ (depending only on $n, m$ and $B$ ) and an element $\bar{L} \in \mathscr{L}(\bar{n}, \bar{m}, \bar{B})$ such that $\bar{L}\left(q_{i j}\right)=0$ for all entries $q_{i j}$ of $Q$. Let $\alpha$ be a point that is not a singular point of $\bar{L}$ (i.e. $\alpha$ is not a zero of the leading coefficient of $\bar{L}$ ), let $\nu_{j}=(j-1) \bar{n}$ and let $R=\sum_{j=1}^{M}(x-\alpha)^{\nu}, Q_{j}$ where $Q_{j}$ is the $j$ th column of $Q$. We claim that the entries of $R$ are linearly independent over $\mathbb{C}$. To see this, assume that we have $c_{i} \in \mathbb{C}, i=1, \ldots, t_{1}$, such that

$$
0=\sum_{i=1}^{t_{1}} c_{i}\left(\sum_{j=1}^{M}(x-\alpha)^{\nu_{\lrcorner}} q_{i j}\right)=\sum_{j=1}^{M}(x-\alpha)^{\nu_{\lrcorner}}\left(\sum_{i=1}^{t_{1}} c_{i} q_{i j}\right) .
$$

For each $j, \sum_{i=1}^{t_{1}} c_{i} q_{i j}$ is a solution of $\bar{L}(y)=0$ analytic at $\alpha$ which vanishes at $\alpha$ to order at most $\bar{n}-1$. Therefore the order of each non-zero term $(x-\alpha)^{\nu^{\prime}}\left(\sum_{i=1}^{t_{1}} c_{i} q_{i j}\right)$ is between $(j-1) \bar{n}$ and $j \bar{n}-1$. Since the sum of these terms is zero we must have each $\sum_{i=1}^{t_{1}} c_{i} q_{i j}=0$. Since the rows of $Q$ are linearly independent, we must have that each $c_{i}=0$.

We will now show that the statement that for any $g \in \operatorname{Gal}(L)$ there is an $A_{g} \in \mathrm{GL}\left(t_{1}, \mathbb{C}\right)$ such that $g Q=A_{g} \cdot Q$ is equivalent to the following:
(a) The entries of $R$ form a basis for the solution space of some $L$ in $\mathscr{L}(\tilde{n}, \tilde{m}, \widetilde{B})$ where $\tilde{n}, \tilde{m}, \widetilde{B}$ depend only on $n, m$ and $S$.
(b) $Q=W Z$ where $W=\left(R, R^{\prime}, \ldots, R^{\left(t_{1}-1\right)}\right)$ and $Z$ is a $t_{1} \times M$ matrix with entries that are rational functions (whose degrees can be a priori bounded in terms of $n, m$ and $B$ ).

Once we have shown this equivalence we will be done since Seidenberg's principle implies that (a) and (b) define $C$-constructible sets.

Let us start by assuming that for each $g \in G$ there is an $A_{g} \in$ $\mathrm{GL}\left(t_{1}, \mathbb{C}\right)$ such that $g Q=A_{g} \cdot Q$. Since $R=Q \cdot X$ where $X=$ $\left((x-\alpha)^{\nu_{1}}, \ldots,(x-\alpha)^{\nu_{t_{1}}}\right)^{T}$ we see that the entries of $R$ span a $\operatorname{Gal}(L)$ invariant space. Since these entries are linearly independent, Lemma 2.10(i), Lemma 3.2, Lemma 3.3, and Lemma 3.7 imply that there exist integers $\tilde{n}$ and $\tilde{m}$ and a local bound $\widetilde{B}$ (depending only on $n, m$ and $B$ ) such that these entries form a basis of the solution space of some $\widetilde{L} \in \mathscr{L}(\tilde{n}, \tilde{m}, \widetilde{B})$. Therefore (a) holds.

To see that (b) holds, let $g \in \operatorname{Gal}(L)$. Since $g R=g(Q \cdot X)=A_{g} R$, we have $g W=A_{g} W$. Since $W$ is the Wronskian matrix of the entries of $R, W$ is invertible. Therefore $Z=W^{-1} Q$ is left invariant by $\operatorname{Gal}(L)$ and its entries so must lie in $\mathbb{C}(x)$. Lemma 3.2, Lemma 3.3 and Proposition 2.11(i) imply that we can a priori bound the degrees of $Z$ in terms of $n, m$ and $B$ so (b) holds.

Conversely assume that (a) and (b) hold. (a) implies that for any $g \in \operatorname{Gal}(L)$ there exists an $A_{g} \in \operatorname{GL}\left(t_{1}, \mathbb{C}\right)$ such that $g R=A_{g} R$. From (b) we deduce that $g Q=A_{g} Q$.
(ii) Let $G$ be a finite group and $H_{1}, \ldots, H_{t}$ all the subgroups of $G$. We then have that

$$
\begin{aligned}
\mathscr{L}(n, m, B, G, V)= & \{L \in \mathscr{L}(n, m, B) \mid \operatorname{Gal}(L) \subset G\} \\
& -\bigcup_{i=1}^{t}\left\{L \in \mathscr{L}(n, m, B) \mid \operatorname{Gal}(L) \subset H_{l}\right\} .
\end{aligned}
$$

Since $C$-constructible sets form a boolean algebra, this latter set is a $C$-constructible subset of $\mathscr{L}(n, m, B)$.

Of course if $L \in \mathscr{L}(n, m, B, G, V)$ for a finite group $G$, all solutions of $L(y)=0$ will be algebraic so $L$ will have only regular singular points and rational exponents.

Proposition 3.12. Let $n$ and $m$ be integers and $B$ a real number. Let $G$ be a linear algebraic group with $G^{0}$ the connected component of the identity and $V$ a faithful $G$-module of dimension $n$, all defined over $C$. The set of $L$ in $\mathscr{L}(n, m, B)$ such that
(i) $\operatorname{Gal}(L) \subset G$ and $\operatorname{Soln}(L)$ is isomorphic to $V$ over $C$ as $\operatorname{Gal}(L)$-modules.
(ii) The map $\pi: G \rightarrow G / G^{0}$ is surjective when restricted to $\operatorname{Gal}(L)$ is a $C$-constructible subset of $\mathscr{L}(n, m, B)$.

Proof. Let $W$ be a faithful $G / G^{0}$-module. By Proposition 3.9 there exist $P_{1}, \ldots, P_{t} \in \mathbb{C}(x)\left\{Y_{1}, \ldots, Y_{n},\left(\operatorname{det}\left(Y_{i}^{(j)}\right)\right)^{-1}, C_{1}, \ldots, C_{N}\right\}$ such that if $L \in \mathscr{L}(n, m, B)$ and $\operatorname{Gal}(L) \subset G / G^{0}$ with $\operatorname{Soln}(L)$ isomorphic to $W$ as a $\operatorname{Gal}(L)$-module then for any basis $\left\{y_{1}, \ldots, y_{n}\right\}$ of $\operatorname{Soln}(L)$, there exist constants $c_{1}, \ldots, c_{N}$ such that

$$
P_{1}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right), \ldots, P_{t}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right)
$$

generate a $\operatorname{Gal}(L)$-module isomorphic to $W$. Furthermore, there exist $n^{\prime}, m^{\prime}, B^{\prime}$ depending only on $n, m, B$ and the $P_{i}$ such that $W=$ $\operatorname{Soln}\left(L^{\prime}\right)$ for some $L^{\prime} \in \mathscr{L}\left(n^{\prime}, m^{\prime}, B\right)$. Therefore (ii) is equivalent to: (ii') there exists a basis $\left\{y_{1}, \ldots, y_{n}\right\}$ and constants $c_{1}, \ldots, c_{N}$ such that $P_{1}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right), \ldots, P_{t}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right)$ is a basis of $\operatorname{Soln}\left(L^{\prime}\right)$ for some $L^{\prime} \in \mathscr{L}\left(n^{\prime}, m^{\prime}, B^{\prime}, G / G^{0}, W\right)$. Proposition 3.12 (i) implies that (i) above defines a $C$-constructible subset of $\mathscr{L}(n, m, B)$. Proposition 3.12(ii) implies that (ii') defines a $C$ constructible subset of $\mathscr{L}(n, m, B)$. Therefore Seidenberg's principle implies that the set defined in the proposition is a $C$-constructible set of $\mathscr{L}(n, m, B)$.

Proposition 3.13. Let $n$ and $m$ be integers and $B$ a real number. Let $G$ be a linear algebraic group, $G^{0}$ its connected component of the identity and $V$ a faithful $G$-module of dimension $n$, all defined over $C$. The set of $L \in \mathscr{L}(n, m, B)$ such that
(i) $\operatorname{Gal}(L) \subset G$ and $\operatorname{Soln}(L)$ is isomorphic to $V$ over $C$ as $\operatorname{Gal}(L)$-modules.
(ii) $\operatorname{Ker} X\left(G^{0}\right) \subset \operatorname{Gal}(L)$
is a $C$-constructible subset of $\mathscr{L}(n, m, B)$.
Proof. Proposition 3.11 implies that (i) defines a $C$-constructible subset of $\mathscr{L}(n, m, B)$ so we only need to show that under the assumption that (i) is true, condition (ii) defines a $C$-constructible subset of $\mathscr{L}(n, m, B)$. To see this, let $W$ be the faithful $G$-module guaranteed to exist by Proposition 2.9. Let $k=\operatorname{dim} W, r=$ $\operatorname{dim}\left(\mathrm{Ch}_{G^{0}}(W)\right)$, and let $s=\left[G: G^{0}\right]$. Let $V_{1}=V$ and $V_{2}=W$ and let $n_{2}, m_{2}, B_{2}$ and $P_{1}, \ldots, P_{k} \in \mathbb{C}(x)\left\{Y_{1}, \ldots, Y_{k},\left(\operatorname{det}\left(Y_{i}^{(j)}\right)\right)^{-1}\right.$, $\left.C_{1}, \ldots, C_{N}\right\}$ be the elements guaranteed to exist by Proposition 3.9. We will show that (assuming (i) holds) (ii) is equivalent to the following condition and that this condition defines a $C$-constructible subset of $\mathscr{L}(n, m, B)$ :
(ii') There exists a basis $\left\{y_{1}, \ldots, y_{n}\right\}$ of $\operatorname{Soln}(L)$ and constants $c_{1}, \ldots, c_{N}$ such that

$$
\left\{P_{1}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right), \ldots, P_{k}\left(y_{1}, \ldots, y_{n_{1}}, c_{1}, \ldots, c_{N}\right)\right\}
$$

forms the basis of $\operatorname{Soln}\left(L_{2}\right)$ for some $L_{2} \in \mathscr{L}\left(n_{2}, m_{2}, B_{2}\right)$ with
(a) $L_{2}(y)=L_{k-r}\left(L_{r}(y)\right)$ where $L_{k-r}(y)$ and $L_{r}(y)$ have coefficients in an algebraic extension of $\mathbb{C}(x)$ of degree $\leq s$.
(b) If $L_{2}(y)=0$ and $y^{\prime} / y$ is algebraic over $\mathbb{C}(x)$ of degree $\leq s$, then $L_{r}(y)=0$.
Assume (i) and (ii) hold so $\operatorname{Ker} X\left(G^{0}\right) \subset \operatorname{Gal}(L)$. Proposition 2.9 implies that $\mathrm{Ch}_{G^{0}}(W)=\mathrm{Ch}_{\operatorname{Gal}(L) \cap G^{0}}(W) . \mathrm{Ch}_{\operatorname{Gal}(L) \cap G^{0}}(W)$ is a $\operatorname{Gal}(L) \cap G^{0}$ invariant subspace of $W$ of dimension $r$ so Lemma 2.10(ii) implies that $L_{2}(y)=L_{k-r}\left(L_{r}(y)\right)$ where

$$
\operatorname{Soln}\left(L_{r}\right)=\mathrm{Ch}_{\operatorname{Gal}(L) \cap G^{0}}(W),
$$

and $L_{k-r}$ and $L_{r}$ have coefficients in the fixed field of $\operatorname{Gal}(L) \cap G^{0}$. Since $\left[\operatorname{Gal}(L): \operatorname{Gal}(L) \cap G^{0}\right] \leq\left[G: G^{0}\right]$, this fixed field is an algebraic extension of $\mathbb{C}(x)$ of degree at most $s$. Therefore (a) is true. If $L_{2}(y)=0$ and $y^{\prime} / y$ is algebraic over $\mathbb{C}(x)$, then $y^{\prime} / y$ is left fixed by $\operatorname{Gal}(L)^{0}$. Since $\operatorname{Ker} X\left(G^{0}\right) \subset \operatorname{Gal}(L)^{0}$ we have $\mathrm{Ch}_{\operatorname{Gal}(L)^{0}}(W)=$ $\mathrm{Ch}_{G^{0}}(W)=\mathrm{Ch}_{\operatorname{Gal}(L) \cap G^{0}}(W)$. Therefore $y \in \mathrm{Ch}_{\operatorname{Gal}(L) \cap G^{0}}(W)$ so $L_{r}(y)$ $=0$.

Now assume (i) and (ii') hold. We will show $\mathrm{Ch}_{\operatorname{Gal}(L) \cap G^{0}}(W)=$ $\mathrm{Ch}_{G^{0}}(W)$ so by Proposition 2.9, $\operatorname{Ker} X\left(G^{0}\right) \subset \operatorname{Gal}(L)$. Let $t=$ $\operatorname{dim} \mathrm{Ch}_{\operatorname{Gal}(L) \cap G^{0}}(W)$ and let $\left\{\tilde{y}_{1}, \ldots, \tilde{y}_{t}\right\}$ be a basis of $\mathrm{Ch}_{\operatorname{Gal}(L) \cap G^{0}}(W)$ where each $\tilde{y}_{i}$ spans a $\operatorname{Gal}(L) \cap G^{0}$-invariant subspace of $W$. For each $i, \tilde{y}_{i}^{\prime} / \tilde{y}_{i}$ will be $\operatorname{Gal}(L) \cap G^{0}$-invariant and so be algebraic over
$\mathbb{C}(x)$ of degree at most $s$. Therefore (b) implies that each $\tilde{y}_{i}$ satisfies $L_{r}\left(\tilde{y}_{i}\right)=0$. This implies $t \leq r$. Since $\operatorname{Gal}(L) \cap G^{0} \subset G^{0}$, we have $\mathrm{Ch}_{G^{0}}(W) \subset \mathrm{Ch}_{\operatorname{Gal}(L) \cap G^{0}}(W)$ so we must have $t=r$ and $\mathrm{Ch}_{G^{0}}(W)=\mathrm{Ch}_{\operatorname{Gal}(L) \cap G^{0}}(W)$.

Therefore, assuming (i), (ii) and (ii') are equivalent. To see that (ii') is a $C$-constructible subset of $\mathscr{L}(n, m, B)$ note that Lemma 3.7 implies that there exists an $M$ depending only on $n_{2}, m_{2}$ and $B_{2}$ (and so only on $N, m$ and $B$ ) such that the coefficients of $L_{k-r}$ and $L_{r}$ satisfy irreducible polynomials over $\mathbb{C}(x)$ whose coefficients are quotients of polynomials of degree $\leq M$. Furthermore Lemma 3.4(ii) implies that there exists an $\widetilde{M}$ such that if $y$ is as in (b) then $y^{\prime} / y$ will satisfy an irreducible polynomial whose coefficients are quotients of polynomials of degree $\leq \widetilde{M}$. Using Seidenberg's principle we see that (ii') defines a $C$-constructible set.

Theorem 3.14. Let $n$ and $m$ be integers and $B$ a real number. Let $G$ be a linear algebraic group, $G^{0}$ its connected component of the identity and $V$ a faithful $G$-module of dimension $n$, all defined over $C$. The set of $L \in \mathscr{L}(n, m, B)$ such that
(i) $\operatorname{Gal}(L) \subset G$ and $\operatorname{Soln}(L)$ is isomorphic to $V$ over $C$ as $\operatorname{Gal}(L)$-modules.
(ii) $\pi: G \rightarrow G / G^{0}$ is surjective when restricted to $\operatorname{Gal}(L)$.
(iii) $\operatorname{Ker} X\left(G^{0}\right) \subset \operatorname{Gal}(L)$
is a $C$-constructible subset of $\mathscr{L}(n, m, B)$. Therefore, if $G^{0}=$ $\operatorname{Ker} X\left(G^{0}\right)$ and $\mathscr{W}$ is weak local data, then the set of $L \in$ $\mathscr{L}(n, m, \mathscr{W}, G, V)$ is a $C$-constructible set.

Proof. The first statement follows from Propositions 3.12 and 3.13. To prove the second statement, note that if $\operatorname{Ker} X\left(G^{0}\right)=G^{0}$, then conditions (i), (ii), (iii) imply that $\operatorname{Gal}(L)=G . \mathscr{L}(n, m, \mathscr{W})$ is always $C$-constructible so the conclusion follows.

We note that the condition $\operatorname{Ker} X\left(G^{0}\right)=G^{0}$, is equivalent to the condition that $R_{u}\left(G^{0}\right)=R\left(G^{0}\right)$. To see this note that Lemma 2.4 implies that $\operatorname{Ker} X\left(G^{0}\right)=R_{u}(G) \rtimes(P, P)$ for some Levi factor $P$ of $G^{0}$. Therefore if $G^{0}=\operatorname{Ker} X\left(G^{0}\right)$ then $G^{0} / R_{u}\left(G^{0}\right)$ is semisimple so $R_{u}\left(G^{0}\right)=R\left(G^{0}\right)$. Conversely, assume $R_{u}\left(G^{0}\right)=R\left(G^{0}\right)$. Any character $\chi$ of $G^{0}$ is trivial on $R_{u}\left(G^{0}\right)$ so becomes a character on $G^{0} / R_{u}\left(G^{0}\right)$. Since $R_{u}\left(G^{0}\right)=R\left(G^{0}\right), G^{0} / R_{u}\left(G^{0}\right)$ is semisimple so $\chi$ is trivial on $G^{0} / R_{u}\left(G^{0}\right)$ as well. Therefore any character of $G^{0}$ is trivial, i.e., $G^{0}=\operatorname{Ker} X\left(G^{0}\right)$. Examples of groups satisfying
$R_{u}\left(G^{0}\right)=R\left(G^{0}\right)$ are finite groups and groups where $G^{0}$ is semisimple or unipotent.

We also note that $\mathscr{L}(n, m, B)$ is a real semi-algebraic set when we identify $\mathbb{C}$ with $\mathbb{R}^{2}$. Therefore the set defined by (i), (ii) and (iii) in Proposition 3.13 is a real semi-algebraic set.

Finally we note here that the last part of Theorem 3.14 is not true in general without some assumption on $G$. The following example (due to Deligne) shows that for $G=\mathbb{C}^{*} \rtimes(\mathbb{Z} / 2 \mathbb{Z})$ there is a $G$-module $V$, integers $n$ and $m$ and local data $\mathscr{D}$ such that $\mathscr{L}(n, m, \mathscr{D}, G, V)$ is not constructible. This example is constructed by first constructing a differential equation on a torus (with differential Galois group $\mathbb{C}^{*}$ ) and then projecting onto the Riemann Sphere.

Let $E$ be an elliptic curve. Given any two points $p$ and $q$ on $E$, there exists a holomorphic 1 -form $\omega$ with poles only at $p$ and $q$ and at these points the poles are simple with residues -1 and +1 respectively ([FO81], Corollary 18.12, p. 152). Any two such 1 -forms differ by a holomorphic 1 -form, so there is a one-parameter family of such forms. If we fix $p$ to be $O$, the identity element in the group structure of $E$ and let $q$ be a variable point, we get a two parameter family of forms $\omega(q, t)$.

Consider the family of differential equations

$$
\begin{equation*}
\frac{d Z}{Z}=\omega(q, t) \tag{3.14.1}
\end{equation*}
$$

parameterized by $q$ and $t$. Assume that for some fixed $q \in E$ and $t \in$ $\mathbb{C}$ this has a solution $Z=z(x)$ algebraic over $\mathbb{C}(E)$, the function field of $E$. Since $z^{\prime} / z$ will be in $\mathbb{C}(E)$, the Kolchin-Ostrowski Theorem [KO68] implies that $z^{N} \in \mathbb{C}(E)$ for some $N \in \mathbb{Z}-\{0\}$. The divisor of $z^{N}$ will be $-N \cdot O+N \cdot q$. Abel's Theorem implies that such a divisor is the divisor of a meromorphic function if and only if $-N \cdot O+N \cdot q=$ $O$ where + is now interpreted as addition on $E$ ([FO81], 20.8, p. 165). Therefore, if equation (3.14.1) has a solution, algebraic over $\mathbb{C}(E)$, for some $t$, then $q$ must be a point of finite order in $E$. Conversely, if $q$ is a point of order $N$ in $E$, let $w \in \mathbb{C}(E)$ be a function whose divisor is $-N \cdot O+N \cdot q$ and let $z=\sqrt[v]{w}$. One sees that $z$ is a solution of (3.14.1) for some (unique) value of $t$. Therefore the set $A$ of $(q, t) \in E \times \mathbb{C}$ such that (3.14.1) has an algebraic solution is not a constructible set since the points of finite order on $E$ are not constructible. If $(q, t) \notin A$, then a solution $z$ of (3.14.1) is transcendental over $\mathbb{C}(E)$. Since such a solution satisfies $z^{\prime} / z \in \mathbb{C}(E)$, the Galois group is $\mathbb{C}^{*}$. Furthermore note that (3.14.1)
has only regular singular points and that the exponents of (3.14.1) are $\{ \pm 1\}$ independent of $q$ and $t$. We therefore have an example of a parameterized family of equations on $E$, with regular singular points and fixed exponents, which for almost all parameters has Galois group $\mathbb{C}^{*}$ but such that the set of parameters corresponding to equations with Galois group $\mathbb{C}^{*}$ is not constructible.

One can project this example down to the Riemann Sphere. If one considers $E$ as a two sheeted cover of $\mathbb{P}^{1}$ then the Galois group of $\mathbb{C}(E)$ over $\mathbb{C}(x)$ is $\mathbb{Z} / 2 \mathbb{Z}$. Let $\sigma$ be a generator of this group and $z_{1}=e^{\int \omega}$ be a multivalued solution of (3.14.1). Let $z_{2}=e^{\int \sigma(\omega)}$. We then have that $L(Y)=\operatorname{Wr}\left(Y, z_{1}, z_{2}\right) / \operatorname{Wr}\left(z_{1}, z_{2}\right)$ is a parameterized family of second order linear differential equations with coefficients that are meromorphic functions on the Riemann Sphere (i.e., rational functions). $L(Y)$ is parameterized by the projection $\pi(q)$ and $t$. Its Galois group will generically be $\mathbb{C}^{*} \rtimes \mathbb{Z} / 2 \mathbb{Z}$ and will be finite (for some value of $t$ ) if and only if $\pi(q)$ lies under a point of finite order. This family will have regular singular points with fixed exponents $\mathscr{D}$ and so the set $\mathscr{L}\left(2, m, \mathscr{D}, \mathbb{C}^{*} \rtimes \mathbb{Z} / 2 \mathbb{Z}, \mathbb{C}^{2}\right)$ is not $C$-constructible.

Note that in the above example the action of $\mathbb{Z} / 2 \mathbb{Z}$ on $\mathbb{C}^{*}$ is not trivial. We show in Theorem 3.16 that if the action of $G / G^{0}$ on $G^{0} / \operatorname{Ker} X\left(G^{0}\right)$ is trivial, one can indeed extend Theorem 3.14 and show that for fixed $n, m$ and local data $\mathscr{D}$, the set $\mathscr{L}(n, m, \mathscr{D}, G, V)$ is $C$-constructible. We note that it is not enough to fix a local bound $B$ or weak local data $\mathscr{W}$ but rather one must fix local data $\mathscr{D}$ to make this result true. To see this consider again the example $L_{\alpha}(y)=y^{\prime}-(\alpha / x) y=0, \alpha \in \mathbb{C}$. For any $B$, the set of $\alpha$ such that $|\operatorname{Re} \alpha| \leq B$ and $\operatorname{Gal}\left(L_{\alpha}\right)=\mathbb{C}^{*}$ is not a constructible set of the parameter space. Even if we fix the exponents, one must know the determining factors and not just a bound on their degrees. To see this consider again $L_{\alpha_{1}, \alpha_{2}}(y)=y^{\prime \prime}-\left(\alpha_{1}+\alpha_{2}\right) y^{\prime}+\alpha_{1} \alpha_{2} y, \alpha_{1}, \neq \alpha_{2} \in \mathbb{C}$. $\operatorname{Gal}\left(L_{\alpha_{1}, \alpha_{2}}\right)=\mathbb{C}^{*} \times \mathbb{C}^{*}$ if and only if $\alpha_{1}$ and $\alpha_{2}$ are linearly independent over $\mathbb{Q}$ but the only singular points is infinity and there the determining factors have degree 1 .

To prove Theorem 3.16 we need the following technical lemma. Let $G$ be a linear algebraic group. $\operatorname{Ker} X\left(G^{0}\right)$ is not only a normal subgroup of $G^{0}$, but it is also normal in $G$. We therefore have the following exact sequence

$$
1 \rightarrow G^{0} / \operatorname{Ker} X\left(G^{0}\right) \rightarrow G / \operatorname{Ker} X\left(G^{0}\right) \rightarrow G / G^{0} \rightarrow 1
$$

Since $G^{0} / \operatorname{Ker} X\left(G^{0}\right)$ is abelian, this sequence defines an action of $G / G^{0}$ on $G^{0} / \operatorname{Ker} X\left(G^{0}\right)$.

Lemma 3.15. (i) Let

$$
1 \rightarrow K \rightarrow G \xrightarrow{\pi} Q \rightarrow 1
$$

be an exact sequence of linear algebraic groups where $K$ is abelian and $Q$ is finite. If the action of $Q$ on $K$ is trivial, then $G=H \cdot K$ where $H$ is a finite normal subgroup of $G$.
(ii) If $G$ is a linear algebraic group and $G / G^{0}$ acts trivially on $G / \operatorname{Ker} X\left(G^{0}\right)$ then there is a surjective map $\phi: G \rightarrow T$ where $T$ is a torus and $\operatorname{dim} T=\operatorname{dim} G^{0} / \operatorname{Ker} X(G)$.

Proof. (i) $G=H \cdot G^{0}$ for some finite subgroup $H$ of $G$ ([WE73], p. 142). Since $Q$ is finite, $G^{0} \subset K$ so $G=H \cdot K$ as well. Since the action of $Q$ on $K$ is trivial, $K$ is central so $H$ is normal.
(ii) Write $G / \operatorname{Ker} X\left(G^{0}\right)$ as $H \cdot K, K=G^{0} / \operatorname{Ker} X\left(G^{0}\right)$ and $H$ is finite and normal. Let $\psi: G / \operatorname{Ker} X\left(G^{0}\right) \rightarrow H \cdot K / H=K / K \cap H$. Note that $K / K \cap H=T$ is a torus and, since $\operatorname{Ker} \psi$ is finite, $\operatorname{dim} T=$ $\operatorname{dim} G^{0} / \operatorname{Ker} X\left(G^{0}\right)$. Let $\phi=\psi \circ \pi$ where $\pi: G \rightarrow G / \operatorname{Ker} X\left(G^{0}\right)$ is the canonical projection.

Theorem 3.16. Let $n$ and $m$ be integers and $\mathscr{D}$ local data defined over $C$. Let $G$ be a linear algebraic group, $G^{0}$ its connected component of the identity and $V$ a faithful $G$-module, all defined over $C$. If $G / G^{0}$ acts trivially on $G / \operatorname{Ker} X\left(G^{0}\right)$, then $\mathscr{L}(n, m, \mathscr{D}, G, V)$ is $C$-constructible.

Proof. Let $\psi: G \rightarrow T$ be the map defined in Lemma 3.15(ii). Let $\operatorname{dim} T=k$ and let $\chi=\left(\chi_{1}, \ldots, \chi_{t}\right)$ be an isomorphism of $T$ with $\left(\mathbb{C}^{*}\right)^{t}$. Note that the $\chi_{i}$ are multiplicatively independent characters of $G$. Proposition 3.9 gives us polynomials $P_{1}, \ldots, P_{t}$ in $\mathbb{C}(x)\left\{Y_{1}, \ldots, Y_{n},\left(\operatorname{det}\left(Y_{i}^{(j)}\right)\right)^{-1}, C_{1}, \ldots, C_{N}\right\}$ such that if $\operatorname{Gal}(L) \subset G$ and $\left\{y_{1}, \ldots, y_{n}\right\}$ is a basis for $\operatorname{Soln}(L)$ then there exist constants $c_{1}, \ldots, c_{N}$ such that for each $i, i=1, \ldots, t$, $P_{i}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right)$ spans a one dimensional $\operatorname{Gal}(L)$ module corresponding to $\chi_{1}$. Let $\mathscr{S}$ be the set of $L \in \mathscr{L}(n, m, \mathscr{D})$ such that
(i) $\operatorname{Gal}(L) \subset G$ and $\operatorname{Soln}(L)$ is a $\operatorname{Gal}(L)$-module isomorphic to $V$.
(ii) $\operatorname{Ker} X\left(G^{0}\right) \subset G$
(iii) $\pi: G \rightarrow G / G^{0}$ maps $\operatorname{Gal}(L)$ surjectively onto $G / G^{0}$.
(iv) There exists a basis $\left\{y_{1}, \ldots, y_{n}\right\}$ of $\operatorname{Soln}(L)$ and constants $c_{1}, \ldots, c_{N}$ such that $p_{1}=P_{1}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right), \ldots, p_{t}=$ $P_{t}\left(y_{1}, \ldots, y_{n}, c_{1}, \ldots, c_{N}\right)$ are algebraically independent.

We claim that $\mathscr{S}=\mathscr{L}(n, m, \mathscr{D}, G, V)$. If $L \in \mathscr{L}(n, m, \mathscr{D}, G, V)$ then $\operatorname{Gal}(L)=G$ so (i), (ii) and (iii) obviously hold. Furthermore, each $p_{i}$ spans a one dimensional $G$-space corresponding to $\chi_{i}$. If the $p_{i}$ are algebraically dependent, then the Kolchin-Ostrowski Theorem implies that $p_{1}^{m_{1}} \cdots \cdots p_{t}^{m_{t}}=1$ for some integers $m_{i}$ not all zero. This in turn implies $\chi_{1}^{m_{1}} \cdots \cdots \chi_{t}^{m_{t}}=1$, contradicting the multiplicative independence of the $\chi_{i}$.

Conversely, assume (i), (ii), (iii) and (iv) hold. For $g \in \operatorname{Gal}(L)$, $g\left(p_{i}\right)=\chi_{i}(g) p_{i}$. Therefore each $p_{i}$ is in the fixed field $K_{0}$ of $\operatorname{Ker} X\left(G^{0}\right)$ (which is a subgroup of $\operatorname{Gal}(L)$ by (ii)). The Galois group of $K_{0}$ over $\mathbb{C}(z)$ is $\operatorname{Gal}(L) / \operatorname{Ker} X\left(G^{0}\right)$. Since the $\rho_{i}$ are algebraically independent, tr.deg. $\mathbb{C}_{(z)} K_{0} \geq t$, so $\operatorname{dim}_{\mathbb{C}}\left(\operatorname{Gal}(L) / \operatorname{Ker} X\left(G^{0}\right)\right) \geq t$. Since $\operatorname{Gal}(L)^{0} \subset G^{0}$ and $\operatorname{dim}_{\mathbb{C}}\left(G^{0} / \operatorname{Ker} X\left(G^{0}\right)\right)=t$, we have $\operatorname{Gal}(L)^{0}$ $=G^{0}$. By (iii) we have $\operatorname{Gal}(L)=G$.

All that remains is to show that (i)-(iv) define a $C$-constructible set. Theorem 3.14 implies that (i)-(iii) define a constructible set. To see that in addition (iv) defines a $C$-constructible set first note that since (i) holds, each $p_{i}$ spans a one dimensional $\chi_{i}$-space so $p_{i}^{\prime} / p_{i} \in$ $\mathbb{C}(x)$. Proposition 3.11 implies that there exists an $M$ depending only on $n, m$ and $\mathscr{D}$ such that the $p_{i}$ are algebraically dependent if and only if $\prod_{i=1}^{t} p_{i}^{m_{t}}=R(x)$ for some integers $m_{i}$, not all zero, with $\left|m_{i}\right| \leq M$ and rational function $R(x)$ that is the quotient of polynomials of degrees at most $M$. This implies that "the $p_{i}$ are algebraically dependent" is a $C$-constructible condition. Seidenberg's principle implies that $\mathscr{L}(n, m, \mathscr{D}, G, V)$ is $C$-constructible.

Note that if $G / G^{0}$ does not act trivially on $G^{0} / \operatorname{Ker} X\left(G^{0}\right)$ then we can still produce $p_{1}, \ldots, p_{t}$ in the Picard-Vessiot extension of $\mathbb{C}(x)$ corresponding to $L$ such that each $p_{i}^{\prime} / p_{i}$ is left fixed by $G^{0}$ (but not necessarily by $G$ ). As Deligne's example shows, Proposition 3.11 is no longer true if $\mathbb{C}(x)$ is replaced by an algebraic extension of $\mathbb{C}(x)$. Therefore, we are forced to have some hypothesis on $G$ in Theorem 3.16 because for a non-trivial algebraic extension $K$ of $\mathbb{C}(x)$ the condition " $p_{i}^{\prime} / p_{i} \in K$ for $i=1, \ldots, t$ and $p_{1}, \ldots, p_{t}$ are algebraically independent" is no longer constructible.

Theorem 3.16 implies that if $G$ is connected then $\mathscr{L}(n, m, \mathscr{D}, G, V)$ is a $C$-constructible set. Deligne's example again
shows that this result does not extend when we consider differential equations over Riemann surfaces of genus $\geq 1$ instead of the Riemann sphere. The reason is the same as above.

## 4. Applications.

a. Finite Galois groups. In this section we show how our results combined with results of Katz and Dwork imply that if $G$ is a finite group then the dimension of the set linear differential equations of order $n$ with $k$ distinct regular singular points, fixed exponents and Galois group $G$ is a constructible set of dimension at most $k$. We shall show that if one furthermore fixes the singular points as well, then this set is finite. We thank B. Dwork for pointing out how the arguments of [DW90b] can be used to prove this result.

We first review some facts about differential operators in characteristic $p$ (cf. [KA70], [HO81], [DW90]). Let $K$ be a field of characteristic $p$ and let $L=D^{n}+a_{n-1} D^{n-1}+\cdots+a_{0}$ be a differential operator with coefficients in $K(x), D=\frac{d}{d x}$. We say that $L$ has nilpotent $p$ curvature if $D^{p \mu} \in K(x)[D] L$ for some positive integer $\mu$. One can define regular singular points and exponents as in the characteristic 0 case (using Fuchs' criteria). It is known ([KA70], [HO81]) that if $L$ has nilpotent $p$-curvature then it has only regular singular points and its exponents are in $\mathbb{F}_{p}=\mathbb{Z} / p \mathbb{Z}$. Fix integers $n$ and $k$ and consider the set $V_{N}^{p}$ of operators having order $n, k+1$ regular singular points (including $\infty$ ) and nilpotent $p$-curvature. Note that Fuchs' relation implies that there is a bound $m$, depending on $n$ and $k$, such that the coefficients of $L$ are quotients of polynomials of degrees $\leq m$. We denote a point in $V_{N}^{p}$ by ( $\gamma, \nu$ ) where $\gamma$ is the vector of $k$ finite singular points and $\nu$ is the vector of remaining parameters. Dwork [DW90] showed that $V_{N}^{p}$ is a constructible set and that if $(\gamma, \nu) \in V_{N}^{p}$, then $\nu$ is integral over $\mathbb{F}_{p}[\gamma]$.

Finally, we need the following facts. Let $F$ be a number field and $L$ a differential operator with coefficients in $F(x)$. For almost all primes $\mathfrak{p}$ of $F$ we can reduce the coefficients of $L \bmod \mathfrak{p}$ and get an operator $L_{\mathfrak{p}}$ with coefficients in $F_{\mathfrak{p}}(x)$, where $F_{\mathfrak{p}}$ is the residue field of $\mathfrak{p}$. It is known (cf. [KA70], [HO81]) that if $L(y)=0$ has $n$ linearly independent solutions algebraic over $F(x)$, then for almost all primes $\mathfrak{p}, L_{\mathfrak{p}}(y)=0$ has $n$ linearly independent solutions in $F_{\mathfrak{p}}(x)$ and that this implies that $L_{\mathfrak{p}}$ has nilpotent $p$-curvature.

To prove our assertion, we may assume that one of the singular points is always $\infty$. Let $\mathscr{F}$ be the set of linear differential equa-
tions of order $n$ with $k+1$ distinct regular singular points (including $\infty)$, fixed exponents, and Galois group $G$. We will show that the dimension of $\mathscr{F}$ is at most $k$. We may further assume that the representation of $G$ is fixed, since $G$ has only a finite number of inequivalent representations of any finite dimension. Therefore $\mathscr{F}$ is a constructible subset of $\mathscr{L}(m, n, S, G, V)$ for some $m, S$ and $V$. As in the characteristic $p$ case, we associate an element $L \in \mathscr{F}$ with $(\gamma, \nu)$ where $\gamma$ is the vector of $k$ finite singular points and refer to $L$ as $L_{\gamma, \nu}$. Let $(\gamma, \nu)$ be a generic point of some irreducible components of $\mathscr{F}$. We shall show that there is a constructible set $V$ defined over $\mathbb{Q}$ with $(\gamma, \nu) \in V$ such that, for almost all primes $p, V_{p}$, the $\bmod p$ reduction of $V$, lies in $V_{N}^{p}$. Since for almost all $p$, the dimension of $V_{p}$ is the same as the dimension of $V$, the result of Dwork quoted above shows that $\nu$ is algebraic over $\mathbb{Q}[\gamma]$, so $\operatorname{dim} \mathscr{F} \leq k$. Furthermore, if the singular points are fixed, there can be only finitely many such $\nu$.

To produce the desired constructible set $V$ we first consider the following set. For fixed $m, n$ and $M$, let $V_{n, m, M}$ be the set of elements $(a, c)$ where $a=\left(a_{i j}\right), c=\left(c_{i j l}\right)$ such that
(i) for $i=1, \ldots, n, f_{i}=\sum_{j=0}^{M} \sum_{l=0}^{M} c_{i j l} x^{j} y^{l}$ is irreducible in $\mathbb{C}[x, y]$,
(ii) $f_{i}(y)=0$ implies that $L_{a}(y)=\sum_{j=0}^{n} \sum_{i=0}^{m} a_{i j} x^{i} y^{(j)}=0$, and
(iii) There exist $y_{1}, \ldots, y_{n}$ such that $f_{i}\left(y_{i}\right)=0$ and $\operatorname{Wr}\left(y_{1}, \ldots, y_{n}\right)$ $\neq 0$.
$V_{n, m, M}$ is a $\mathbb{Q}$-constructible set. Furthermore, there exists a $p_{0}$ such that for any prime $p>p_{0}$ we have $(\tilde{a}, \tilde{c}) \in\left(V_{n, m, M}\right)_{p}$ the $\bmod p$ reduction of $V_{n, m, M}$ if and only if conditions (i), (ii) and (iii) hold over $\mathbb{F}_{p}(\tilde{a}, \tilde{c})(x)$ (where $\mathbb{C}[x, y]$ is replaced by $K[x, y], K$ being the algebraic closure of $\left.\mathbb{F}_{p}(\tilde{a}, \tilde{c})\right)$, that is, $(\tilde{a}, \tilde{c}) \in\left(V_{n, m, M}\right)_{p}$ if and only if $L_{\tilde{a}}(y)=0$ has $n$ independent solutions in some algebraic extension of $\mathbb{F}_{p}(\tilde{a}, \tilde{c})(x)$. For $(a, c) \in V_{n, m, M}$, define $\pi(a, c)=a$. Let $V=\pi\left(V_{n, m, M}\right)$. For sufficiently large $p$, we have $V_{p}$, the $\bmod p$ reduction of $V$, is the same as $\pi\left(\left(V_{n, m, M}\right)_{p}\right)$. Therefore any point in $V_{p}$ corresponds to a linear differential equation having only algebraic solutions and so, as noted above, it must have nilpotent $p$-curvature. Therefore $V_{p} \subset V_{N}^{p}$. Since $(\gamma, \nu) \in V$, we have produced the desired constructible set $V$.
b. The inverse problem. In this section we show (Theorem 4.3) that for any linear algebraic group $G$ defined over an algebraically
closed field $C \subset \mathbb{C}$ and a faithful $n$-dimensional $G$-module $V$, there exists an integer $m$ and local data $\mathscr{D}$ defined over $C$ such that $\mathscr{L}(n, m, \mathscr{D}, G, V)$ is not empty. In fact, we will select $\mathscr{D}$ having no determining factors, so any $L \in \mathscr{L}(n, m, \mathscr{D}, G, V)$ is of fuchsian type, that is, will have only regular singular points. When $G$ has the property that $G / G^{0}$ acts trivially on $G^{0} / \operatorname{Ker} X\left(G^{0}\right)$, Theorem 3.16 implies that $\mathscr{L}(n, m, \mathscr{D}, G, V)$ is a $C$-constructible set and the Hilbert Nullstellensatz implies that $\mathscr{L}(n, m, S, G, V)$ contains a point with coefficients in $C$. This allows us to show that for any algebraically closed field $C$ of characteristic zero and connected linear algebraic group defined over $C$, there is a Picard-Vessiot extension of $C(x)$ having $G$ as its Galois group (Theorem 4.4).

The proof of Theorem 4.3 follows ideas presented in [TT79]. In that paper the authors show that any linear algebraic group $G \subset \mathrm{GL}(n, \mathbb{C})$ is the Galois group of a Picard-Vessiot extension of $\mathbb{C}(x)$. To do this, they select a finitely generated Zariski dense subgroup $G^{*}$ of $G$ and use the solution of Hilbert's Twenty-First Problem [KAT79] to conclude that there is a homogeneous linear differential equation $L(y)=0$ of fuchsian type whose monodromy group is given by $G^{*}$. For equations of fuchsian type, the monodromy group is Zariski dense in the Galois group, so the Galois group must be $G$ [TT79]. Since their proof relies heavily on analytic techniques, it does not immediately apply to fields of the form $C(x)$, where $C$ is any algebraically closed field of characteristic zero, but the machinery developed above will allow us to transfer their result to such fields. The following two lemmas allow us to modify the argument of [TT79] to insure that the differential equation produced via the solution of Hilbert's TwentyFirst Problem has exponents in a designated field $C$.

Lemma 4.1. Let $G \subset \operatorname{GL}(n, C)$ be a connected solvable linear algebraic group defined over an algebraically closed field $C \subset \mathbb{C}$. There exists a finite set $X=\left\{g_{1}, \ldots, g_{t}\right\} \subset G$, such that
(i) The subgroup generated by $X$ is Zariski dense in $G$,
(ii) $\prod_{i=1}^{t} g_{i}=1$,
(iii) For any $g \in X$, the eigenvalues of $g$ are of the form $e^{2 \pi i \zeta}$ with $\zeta \in C$.

Proof. Since $G$ is connected and solvable, we may assume that the elements of $G$ have been simultaneously triangularized and that $G=T \cdot U$, where $T$ is a maximal torus and $U$ is unipotent. All elements of $U$ satisfy (iii). Inductively choose $g_{1}, g_{2}, \cdots \in U$ such
that the Zariski closure of the group generated by $g_{1}, \ldots, g_{i}$ has dimension $i \leq$ dimension of $U$. In this way we can find $g_{1}, \ldots, g_{s}$ that generate a group that is Zariski dense in $U$. We next consider $T \subset D(n, C)$, the group of diagonal elements of $\mathrm{GL}(n, C)$. Assume $T$ has dimension $r$. Let $\chi_{i}$ be the character on $D(n, C)$ that picks out the $i$ th diagonal element. There exist ([HUM81], p. 104) characters $\varphi_{j}=\prod_{i=1}^{n} \chi_{i}^{n_{t /}}$, with $n_{i j} \in \mathbb{Z}$ and $j=1, \ldots, r$ such that $\Phi=\left(\varphi_{1}, \ldots, \varphi_{r}\right)$ maps $T$ isomorphically onto $\left(\mathbb{C}^{*}\right)^{r}$. Let $\zeta_{1}, \ldots, \zeta_{r} \in \overline{\mathbb{Q}}$ be linearly independent over $\mathbb{Q}$. We then have that $a=\left(e^{2 \pi i \zeta_{1}}, \ldots, e^{2 \pi i \zeta_{r}}\right)$ generates a Zariski dense subgroup of $\left(\mathbb{C}^{*}\right)^{r}$, since $\chi(a) \neq 1$ for any character on $\left(\mathbb{C}^{*}\right)^{r}$. Therefore, $g_{s+1}=\Phi^{-1}(a)$ is an element of $T$ satisfying (iii) that generates a Zariski dense subgroup of $T$. We have now constructed $g_{1}, \ldots, g_{s}, g_{s+1}$ satisfying (i) and (iii) for $G$. Since we are assuming that the elements of $G$ are upper triangular matrices, one sees that $h=\left(\prod_{i=1}^{s+1} g_{i}\right)$ also satisfies (iii). Therefore $S=\left\{g_{1}, \ldots, g_{s+1}, g_{s+2}=h^{-1}\right\}$ satisfies conditions (i), (ii), and (iii).

Lemma 4.2. Let $G \subset \mathrm{GL}(n, C)$ be a linear algebraic group defined over an algebraically closed field $C \subset \mathbb{C}$. Then there exists a finite set $X=\left\{g_{1}, \ldots, g_{t}\right\} \subset G$, such that
(i) The subgroup generated by $X$ is Zariski dense in $G$,
(ii) $\prod_{i=1}^{t} g_{i}=1$,
(iii) For any $g \in G$, the eigenvalues of $G$ are of the form $e^{2 \pi i \zeta}$ with $\zeta \in C$.

Proof. First assume $G$ is connected. We claim there exist two Borel subgroups $B_{1}$ and $B_{2}$ of $B$ such that $B_{1} \cup B_{2}$ generates a Zariski dense subgroup of $G$. To see this let $R(G)$ be the radical of $G$ and let $\pi: G \rightarrow G / R(G)$. Let $B$ be a Borel subgroup of $G / R(G)$. By ([HUM81], p. 174), $B \cup B^{-}$is Zariski dense in $G / R(G)$, where $B^{-}$ is the opposite Borel subgroup of $G . B_{1}=\pi^{-1}(B)$ and $B_{2}=\pi^{-1}\left(B^{-}\right)$ satisfy the conclusion of our claim.

Lemma 4.1 now guarantees the existence of a set $\left\{g_{1}^{1}, \ldots, g_{t}^{1}\right\}$ and $\left\{g_{1}^{2}, \ldots, g_{t}^{2}\right\}$ satisfying (i), (ii), (iii) with respect to $B_{1}$ and $B_{2}$ respectively. $X=\left\{g_{1}^{1}, \ldots, g_{t}^{1}, g_{1}^{2}, \ldots, g_{t}^{2}\right\}$ satisfies the conclusion of Lemma 4.2.

Now assume that $G$ is not necessarily connected and let $G^{0}$ be the connected component of the identity of $G$. We may write $G=$ $H \cdot G^{0}$ for some finite subgroup $H$ of $G$ ([WE73], p. 142). For any $h \in H$, the eigenvalues of $h$ are of the form $e^{2 \pi i r}$ for some
$r \in \mathbb{Q}$. Let $\left\{q_{1}, \ldots, q_{t}\right\}$ satisfy (i), (ii), (iii) with respect to $G^{0}$. $X=\left\{q_{1}, \ldots, q_{t}\right\} \cup H$ satisfies (i), (ii) and (iii) with respect to $G$.

The proof of the Theorem 4.3 depends on the solution of Hilbert's Twenty-First Problem for a multiply punctured sphere, (cf., [KAT76], [TT79]). This result states that if $z_{1}, \ldots, z_{s+1}$ are points on the Riemann Sphere $S^{2}$, then any representation of the fundamental group $\pi_{1}\left(S^{2}-\left\{z_{1}, \ldots, z_{s+1}\right\}\right)$ in $\operatorname{GL}(n, \mathbb{C})$ can be obtained as the monodromy representation of a fuchsian differential equation with coefficients in $\mathbb{C}(x)$ (possibly having additional apparent singular points). Note that $\pi_{1}\left(S^{2}-\left\{z_{0}, \ldots, z_{s}\right\}\right)$ is isomorphic to the free group on $s+1$ generators $\gamma_{0}, \ldots, \gamma_{s}$ modulo the relation $\gamma_{0} \cdots \cdots \gamma_{s}=1$. Therefore a representation of $\pi_{1}\left(S^{2}-\left\{z_{0}, \ldots, z_{s}\right\}\right)$ is defined once we have specified $s+1$ matrices $g_{0}, \ldots, g_{s}$ such that $g_{0} \cdots, g_{s}=1$.

Theorem 4.3. Let $G$ be a linear algebraic group and let $V$ be a faithful n-dimensional $G$-module all defined over an algebraically closed field $C \subset \mathbb{C}$. There exists an integer $m$ and a finite set $S \subset C$ such that $\mathscr{L}(n, m, S, G, V)$ is not empty.

Proof. The action of $G$ on $V$ allows us to consider $G$ as a subgroup of $\operatorname{GL}(n, C)$. Let $\left\{g_{1}, \ldots, g_{t}\right\}$ be a subset of $G$ satisfying Lemma 4.2 and let $z_{1}, \ldots, z_{t}$ be distinct points on $S^{2}$. These allow us to define a representation of $\pi_{1}\left(S^{2}-\left\{z_{1}, \ldots, z_{t}\right\}\right)$ into $G \subset \mathrm{GL}(n, \mathbb{C})$. Using the solution of Hilbert's Twenty-First Problem, there is a fuchsian differential equation $L(y)=0$ having this as its monodromy representation. Since $\left\{g_{1}, \ldots, g_{t}\right\}$ generates a dense subgroup of $G$, the Galois group of $L(y)=0$ is $G$ and the solution space is isomorphic to $V$. Let $S$ be the set of exponents of $L(y)$. The singular points of $L(y)$ are either among the $z_{i}$ or are apparent singularities. At the $z_{i}$ the exponents are $(1 / 2 \pi i)$ times the logarithms of eigenvalues of $g_{i}$ and so lie in $C$. At the apparent singularities, the exponents are integers. Therefore $S \subset C$. Let $m$ be the maximum of the degrees of the coefficients of $L(y)$. We then have that $\mathscr{L}(n, m, S, G, V)$ is nonempty.

Theorem 4.4. Let $G$ be a linear algebraic group defined over an algebraically closed field $C$ of characteristic zero such that $G / G^{0}$ acts trivially on $G^{0} / \operatorname{Ker} X\left(G^{0}\right)$. There exists a fuchsian differential equation $L(y)=0$ with coefficients in $C(x)$ such that the Galois group of $L(y)$ is $G$.

Proof. If the cardinality of $C$ is at most the cardinality of $\mathbb{C}$, we can assume that $C \subset \mathbb{C}$. Theorem 4.3, Theorem 3.14, Theorem 3.16 and Hilbert's Nullstellensatz imply that there is a fuchsian linear differential equation $L(y)=0$ with coefficients in $C(x)$ such that the Galois group of $L(y)$ over $\mathbb{C}(x)$ is $G$. Since $C$ is algebraically closed, the Picard-Vessiot extension $K_{0}$ of $\mathbb{C}(x)$ associated with $L(y)=0$ is isomorphic to $K \otimes_{C} \mathbb{C}$, where $K$ is the Picard-Vessiot extension of $C(x)$ associated with $L(y)=0$. One then sees that the Galois group of $K$ over $C(x)$ is $G$.

If the cardinality of $C$ is larger than the cardinality of $\mathbb{C}$, we can assume that $\mathbb{C} \subset C$ and that $G$ is defined over $\mathbb{C}$. The preceding paragraph shows that there is a Picard-Vessiot extension $K_{0}$ of $\mathbb{C}(x)$, associated with a fuchsian equation $L(y)=0$, such that the Galois group of $K_{0}$ over $\mathbb{C}(x)$ is $G . K=K_{0} \otimes_{\mathbb{C}} C$ is the Picard-Vessiot extension of $C(x)$ associated with $L(y)=0$ and its Galois group is also $G$.

As mentioned earlier, when $C=\mathbb{C}$ this result (for arbitrary $G$ ) appears in [TT79]. Kovacic in [KOV69] and [KOV71] deals with the general problem of when an algebraic group is the Galois group of a differential field $k$. One of his results is that if $G$ is a connected solvable linear algebraic group defined over an algebraically closed field $C$ and $k$ is a finitely generated proper differential extension of $C$ with constant field $C$, then there exists a Picard-Vessiot extension of $k$ having Galois group $G$. Ramis [RA88] has shown that any semisimple connected linear algebraic group is the Galois group of a linear differential equation with coefficients in $\mathbb{C}(x)$ with precisely one regular singular point and one irregular singular point. These results are not constructive and it should be noted that other authors have shown that certain groups occur as Galois groups of linear differential equations by explicitly calculating the Galois groups of certain classes of equations ([BH87], [BBH88], [DM89], [KAT87], [KP87], [MI89]) and by showing that certain groups can be realized by specializing generic equations ([GOL57], [MIL70]).
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