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Abstract. This paper provides a generalisation of certain classical Fourier convergence and 
asymptotic Toeplitz matrix properties to the case where the underlying orthonormal basis is not the 
conventional trigonometric one, but a rational generalisation which encompasses the trigonometric 
one as a special case. These generalised Fourier and Toeplitz results have particular application in 
dynamic system estimation theory. Specifically, the results allow a unified treatment of the accuracy 
of least squares system estimation using a range of model structures, including those that allow the 
injection of prior knowledge of system dynamics via the specification of fixed pole or zero locations. 
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1. Introduction. In the area of applied mathematics, a fundamental idea is 
that of approximating or exactly expressing solutions by expanding them in terms 
of orthogonal basis functions. Well known classical examples are Fourier analysis, 
solutions of the wave equation and Schrodingers equation in terms of (respectively) 
Legendre and Laguerre orthogonal polynomials, and solutions of self-adjoint operator 
equations such as Sturm-Liouville systems in terms of the orthogonal eigenfunctions of 
the operator. More recently, particularly for the solution of signal processing and other 
system theoretic problems there has been an explosion of interest in the development 
and use of a wide class of new orthogonal bases called 'Wavelets' [6, 4]. 

Indeed, tackling system theoretic problems using orthonormal descriptions has a 
particularly rich history, going back at least as far as the work of Kolmogorov (20] and 
Wiener (45] who exploited them in developing their now famous theory on the predic­
tion of random processes. In that work, the orthonormal basis was the trigonometric 
one, but as was shown by Szego there is great utility in re-expressing the problem with 
respect to another orthonormal basis that is adapted to the random process; namely 
a basis of polynomials orthogonal to a given positive function f which is the spectral 
density of the process (39, 10]. Such polynomials are called 'Szego polynomials'. 

This latter approach derives its utility from the fact that the n'th order Szego 
polynomial is in fact the mean-square best order n one step ahead predictor of the 
random process (12, 39]. By exploiting the orthonormality of the basis to derive what 
is called a 'Christoffel-Darboux' formula for the 'Reproducing Kernel' associated with 
the Szego polynomial basis, theoretical analysis of this predictor is greatly facilitated. 
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For example, it was by this means that Szego was able to derive his famous formula 

a2 = exp { 2~ J:.r log f(w) dw} 

for the asymptotic in order n variance a2 of the prediction error associated with a 
spectral density f. 

As well, use of the Christoffel-Darboux formula provides a recursive in n formula 
for the Szego polynomials [39, 10], and this in turn allows a computationally efficient 
means for calculating predictors. This recursive formula is of course the famous Levin­
son recursion, which was developed independently of Szego's work by exploiting the 
properties of Toeplitz matrices [22, 33]. In practice, the so-called 'reflection coeffi­
cients' required in the Levinson recursions are calculated by the Schur algorithm [36], 
originally proposed by Schur [37] as a means for testing whether or not a function 
is bounded positive real (or 'Caratheodory' as it is known in some literature). Here 
again orthonormal bases and Toeplitz matrices arise since another test for positive 
realness involves testing for the positive definiteness of the Toeplitz matrix formed 
from the Fourier co-efficients of the function (38]. 

These several links between Toeplitz matrices and orthonormal bases arise since 
(subject to some regularity conditions) the .e,m'th element of any n x n symmet­
ric Toeplitz matrix may be denoted as Tn(f) and expressed using the orthonormal 
trigonometric basis { eiwn} as 

1 17r . £ . [Tn(f)]t,m = 2 e3w e-Jwm f(w) dw 
1f -7r 

(1.1) 

for some positive function f. By recognising this, certain quadratic forms of Toeplitz 
matrices that arise naturally in the frequency domain analysis of least-squares esti­
mation problems may instead be conveniently rewritten as 

~r~(w)Tn(f)r n(w) = t ( 1- 1~1) Ck ejwk 
k=-n 

where·* denotes 'conjugate transpose' and, 

"' 1 17r . k ck = - f(w)e-Jw dw 
27r -7r 

is the k'th Fourier co-efficient off with r n(w) ann x 1 vector defined as 

r* (w) ~ [1 e-jw e-j2w . . . e-j(n-l)w] 
n - ' ' ' ' . 

(1.2) 

The right hand side of (1.2) may be recognised as the Cesaro mean reconstruction of 
a Fourier series which is known [9], provided f is continuous, to converge uniformly 
to f(w) on [-tr,tr]. 

This latter fact has been exploited by Ljung and co-workers [25, 27, 13, 26, 46, 
23] who, reminiscent of Szego's approach of examining the asymptotic in order n 
nature of predictors, have provided asymptotic in model order results describing the 
variability of the frequency response of least-squares system estimates in such a way as 
to elucidate how they depend on excitation and measurement noise spectral densities, 
model order, and observed data length; see (32] for more detail on this point. 

88 



Such results have found wide engineering application; see for example [2, 11, 24, 
14]. However, to derive them, another key ingredient pertaining to the properties of 
Toeplitz matrices is required. Namely, that asymptotically in size n, Toeplitz matrices 
posses the algebraic structure [12, 44] 

(1.3) 

where f and g are any continuous positive functions, and for n x n matrices An 
and Bn, the notation An "'Bn means that limn-too IAn- Bnl = 0 where I ·I is the 
Hilbert-Schmidt matrix norm defined by 

IAI2 £ .!.Trace{ A* A}. 
n 

(1.4) 

The main results of this paper are to extend the results of the convergence of the 
Cesaro mean (1.2) and the algebraic structure of Toeplitz matrices (1.3) to more 
general cases wherein the underlying orthonormal basis is not the trigonometric one, 
but a generalisation of it. More specifically, this paper studies the use of the basis 
functions Bn(z) given by 

Bn(z) £ J1- l~nl2 nrr-t ( z- "[,;) 
1 - ~nZ k=O 1 - ~kZ 

(1.5) 

where the {~k} may be chosen (almost) arbitrarily inside and (in some cases) on the 
boundary of the open unit disc D £ {z E C : lzl < 1} (C is the field of complex 
numbers). These functions {Bn} are orthonormal on the unit circle T = {z E C : 
lzl = 1}, and the trigonometric basis is a special case of them if all the {~k} are chosen 
as zero. Using them, a generalisation 

(1.6) 

of Toeplitz matrices is considered, for which it is shown here that a generalisation of 
(1.3) still holds, and with the redefinition 

(1.7) 

it is also shown here that a generalisation of the uniform convergence of the Cesaro 
mean (1.2) to f(w) also holds. 

In both cases, the generalisation involves replacing the 1/n normalisation ap­
pearing in (1.2) and in the definition of the matrix norm (1.4) with a frequency 
dependent term Kn(w,w) which is the reproducing kernel associated with the linear 
space spanned by the basis functions {B0 ,B1 , · · · ,Bn-d· 

Indeed, this reproducing kernel is the key to the results presented here. Classical 
derivations of Cesaro summability and Toeplitz matrix results rely heavily on the 
algebraic structure of the trigonometric basis. Namely, that ejwnejwm = ejw(n+m). 
In the cases considered here, since BnBm =f. Bn+m this algebraic structure is lost and 
pre-existing analysis techniques are not applicable. Instead, motivated by Szego's 
approach to the study of orthogonal polynomials, this paper exploits a closed form 
expression for the appropriate reproducing kernel. 

The utility of the new results presented here is that just as the classical Fourier 
and Toeplitz results have been used by Ljung and co-workers to analyse estimation 
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using finite impulse response (FIR) and certain other rational model structures, the 
results of this paper can be used to analyse estimation using generalisations of these 
model structures. As shown in [32] and as commented on in [32], these generalised 
structures are actually quite common since they implicitly arise whenever the common 
practice of data pre-filtering is performed. 

There is much other work related to the results presented here. The study of the 
basis functions (1.5) dates back to Malmquist [29] and was taken up by Walsh [43] in 
the context of complex rational approximation theory, and by other workers [45, 21, 
18, 3, 8, 7, 28, 34] for system theoretic applications such as system approximation and 
network synthesis, including generalisations of Schur and Levinson recursions, Lattice 
strP~tures, and the concomitant solution of inverse scattering problems. 

In the context of system identification, as well as pertaining to the aforementioned 
work [25, 27, 13, 26, 46, 23] the results of this paper also have close connections with 
much recent literature examining the use of model structures derived from orthonor­
mal bases. In [19, 5, 17, 40, 42) the use of the so-called 'Laguerre' basis is examined. 
This basis can be encompassed by the basis (1.5) by fixing all the poles at a common 
value ~k = ~ E R, (R denotes the field of real numbers) and with the substitution 
z 1--+ 1/ z so as to accommodate convention in the signal processing and control theory 
literature. In this case the name 'Laguerre' derives from the ensuing functions being 
related to the classical Laguerre orthonormal polynomials via a Fourier and bilinear 
transform [30]. In [41] a generalisation of this Laguerre case is analysed wherein the 
common value ~ may be complex valued. In [15, 35], these analyses are again gener­
alised to the case where a fixed set of poles { ~0 , • · · , ~r} are cyclically repeated and or­
thonormal bases are generated with denominators given as Dp(z) = n~=~(Z-~k) and 
numerators the Szego polynomials associated with the weight function IDp(eiw)l- 2 . 

The cyclic repetition of poles arises due to the latter numerator and denominator pair 
being multiplied by powers of the all-pass function zPDp(l/z)/Dp(z) as the number 
of required basis functions increases beyond p. 

In all these works, any analysis of estimation accuracy proceeds by exploiting the 
restriction on the choice of ek to establish, via a bilinear transform [40, 41, 42], or 
a multilinear transform (dubbed a 'Hambo' transform) [35] an algebra isomorphism 
to the trigonometric basis { e.iwn}. The utility of this is that the original results of 
Ljung [27] can then be employed, having been mapped through the isomorphism, to 
provide quantification of estimation accuracy. 

In spite of the elegance of this approach, it suffers several drawbacks which are 
the motivation for the work at hand. Firstly, the results pertain only to a restricted 
class of models in which either all the poles {~k} are chosen the same [40, 42, 41], or 
are cyclically repeated from a fixed set [35]. Secondly, and with particular reference 
to [35), the results are asymptotic not as is the case here to the number of poles { ~k} 
chosen, but to the number of times the whole set {~0 , · • • ,ep-d is repeated. The 
results in this paper allow the avoidance of these limitation by eschewing a strategy 
of forcing an algebra isomorphism to the trigonometric case. 

The presentation of these ideas is organised as follows. In § 2 following, the anal­
ysis begins by establishing that the general orthonormal bases (1.5) fundamental to 
this paper form a complete set in the Hilbert space H 2 (T). In order to study other 
approximating properties of the basis, a 'Reproducing Kernel' approach is employed, 
and § 3 is devoted to explaining certain important principles relevant to this frame­
work. Perhaps more importantly, § 3 also contains the derivation of a closed form 
'Christoffel-Darboux' type formula for the reproducing kerneL With these results in 
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hand, § 4 then considers generalised Fourier analysis with respect to the basis (1.5), 
and using the reproducing kernel ideas establishes uniform convergence for generalised 
Cesaro mean reconstructions. 

In fact, because of application demands, something more is derived in that it is 
shown that for certain frequencies being different, then uniform convergence to zero 
also ensues. The generalised Cesaro mean reconstruction is defined with respect to 
a generalised Toeplitz matrix, and § 5 is devoted to the study of the asymptotic 
algebraic properties of such matrices since as already explained, these properties are 
of great utility in certain system theoretic applications. 

Pertinent to this, § 5 defines a new notion of asymptotic equivalence between 
matrices, and then uses this to establish that asymptotically, arbitrary products of 
generalised Toeplitz matrices and their inverses are equivalent to a single generalised 
Toeplitz matrix with symbol equal to the product of the corresponding symbols and 
inverse symbols of the matrices in the product. Finally, § 6 provides a summary and 
concluding perspectives on the work presented here. 

2. Completeness Properties. The theme of this paper is to examine certain 
system theoretic issues pertaining to the use of the basis functions (1.5) for the pur­
poses of describing discrete time dynamic systems. In the sequel only bounded-input, 
bounded-output stable and causal systems will be of interest, so that it is natural to 
embed the analysis in the Hardy space H 2 (T) offunctions f(z) which are analytic on 
D, square integrable on T, and posses only a one-sided Fourier expansion. As is well 
known [16], H 2 (T) is a Hilbert space when endowed with the inner product 

1 Jr. · - 1 i -dz (f,g) = -2~ f(eJw)g(eiw)dw = -2 . f(z)g(z) -, 
1f -JT 1fJ T Z 

j,g E H2(T). (2.1) 

That the functions (1.5) form an orthonormal set in that (Bn, Bm) = b(n- m) = 
Kronecker delta may easily be shown (31] using the contour integral formulation of 
the inner product in (2.1) and Cauchy's residue Theorem. 

What must be of central interest if the functions (1.5) are to be useful in such a 
system theoretic setting is whether or not linear combinations of them can describe 
an arbitrary system in H 2 (T) to any degree of accuracy. This may be answered in 
the affirmative by the following closure result. 

Theore:m 2.1. 

if and only if 

00 

2::::(1- l~kl) = 00 

k=O 

where here X denotes the norm closure of the space X. 

3. Reproducing Kernels. Given the completeness result in Theorem 2.1, to 
further examine the properties of approximants formed as linear combinations of the 
basis functions (1.5), this paper takes the approach of utilising the ideas of repro­
ducing kernel spaces [1, 39]. Key to this approach is the availability of the following 
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"Christoffel-Darboux' like closed form formulation of the Reproducing Kernel. 

Theorem 3.1. Christoffel-Darboux Formula: Define the modified Blaschke 
product 

Then the Reproducing Kernel of the orthonormal system {Bk} can be expressed as 

(3.1) 

4. Generalised Fourier Series Convergence. This section considers the con­
vergence of generalised Fourier series approximants formed using the general orthonor­
mal basis (1.5). For this purpose it is necessary to first develop a generalisation of 
the Cesaro mean. This may be accomplished by the definition 

fn(w) ~ f~(w)Mn(f)r n(w) 
Kn(w,w) 

(4.1) 

where r n defined in is an n x 1 vector of general rational orthornormal basis 
functions (1.5) and Mn (f) is a generalised Toeplitz matrix as defined in (L6). If all 
the poles { ek} are set to zero, then it is straightforward to verify that the formulation 
(4.1) reduces (since in this case Mn(f) = 1"'n(f)) to the usual Cesaro mean. The 
convergence properties of (4.1) are provided by the following theorem. 

Theorem 4.1. Suppose f(w) is a continuous not necessarily real-valued function 
on [ -11, 11], Then provided 

00 

:L)l- 1ek n = oo 
k=O 

the following limit result holds 

lim r~(w)Mn(f)r n(w) = f(w) 
n->oo Kn(w,w) 

uniformly in w on [-11, 11]. Under the strengthened condition that len I ::::; 1 - o for 
some 8 > 0 and all n, then for p, :f; w 

lim f~(p)Mn(f)r n(w) = O. 
n->oo Kn(w,w) 

5. Algebraic Structure of Generalised Toeplitz Matrices. In applica­
tions [25, 27, 13, 26, 46, 23], the consideration of quadratic forms more complicated 
than (4.1) occur. In fact, what is of more interest are forms such as 

r~(w)A1n(f)A1n(g)fn(w) 

Kn(w,w) 
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In these aforementioned applications [25, 27, 13, 26, 46, 23], the underlying orthonor­
mal basis is the trigonometric one { ejwn} in which case Mn(f) = TnCf) is a bona-fide 
Toeplitz matrix for which classical results are at hand concerning their algebraic struc­
ture. Namely, following the notation defined in (1.3), the convenient property that 
Tn(f)Tn(g) "" TnCfg) is assured [12, 44] (the meaning of the '"" notation here is as 
described in conjunction with equation (1.3)). 

The purpose of this section is to establish this same algebraic structure for the 
generalised Toeplitz matrices defined by (1.6), the classical results once again arising 
as the special case of ~k = 0 in (1.5), but at a cost of somewhat weakening the 
definition of equivalence over that discussed in § 1 to one in which two n x n matrices 
An and En are said to be asymptotically equivalent as n --+ oo with notation An ,...., Bn 
as n --+ oo if 

1. f~(w)[An-Bn][An-Bn]*fn(w) _ .w [-. ] 
1m K ( . ) - 0 , vw E 1r, 1r . 

n--+oo n W, W 

Note that this refinement of the definition of matrix equivalence makes no difference 
for the system theoretic applications motivating this paper (see [32] for more detail 
on this point). With this definition in hand, the following result on the algebraic 
structure of generalised Toeplitz matrices is available. 

Theorem 5,1. Consider two not necessarily real valued functions f and g of 
which at least one of them is Lipschitz continuous of order s > 0 and the other one 
bounded. Suppose that the poles {tk} of the basis functions {Bk} in (1.5) satisfy 
l~kl :::; 1- o for some o > 0. Then 

with convergence rate faster than O(log4 n/n15/(c+2l) as n --+ oo. 

Again, something more than this result is actually required in system theoretic 
applications where one is often concerned with multiple products that also contain 
matrix inverses. Such cases may be handled the following corollary to the preced­
ing result. In what follows, matrix products are to be interpreted in a left-to-right 
fashion as TI~=l Ak = A1A2 ···An· 

Coronary 5.1. Suppose that the family of possibly complex valued functions 
{fk}k=l are all Lipschitz continuous of order s > 0. Suppose that the poles { ~k} of 
the basis functions {Bk} in (1.5) satisfy l~k! :::; 1 - o for some J > 0. Then with 
<Yk = ±1 

with convergence rate faster than O(log4 n/n':/(c+2l) as n -> oo and provided the func­
tions {fk} are invertible where required by the values of <Yf<. 

Combining this corollary with Theorem 4.1 then provides a further corollary rep­
resenting an extension of the generalised Fourier convergence of Theorem 4.1. 
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Corollary 5.2. Suppose that the family of possibly complex valued functions 
{fk}r=l are all Lipschitz continuous of order c > 0. Suppose that the poles {~k} 
of the basis functions {Bk} in (1.5} satisfy i~ki ~ 1- 8 for some 8 > 0. Then the 
following limit result holds 

lim 1 r* (J.t) (rrm MUk (fk)) r m(w) = { ft f;k (w) 
n-+oo Kn(w,w) n n k=l 

k=l 0 

J.t=W, 

for any w E [ -7r, 1r] and where ak = ±1 with the functions {fk} assumed to be invert­
ible when required by the values of O'k. 

6. Conclusion. The purpose of this paper was to consider certain results in the 
study of Fourier series and Toeplitz matrices that have proved to be key to various 
system theoretic applications, and expand them to the case where the underlying 
orthonormal basis is not the classical trigonometric one, but a rational formulation 
that encompasses the trigonometric basis as a special case. These results, and the 
ensuing generalisations developed in this paper are summarized in Table 6.1. 

One point worth clarifying, is that in system theoretic settings for which these 
results will be applicable (control, signal processing, system identification) it is more 
common to associate the complex variable z with a forward time shift, rather than 
the backward shift association used here. This discrepancy is easily accommodated 
by simply transforming z 1-4 1/ z in all the results presented here. A different basis 
function definition will result, which is in accordance with certain so-called Laguerre 
and Kautz bases studied in the control theory literature. However, the matrices Mn(f) 
and the associated Fourier reconstruction formulas will be unchanged. 
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Classical Generalised 

Basis e3wn Bn(e'w) ~ y'1 -~~~~2 IT ( eiw - ~~ ) 
1 - ~neJW k=0 1 - ~keJW 

Completeness H2(T) H2(T) provided 2:(1-l~ni) = oo 

Toeplitz Matrix Generalised Toeplitz matrix 

Associated Matrix [Tn(f)]k,! = 21 [' ejw(k-!) f(w) dw [Mn(f)]k,! = 2~ /_: Bk(eiw)Bt(eiw)j(w) dw 
7r -1r 

n-1 

fn(w) = E 8"C::7Bt~)jw) [Mn(f)]k,l Cesaro Mean fn(w) = ~ L #'(l-k)[Tn(f)]k,l 
n k,l=O k,!=O n w, 

Convergence lim sup 
n-+oo wE[-1r,7r] 

lf(w)- fn(w)i = 0 lim sup 
n-+oo wE[-7r,1r] 

if(w)- fn(w)i = 0 

Def. of equivalence 

An "' En as n -+ oo lim iAn - Bnl = 0 
lim II(An- Bn)r n(w)ll2 = 0 

n-+oo n-+oo Kn(w,w) 

Algebraic 
Properties Tn(f)Tn(g) "'Tn(fg) Mn(f)Mn(g) "'Mn(fg) 

Extensions 

CTk = ±1 [! r:;•(Jk) "'Tn ([! 1:•) !1 M:;•(Jk) "' 1Mn (!1 J:•) 

TABLE 6.1 
Summary of classical results and their relation to the generalisations derived here. 
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