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While the method of least squares (and its generalizations) have served
statisticians well for a good many years (mainly because of mathematical
convenience and ease of computation), and enjoys certain well known prop-
erties within strictly Gaussian parametric models, it is recognized that out-
liers, which arise from heavy-tailed distributions, have an unusually large
influence on the estimates obtained by these methods. Indeed, one single
outlier can have an arbitrary large effect on the estimate. Outlier diagnos-
tics have been developed to detect observations with a large influence on
the least squares estimation. For excellent books related to such diagnostics
the reader is referred to Cook and Weisberg (1982, 1994) and Chatterjee
and Hadi (1988).

Parallel to diagnostic techniques, robust methods with varying degrees
of robustness and computational complexity have been developed to modify
the LS method so that the outliers have less influence on the final estimates.
Among others are the bounded influence estimators, the repeated median,
the least median of squares and the regression quantile methods.

In 1964, Huber published what is now considered to be a classic paper
on robust estimation of location parameter and subsequently extended to
that linear model. The development of selected robustness concepts since
their inception in the 1960’s and their current status, is given by Huber
(1995).

One of the simplest robust alternatives to LS is the least absolute value
method. This method, which is the subject of this volume, is a widely
recognized superior method especially well-suited to longer-tailed error dis-
tributions, such as the Laplace distribution.

Depending on the field of application, the least absolute value method
has been studied in several contexts under a variety of names such as min-
imum, or least sums of absolute errors, deviations or values; and here we
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refer to it as the Lj- norm method (for minimizing the L;- norm of the
vector of deviations). The L; method estimates the unknown parameters
in a stochastic model so as to minimize the sum of the absolute deviations
of a given set of observations from the values predicted by the model.

Historically, L; estimation is the oldest of all robust methods. The
method of least absolute deviations was introduced almost 50 years before
the method of least squares, in 1757 by Roger Joseph Boscovich (1711-
1787). He devised the method as a way to reconcile inconsistent measure-
ments for estimating the shape of the earth. After Pierre Simon, Laplace
adopted the method 30 years later, it saw occasional use but was soon
overshadowed by the method of least squares. The popularity of least
squares was at least partly due to the relative simplicity of its compu-
tations and to the supporting theory that was developed by Gauss and
Laplace. Laplace, in his second memoir on the Figure of the Earth in 1789,
adopted Boscovich’s two criteria for a line of best fit, and gave an algebraic
formulation and derivation of Boscovich’s algorithm.

After nearly seventy years following the publication of Laplace’s second
supplement to the Théorie Analytique des Probabilités (1818), Edgeworth
(1887) presented a method for linear regression using L; method. But
since the publication of Edgeworth’s work , few attempts have been made
to convince the statisticians and particularly the applied users to employ
this method (see Turner, 1887; Rhodes, 1930; Singleton, 1940; Karst,1958).
Reasons for such a long silence may be summarized as follows :

(1) Computational difficulties in producing the numeric values of the L
estimates in regression. (Lack of closed form formulae similar to that of
least squares).

(2) Lack of an asymptotic theory for L; estimation in the regression
model, and more generally the nonexistence of accompanying statistical
inference procedures.

(3) Insufficient evidence to show the superiority of the small sample
properties of L estimation compared to the LS estimators when sampling
from long tailed distributions.

Following the work of Charnes, Cooper and Ferguson (1955) a renewed
interest in using L; estimation for regression problem was created. They
showed the equivalence between the L; problem and a linear programming
problem. Wagner (1959) suggested that the L; problem in a linear regres-
sion of the form y; = 0p+6171,+---+0,2p; +¢€, or in matrix form Y = X6+
can be solved by solving the dual of the L; problem. He also observed that
the dual problem can be reduced to a problem with a smaller basis but
where the dual variables have upper-bound restrictions. Wagner’s formu-
lation of the problem is to restate the problem of minimizing Y |e;| with
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respect to 6 where ¢, is the deviation between the observed and predicted
values of the i** observation Y;, as: minimize ¥ lei] , subject to X0+¢ =,
where 6, € unrestricted in sign.

Noting the fact that |e;| = £1;+¢€9; where €1 = e if e > 0, 0 otherwise and
g9 = —¢ if € < 0, 0 otherwise, that both are nonnegative and ¢; = e1; — €2;,
we can reformulate the problem as a linear programming problem: minimize
Y €15 + D €2, subject to X0 + 1 — €2 = Y, where 6 unrestricted in sign,
€1,e2 > 0.

From the computational point of view, the L; method is now extremely
simple and it requires only a routine to fit the L; regression. There are sev-
eral computer programs available for calculation of L; estimates. See for
example Sadovski (1974) and Farebrother (1988). For the case of multiple
regresssion we can use, for example, the modified simplex algorithm of Bar-
rodale and Roberts (1973) that exists in the IMSL library under the name
RLLAV. The L; estimation problem with additional linear restrictions (re-
stricted L; problem) is considered along the same lines in Barrodale and
Roberts (1974). Arthanari and Dodge (1993) devoted a complete chapter
on computational aspects of the L; estimation. L; regression estimates are
also obtainable from the function 11fit in the computer language S-Plus and
from the robust regression package ROBSYS (Marazzi, 1993). Detection of
outlying points in both dependent and independent variables in regression
model are explained in Dodge (1997).

The major difficulty for applied researchers in using L; estimation for
many years was the lack of accompanying statistical inference procedures.
Such procedures would include methods for testing general linear hypoth-
esis, obtaining confidence intervals, analysis of variance tables and for per-
forming multiple comparison procedures.

Bassett and Koenker (1978) developed the asymptotic theory for L;
estimators in the regression model. Their finding is considered to be a
breakthrough for the problem. Their main result is that the sampling
distribution of L; estimators will be asymptotically normal with a specified
mean and variance. Under very general assumptions they confirmed that
the Ly estimator 8 has a normal distribution with mean 6 and covariance
matrix 72(X’X)~! where 72/n is the asymptotic variance of the sample
median from random samples of size n taken from the error distribution
with a continuous and positive derivative at the median. This result is
remarkably similar to that for LS. Therefore the L; confidence intervals for
an estimable function N0 is

NO £ 2470 - AN (XX

where (X’X) is the g-inverse of X'X and 7 is an estimate of 7 given in
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McKean and Schrader (1987).

Koenker and Bassett (1982) investigate the asymptotic distribution of
three alternative L; test statistics of a linear hypothesis in the standard
linear model. They showed that the three test statistics, which correspond
to the Wald, likelihood ratio and Lagrange multiplier tests, under mild
regularity conditions on the design and error distribution, have the same
limiting chi-square behavior. For a complete treatment of L; regression the
reader is referred to Chapter 4 of Birkes and Dodge (1993).

With the availability of many computationally efficient algorithms and
developed inference procedures for testing general linear hypotheses, for
obtaining confidence intervals, selection of variables, analysis of variance
tables and multiple comparison, it is hoped that L; estimation methods
will be employed more often by researchers in applied sciences than before.

Certainly, there are many other areas of statistical data analysis based
on the Li-norm (such as density estimation, time series analysis, multi-
variate analysis and classification methods) that could have been discussed
here. But, unfortunately, limitation of space and time have caused many
interesting and important lines of research to be treated lightly or not at
all. While it is now evident that no single robust procedure is best by any
criteria, it may be appropriate (or at least reasonable) to use adaptive con-
vex combinations of L; with other methods rather than a single criterion to
estimate the unknown parameters. However, for the error distributions for
which the median is superior to the mean as an estimator of location, L;
estimation is certainly preferred to least squares and strongly recommended
for use in these cases.

Bloomfield and Steiger (1983), Devroye and Gyorfi (1985), and Gonin
and Money (1989) are the only books entirely devoted to L; topic. The
authors of these three texts had the courage to pull together a rich and
diverse literature in this field. I hope that the proceedings contained in this
volume and its predecessors, Dodge (1987, 1992), will encourage someone
to write a fourth.
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