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HINTS FOR SOLUTIONS OF PROBLEMS

Chapter I

1. We start from
R l
0 sin pnx sin pmx dx = − 1

2
R l
0 cos(pn + pm)x dx + 1

2
R l
0 cos(pn − pm)x dx .

The first term on the right is equal to

− 1
2

1
pn+pm sin(pn+pm)l = − 1

2
1

pn+pm (sin pnl cos pml + cos pnl sin pml)

= − 1
2

1
pn+pm

°
− pn

h cos pnl cos pml − pm
h cos pnl cos pml

¢

= 1
2h

1
pn+pm (pn+ pm) cos pnl cos pml = 1

2h cos pnl cos pml.

Similarly the second term on the right is− 1
2h cos pnl cos pml. The two terms cancel,

and the desired orthogonality follows.
2. In (a), the adjusted operator is L(u) = ((1− t2)u0)0, and Green’s formula gives

(∏n − ∏m)

Z 1

−1
Pn(t)Pm(t) dt = (L(Pn), Pm) − (Pn, L(Pm))

=
£
(1− t2)(P 0

n(t)Pm(t) − Pn(t)P 0
m(t))

§1
−1,

where ∏n and ∏m are the values ∏n = −n(n + 1) and ∏m = −m(m + 1) such that
L(Pn) = ∏n Pn and L(Pm) = ∏m Pm . The right side is 0 because 1 − t2 vanishes at
−1 and 1.
In (b), the adjusted operator is L(u) = (tu0)0 + tu, and L(J0(k · )) equals −k2t if

J0(k) = 0. Green’s formula gives

(−k2n + k2m)
R 1
0 J0(knt)J0(kmt)t dt

=
°
L(J0(kn · )), J0(km · )

¢
−

°
J0(kn · ), L(J0(km · ))

¢

=
£
t
° d
dt (J0(kn · ))(t)J0(kmt) − J0(knt) ddt (J0(kn · ))(t)

¢§1
0.

Theexpression in brackets on the right side is 0 at t = 1because J0(kn) = J0(km) = 0,
and it is 0 at t = 0 because of the factor t .

545



546 Hints for Solutions of Problems

3. With L(u) = (p(t)u0)0 − q(t)u, the formula for u∗(t) =
R t
a G0(t, s) f (s) ds in

the proof of Lemma 4.4 is

u∗(t) = p(c)−1
°
− ϕ1(t)

R t
a ϕ2(s) f (s) ds + ϕ2(t)

R t
a ϕ1(s) f (s) ds

¢
.

As is observed in the proof of Lemma 4.4, the derivative of this involves terms in
which the integrals are differentiated at their upper limits, and these terms drop out.
Thus

u∗0(t) = p(c)−1
°
− ϕ0

1(t)
R t
a ϕ2(s) f (s) ds + ϕ0

2(t)
R t
a ϕ1(s) f (s) ds

¢
.

For the second derivative, the terms do not drop out, and we obtain

u∗00(t) = p(c)−1
°
− ϕ00

1 (t)
R t
a ϕ2(s) f (s) ds + ϕ00

2 (t)
R t
a ϕ1(s) f (s) ds

¢

+ p(c)−1
°
− ϕ0

1(t)ϕ2(t) f (t) + ϕ0
2(t)ϕ1(t) f (t)

¢
.

When we combine these expressions to form p(t)u∗00(t) + p0(t)u∗0(t) − q(t)u∗(t),
the coefficient of

R t
a ϕ2(s) f (s) ds is−p(c)−1L(ϕ1) = 0, and similarly the coefficient

of
R t
a ϕ1(s) f (s) ds is p(c)−1L(ϕ2) = 0. Thus

L(u∗) = p(c)−1 p(t) f (t)
°
− ϕ0

1(t)ϕ2(t) + ϕ0
2(t)ϕ1(t)

¢

= p(c)−1 p(t) f (t) detW (ϕ1, ϕ2)(t) = f (t),

the value of detW (ϕ1, ϕ2) having been computed in the proof. This completes (a).
For (b), we can take ϕ1(t) = cos t and ϕ2(t) = sin t . Since p(t) = 1, we obtain

G0(t, s) =

Ω sin t cos s − cos t sin s if s ≤ t,
0 if s > t.

The conditions u(0) = 0 and u(π/2) = 0 mean that a = 0, b = π/2, c1 = d1 = 1,
and c2 = d2 = 0 in (SL2). Thus the system of equations (∗) in the proof of Lemma
4.4 reads µ

cos 0 sin 0
cos π

2 sin π
2

∂µ
k1
k2

∂
=

µ
−u∗(0)

−u∗(π/2)

∂
,

and we obtain k1 = −u∗(0) = 0 and k2 = −u∗(π/2) = −
R π/2
0 f (s) cos s ds. The

proof of Lemma 4.4 says to take K1(s) = 0 and K2(s) = − cos s. The formula for
G1(t, s) is G1(t, s) = G0(t, s) + K1(s)ϕ1(t) + K2(s)ϕ2(t), and therefore

G1(t, s) =

Ω
sin t cos s − cos t sin s

0

æ
− sin t cos s =

Ω
− cos t sin s
− sin t cos s

æ
.

In particular, G1(t, s) is symmetric, as it is supposed to be!
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4. We have
R t2
t1

°
(py0

1)
0y2 − (py0

2)
0y1

¢
dt =

R t2
t1 (g2 − g1)y1y2 dt > 0 as a result of

the outlined steps. Since
°
(py0

1)
0y2 − (py0

2)
0y1

¢
= d

dt
°
p(y0

1y2 − y1y0
2)

¢
, we conclude

that
£
p(y0

1y2 − y1y0
2))

§t2
t1

> 0. This proves (a).
Since y1(t1) = y1(t2) = 0, the expression p(t)y0

1(t)y2(t) − p(t)y1(t)y0
2(t) is

p(t2)y0
1(t2)y2(t2) at t = t2. Here p(t2) > 0 and y2(t2) ∏ 0. Since y1(t2) = 0

and since y1(t) > 0 for all t slightly less than t2, we obtain y0
1(t2) ≤ 0. Thus

p(t2)y0
1(t2)y2(t2) ≤ 0. Similarly the same expression is p(t1)y0

1(t1)y2(t1) at t = t1.
We have p(t1) > 0 and y2(t1) ∏ 0. Since y1(t1) = 0 and y1(t) > 0 for t slightly
greater than t1, we obtain y0

1(t1) ∏ 0. Thus p(t1)y0
1(t1)y2(t1) ∏ 0. This gives the

desired contradiction and completes (b).
Part (c) is just the special case in which g1(t) = −q(t) + ∏1r(t) and g2(t) =

−q(t) + ∏2r(t). The hypothesis on g2 − g1 is satisfied because g2(t) − g1(t) =
(∏2 − ∏1)r(t) > 0.
5. For (a), substitute for 9(x, t) and get −√ 00(x)ϕ(t) + V (x)√(x)ϕ(t) =

i√(x)ϕ0(t). Divide by √(x)ϕ(t) to obtain −√ 00(x)
√(x) + V (x) = i ϕ0(t)

ϕ(t) . The left side
depends only on x , and the right side depends only on t . So the two sides must be
some constant E . Then −√ 00(x)

√(x) + V (x) = E yields √ 00 + (E − V (x))√ = 0.
For (b), the equation for ϕ is i ϕ0(t)

ϕ(t) = E . Then ϕ0 = −i Eϕ, and ϕ(t) = ce−i Et .

6. We substitute √(x) = e−x2/2H(x), √ 0(x) = −xe−x2/2H(x) + e−x2/2H 0(x),
and √ 00(x) = x2e−x2/2H(x) − 2xe−x2/2H 0(x) + e−x2/2H 00(x) − e−x2/2H(x), and
we are led to Hermite’s equation.
7. Write H(x) =

P∞
k=0 ckxk . We find that c0 and c1 are arbitrary and that

(k + 2)(k + 1)ck+2 − (2n − 2k)ck = 0 for k ∏ 0. To get a polynomial of degree d,
we must have cd 6= 0 and cd+2 = 0. Since cd+2 = cd(2n − 2d)/((d + 2)(d + 1)),
this happens if and only if d = n.
8. We have L(Hn(x)e−x

2/2) = −(2n + 1)Hn(x)e−x
2/2. Define an inner product

by integrating over [−N , N ]. Then

−2(n−m)
R N
−N Hn(x)Hm(x)e−x2 dx

= (L(Hn(x)e−x
2/2), Hm(x)e−x

2/2) − (Hn(x)e−x
2/2, L(Hm(x)e−x

2/2))

=
£
(Hn(x)e−x

2/2)0(Hm(x)e−x
2/2) − (Hn(x)e−x

2/2)(Hm(x)e−x
2/2)0

§N
−N .

As N tends to infinity, the right side tends to 0. Since n 6= m, we obtain the desired
orthogonality.

Chapter II
1. A condition in (a) is that f take on some value on a set of positive measure.

A condition in (b) is that f take on only countably many values, these tending to 0,



548 Hints for Solutions of Problems

and that the set E where f is nonzero be the countable union of sets En of positive
measure such that no En decomposes as the disjoint union of two sets of positive
measure.
2. Let vn be in image(∏I −L)with vn → v, and choose un with (∏I −L)un = vn .

We are to show that v is in the image. We may assume that v 6= 0, so that kvnk is
bounded below by a positive constant for large n. Since kvnk ≤ k∏I − Lkkunk, kunk
is bounded below for large n. Passing to a subsequence, we may assume either that
kunk tends to infinity or that kunk is bounded.
If kunk is bounded, then we may assume by passing to a subsequence that {Lun}

is convergent, say with limit w. From ∏un = Lun + vn , we see that ∏un → w + v.
Put u = ∏−1(w + v). Then (∏I − L)u = (w + v) − lim Lun = w + v − w = v, and
v is in the image.
If kunk tends to infinity, choose a subsequence such that {L(kunk−1un)} is con-

vergent, say to w. Then we have kunk−1∏un − L(kunk−1un) = kunk−1vn . Passing
to the limit and using that vn → v, we see that kunk−1∏un → w. Applying L , we
obtain ∏w = L(w). Thus (∏I − L)w = 0. Since ∏I − L is one-one, w = 0. Then
kunk−1∏un → 0, and we obtain a contradiction since kunk−1∏un has norm |∏| for
all n.
3. It was shown in Section 4 that the set of Hilbert–Schmidt operators is a normed

linear space with norm k · kHS. Since kLk ≤ kLkHS, any Cauchy sequence {Ln} in
this space is Cauchy in the operator norm. The completeness of the space of bounded
linear operators in the operator norm shows that {Ln} converges to some L in the
operator norm. In particular, limn(Lnu, v) = (Lu, v) for all u and v. By Fatou’s
Lemma,

kLkHS =
P

j kLujk2 =
P

j lim infn kLnujk2

≤ lim infn
P

j kLnujk2 = lim infn kLnkHS.

The right side is finite since Cauchy sequences are bounded, and hence L is a Hilbert–
Schmidt operator. A second application of Fatou’s Lemma gives

kLm − LkHS =
P

j k(Lm − L)ujk2 =
P

j lim infn k(Lm − Ln)ujk2

≤ lim infn
P

j k(Lm − Ln)ujk2 = lim infn kLm − LnkHS.

Since the given sequence is Cauchy, the lim sup onm of the right side is 0, and hence
{Lm} converges to L in the Hilbert–Schmidt norm.
4. If L and M are of trace class, then

P
i |((L + M)ui , vi )| ≤

P
i (|(Lui , vi )| +

|(Mui , vi )|) ≤ kLkTC + kMkTC. Taking the supremum over all orthonormal bases
{ui } and {vi }, we obtain the triangle inequality.
5. Once we know that Tr(AL) = Tr(LA), then Tr(BLB−1) = Tr(B−1(BL)) =

Tr(L). To prove that Tr(AL) = Tr(LA), fix an orthonormal basis {ui }. The formal
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computation is

Tr(AL) =
P

j (ALuj , uj ) =
P

j (Luj , A∗uj ) =
P

j
P

i (Luj , ui )(A∗uj , ui )

=
P

j
P

i (Aui , uj )(L∗ui , uj ) =
P

i
P

j (Aui , uj )(L∗ui , uj )
=

P
i (Aui , L∗ui ) =

P
i (LAui , ui ) = Tr(LA),

and justification is needed for the interchangeof order of summationwithin the second
line. It is enough to have absolute convergence in some orthonormal basis, and this
will be derived from the estimate

P
i, j |(Aui , uj )(L∗ui , uj )| ≤

P
i
°P

j |(Aui , uj )|2
¢1/2°P

j |(L∗ui , uj )|2
¢1/2

=
P

i kAuikkL∗uik ≤ kAk
P

i kL∗uik.

The proof of Proposition 2.8, applied to L∗ instead of L , produces operatorsU and T ,
orthonormal bases {wi } and { fi }, and scalars ∏i ∏ 0 such that L∗ = UT , kUk ≤ 1,
Twi =

p
∏iwi , and

P
|(L∗wi , fi )| =

P
(Twi , wi ). Taking ui = wi , we have

kL∗wik = kUTwik ≤ kTwik =
p

∏i = (Twi , wi ). Hence for this orthonormal
basis,

P
kL∗wik ≤

P
(Twi , wi ) =

P
|(L∗wi , fi )|. The right side is finite since

L∗ is of trace class.
6. If v is a nonzero vector in the ∏ eigenspace of Lα and if LβLα = LαLβ ,

then LαLβ(v) = LβLα(v) = ∏Lβv. Thus the ∏ eigenspace of Lα is invariant
under Lβ . We apply Theorem 2.3 to the compact operator Lβ on each eigenspace of
Lα , obtaining an orthonormal basis of simultaneous eigenvectors under Lα and Lβ .
Iterating this procedure by taking into account one new operator at a time, we obtain
the desired basis.
7. In (a), the operators L+ L∗ and−i(L− L∗) are self adjoint, and they commute

since L commutes with L∗. Compactness is preserved under passage to adjoints and
under taking linear combinations, and (b) follows.
8. If U is unitary, then U∗ = U−1. Then UU−1 = I = U−1U shows that U

is normal. Since U preserves norms, every eigenvalue ∏ has |∏| = 1. If U is also
compact, then the eigenvalues tend to 0. HenceU is compact if and only if the Hilbert
space is finite-dimensional.
9. The solutions of the homogeneous equation are spanned by cosωt and sinωt .

Then the result follows by applying variation of parameters.
10. Take g(s) = ρ(s)u(s) in Problem 9.
11. In (a), let t < t 0. Then

(T f )(t 0) − (T f )(t) =
R t 0
s K (t 0, s) f (s) ds −

R t
a K (t, s) f (s) ds

=
R t 0
t K (t 0, s) f (s)ds +

R t
a [K (t 0, s) − K (t, s)] f (s) ds.
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The first term on the right tends to 0 as t 0 − t tends to 0 because the integrand is
bounded, and the second term tends to 0 by the boundedness of f and the uniform
continuity of K (t 0, s) − K (t, s) on the set of (s, t, t 0) where a ≤ s ≤ t ≤ t 0.
In (b), for n = 1, we have |(T f )(t)| =

Ø
Ø R t

a K (t, s) f (s) ds
Ø
Ø ≤ M

R t
a | f (s)| ds ≤

CM as required. Assume the result for n − 1 ∏ 1, namely that |(T n−1 f )(t)| ≤
1

(n−2)!CM
n−1(t − a)n−2. Then |(T n f )(t)| =

Ø
Ø R t

a K (t, s)(T n−1 f )(s) ds
Ø
Ø ≤

M
R t
a |(T n−1 f )(s)| ds ≤ M 1

(n−2)! CM
n−1 R t

a (s−a)n−2 ds = 1
(n−1)! CM

n(t−a)n−1.
Thus the nth term of the series is ≤ 1

(n−1)! CM
n(b − a)n−1.

In (c), the uniformconvergence follows from the estimate in (b) and theWeierstrass
M test.

12. The operator T is bounded as a linear operator from C([a, b]) into itself.
Because of the uniform convergence, we can apply the operator term by term to the
series defining u. The result is Tu = T f + T 2 f + T 3 f + · · · = u − f . Therefore
u − Tu = f .

13. Subtracting, we are to investigate solutions of u − T u = 0. Problem 11
showed for each continuous u that the series u + Tu + T 2u + · · · is uniformly
convergent. If u = Tu, then all the terms in this series equal u, and the only way that
the series can converge uniformly is if u = 0.

Chapter III

1. Let Dj = @/@yj . Let eS be the vector space of all linear combinations of
functions (1+ 4π2|y|2)−nh with n a positive integer and h in the Schwartz space S.
ThenDj

°
(1+4π2|y|2)−nh

¢
= −8nπ2yj (1+4π2|y|2)−(n+1)h+(1+4π2|y|2)−nDjh.

The first term on the right side is in eS because yj h is in S, and the second term on the
right side is in eS because Djh is in S. ThuseS is closed under all partial derivatives.
Since the product of a polynomial and a Schwartz function is a Schwartz function, eS
is closed under multiplication by polynomials. Since the members of eS are bounded,
we must have eS ⊆ S. In particular, (1+ 4π2|y|2)−1g is in S if g is in S.
2. Since the Fourier transform and its inverse are continuous, it is enough to handle

pointwise product. Pointwise product is handled directly.

3. In (a), the ordinary partial derivatives are Dx
°
log((x2 + y2)−1)

¢
= −2x

x2+y2 and
Dy

°
log((x2 + y2)−1)

¢
= −2y

x2+y2 . These are also weak derivatives. In fact, use of
polar coordinates shows that they are integrable near (0, 0), hence locally integrable
onR2. Ifϕ is inC∞

com(ƒ), we are to show that
R
ƒ log((x

2+y2)−1)Dxϕ(x, y) dx dy =
R
ƒ
2xϕ(x,y)
x2+y2 dx dy and similarly for y. For each y 6= 0, the integrals over x are equal,

and the set where y = 0 is of measure 0 in ƒ. The argument with the variables
interchanged is similar. Thus log((x2 + y2)−1) has weak derivatives of order 1. In
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polar coordinates the pth power of
Ø
Ø xϕ(x,y)
x2+y2

Ø
Ø is r p | cos θ |p

r2p = r−p| cos θ |p, which is
integrable near r = 0 relative to r dr for p < 2 but not p = 2.
In (b), the argument for the existence of theweak derivative of log log((x2+y2)−1)

is similar to the argument for (a), the ordinary x derivative being

−2x
(x2 + y2) log((x2 + y2)−1)

.

In polar coordinates the square of this is
4 cos2 θ

r2 log2(r−2)
, which is integrable relative to

r dr .
4. The idea is to use the Implicit Function Theorem to obtain, for each point of the

boundary, a neighborhoodof the point forwhich some coordinate has the property that
the cone of a particular size and orientation based at any point in that neighborhood
lies in the region. These neighborhoods cover the boundary, and we extract a finite
subcover. Then we obtain a single size of cone such that every point of the boundary
has some coordinate where the cone lies in ƒ. The cones based at the boundary
points cover all points within some distance ≤ > 0 of the boundary, and cones of half
the height based at interior points within those cones and within distance ≤/2 of the
boundary lie within the cones for the boundary points. The remaining points of the
region can then be covered by a cone with any orientation such that its vertex is at
distance < ≤/2 from all its other points.
5. For 0 < α < N , |x |−(N−α) is the sum of an L1 function and an L∞ function and

hence is a tempered distribution. It is the sum of an L1 function and an L2 function
for 0 < α < N/2.
6. The second expression is converted into the first by changing t into 1/t . The

first expression is evaluated as the third by replacing t |x |2 by s.
7. The formula obtained from the first displayed identity is

R
RN (π |x |2)−

1
2 (N−α)0( 12 (N − α))bϕ(x) dx =

R
RN (π |x |2)−

1
2α0( 12α)ϕ(x) dx,

which sorts out as

π− 1
2 (N−α)0( 12 (N − α))

R
RN |x |−(N−α)bϕ(x) dx = π− 1

2α0( 12α)
R

RN |x |−αϕ(x) dx .

8. In (a), we check directly that F(DαT ) = (2π i)|α|ξαF(T ). Since T is in Hs ,R
RN |F(T )(ξ)|2(1 + |ξ |2)s dξ is finite. Now |ξj | ≤ |ξ | ≤ (1 + |ξ |2)1/2 for every j ,
and hence |ξα| ≤ (1+ |ξ |2)s/2 for |α| = s. Since (1+ |ξ |2)1/2 ∏ 1, (1+ |ξ |2)t/2 is
an increasing function of t , and thus |ξα| ≤ (1+ |ξ |2)s/2 for |α| ≤ s. Consequently
(2π i)|α|ξαF(T ) is square integrable for |α| ≤ s. Thus the Fourier transform of DαT
is a square integrable function for |α| ≤ s. By the Plancherel formula, DαT is a
square integrable function for |α| ≤ s.
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Let T be the L2 function f , and let DαT be the L2 function gα for |α| ≤ s.
The statement that f has gα as weak derivative of order α is the statement thatR

RN f Dαϕ dx = (−1)|α|
R

RN gαϕ dx for ϕ ∈ C∞
com(RN ); this is proved for √ = ϕ

by the following computation, which uses the polarized version of the Plancherel
formula twice:

(−1)|α|
R

RN gα√ dx = (−1)|α|
R

RN (2π i)|α|ξαF( f )F(√) dξ

=
R

RN F( f )(2π i)|α|ξαF(√) dξ =
R

RN F( f )F(Dα√) dξ =
R

RN f Dα√ dx .

Since f and its weak derivatives gα through |α| ≤ s are all in L2, f is in L2s (RN ).
In (b), if T is given by an L2 function, then F(T ) = F( f ) is an L2 function.

Hence F(T ) is locally square integrable. We are assuming that DαT is given by
an L2 function gα for |α| ≤ s. The formula F(gα) = F(DαT ) = (2π i)|α|ξαF(T )

shows that ξαF( f ) is in L2 for |α| ≤ s. Now |ξ |2|F( f )|2 =
P

j |ξjF( f )|2 and
similarly |ξ |2k |F( f )|2 =

P
j1,..., jk |ξj1 · · · ξjkF( f )|2 =

P
|α|=k

° |α|
α1,...,αN

¢
|ξαF( f )|2.

Hence

(1+ |ξ |2)s |F( f )|2 =
Ps

k=0
°s
k
¢P

|α|=k
° |α|
α1,...,αN

¢
|ξαF( f )|2 ≤ s!

P
|α|≤s |ξαF( f )|2,

and f is in Hs .
For (c), in one direction the argument for (a) gives

k f k2L2s =
P

|α|≤s kDα f k2L2 =
P

|α|≤s k(2π i)|α|ξαF( f )k2L2

≤
°P

|α|≤s (2π)2|α|
¢
k(1+ |ξ |2)s/2F( f )k2L2 ≤

°P
|α|≤s (2π)2|α|

¢
k f k2Hs .

In the other direction the displayed formula for (b), when integrated, gives

k f k2Hs ≤ s!
P

|α|≤s |2π i |−|α|kDα f k2L2 ≤ s!k f k2L2s .

9. In (a), let T be in Hs . Then the computation

kTk2Hs = k(1+ |ξ |2)s/2F(T )k2L2 = kF−1°(1+ |ξ |2)s/2F(T )
¢
k2L2 = kAs(T )k2L2

shows that As preserves norms. To see that As is onto L2, let f be in L2. Then
F( f ) is in L2 and hence acts as a tempered distribution. Then (1 + |ξ |2)−s/2F( f )
is a tempered distribution also. Since F carries S 0(RN ) onto itself, T =
F−1°(1 + |ξ |2)−s/2F( f )

¢
is a tempered distribution. This tempered distribution

has the property that As(T ) = f .
In (b), the relevant formula is that (As)−1(ϕ) = F−1°(1 + |ξ |2)−s/2F(ϕ)

¢
. If ϕ

is in S(RN ), then so is F(ϕ). An easy induction shows that any iterated derivative of
(1+|ξ |2)−s/2 is a sumofproductsof polynomials in ξ timespowers (possiblynegative)
of 1+|ξ |2. Application of the Leibniz rule therefore shows that any iterated derivative
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of (1+ |ξ |2)−s/2F(ϕ) is a sum of products of polynomials in ξ times derivatives of
F(ϕ), all divided by powers of 1 + |ξ |2. Consequently (1 + |ξ |2)−s/2F(ϕ) is a
Schwartz function, and so is its inverse Fourier transform.
For (c), we know that C∞

com(RN ) is dense in L2(RN ), and hence S(RN ) is dense
in L2(RN ) also. Applying the operator (As)−1, which must carry S(RN ) onto itself,
we see that S(RN ) is dense in Hs .
10. If T is in H−s and ϕ is in S(RN ), then the definition of Fourier transform on

S(RN ), together with the Schwarz inequality, implies that

|hT, ϕi| = |hF(T ),F−1(ϕ)i| = |
R

RN F(T )(ξ)F−1(ϕ)(ξ) dξ |

= |
R

RN [(1+ |ξ |2)−s/2F(T )(ξ)] [(1+ |ξ |2)s/2F−1(ϕ)(ξ)] dξ |

≤ k(1+ |ξ |2)−s/2F(T )kL2k(1+ |ξ |2)s/2F−1(ϕ)kL2 = kTkH−skϕkHs .

11. For √ in S(RN ), we have |hF(T ), √i| = |hT,F(√)i| ≤ CkF(√)kHs =

C
° R

RN |F(F(√))(ξ)|2(1 + |ξ |2)s dξ
¢1/2

= C
° R

RN |√(−ξ)|2(1 + |ξ |2)s dξ
¢1/2

=
Ck√kL2(RN ,(1+|ξ |2)s dξ)

. Thus F(T ) acts as a bounded linear functional on the dense
vector subspace S(RN ) of L2(RN , (1+ |ξ |2)s dξ). Extending this linear functional
continuously to the whole space and applying the Riesz Representation Theorem for
Hilbert spaces, we obtain a function f in L2(RN , (1+ |ξ |2)s dξ) such that

hF(T ), √i =
R

RN √(ξ) f (ξ)(1+ |ξ |2)s dξ

for all√ inS(RN ). Put√0(ξ) = f (ξ)(1+|ξ |2)s . Then
R

RN |√0(ξ)|2(1+|ξ |2)−s dξ =R
RN | f (ξ)|2(1 + |ξ |2)s dξ < ∞, and the above displayed formula shows that F(T )

agrees with the function √0 on S(RN ). Thus T is in H−s . To estimate kTkH−s ,
we twice use the fact that S(RN ) is dense: kTkH−s = k√0kL2(RN ,(1+|ξ |2)−s dξ)

=

k f kL2(RN ,(1+|ξ |2)s dξ)
= supk√k

L2(RN ,(1+|ξ |2)s dξ)
≤1 |hF(T ), √i| = supkϕkHs≤1

|hT, ϕi|.

Thus kTkH−s ≤ C .
12. In (a), we apply the Schwarz inequality: kϕksup ≤ kF−1(ϕ)k1 = kF(ϕ)k1 =

R
RN |[F(ϕ)(ξ)(1+ |ξ |2)s/2] [(1+ |ξ |2)−s/2]| dξ ≤ kTϕkHs

° R
RN

Ø
Ø1+ |ξ |2

Ø
Ø−s dξ

¢1/2.
For (b), the last integral in (a) is finite for s > N/2. Thus we have kϕksup ≤

CkTϕkHs for all ϕ in S(RN ). If T is in Hs , we know from Problem 9c that we
can find a sequence ϕk in S(RN ) such that Tϕk tends to T in Hs . For p ≤ q, we
then have kϕp − ϕqksup ≤ CkTϕp − TϕqkHs . Letting q tend to infinity, we see that
ϕp converges uniformly to some function f , necessarily continuous and bounded.
Let Tf be the tempered distribution given by f . We show that T = Tf . If √

is in S(RN ), then F(√) is integrable, being a Schwartz function, and the uniform
convergence of ϕp to f implies that hTf ,F(√)i = limphTϕp ,F(√)i. On the other
hand, |hTϕp − T,F(√)i| ≤ kTϕp − TkHskF(√)kH−s , and thus hTϕp ,F(√)i tends to
hT,F(√)i. Therefore hTf ,F(√)i = hT,F(√)i, and T = Tf .
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For (c), it follows from Problem 8 that for any fixed s and any multi-index α with
|α| ≤ s, kDαϕkHs−|α| ≤ CαkϕkHs for all ϕ in S(RN ). Fix m with s > N/2 + m,
and let T be in Hs . By Problem 9c we can choose a sequence ϕk in S(RN ) such
that Tϕk tends to T in Hs . For p ≤ q and for each α with |α| ≤ m, (a) shows
that kDαϕp − Dαϕqksup ≤ C 0

αkTDαϕp − TDαϕqkHs−|α| ≤ C 0
αkTDαϕp − TDαϕqkHs−m .

Letting q tend to infinity, we see that Dαϕp converges uniformly to some function
fα , necessarily continuous and bounded. By the theorem on interchange of limit and
derivative, f0 = limp D0ϕp is of class Cm with fα = Dα f0 for all α with |α| ≤ m.
Then we can argue as in (b) to see that T = Tf , and (c) is proved.
13. In (a), Py ∗ (u0 + i Hu0)(x) = Py ∗ u0(x) + i Qy ∗ u0(x) = i z̄

π |z|2 ∗ u0(x) =

((−iπz)−1) ∗ u0(x). The left side is inHp since H is bounded on L p, and the form
of the right side shows that the result is analytic in the upper half plane. Hence the
expression is in H p.
In (b), we know that f (x + iy) = Py ∗ u0(x) + i Qy ∗ u0(x) = Py ∗ u0(x) +

i PyHu0(x). Taking the L p limit as y ↓ 0, we obtain f0 = u0 + i Hu0. Hence i Hu0
is the imaginary part of f0.
14. According to the previous problem, the functions in H2 are those of the form

Py ∗ (u0+ i Hu0)with u0 in L2. That is, they are the functions of the form u0+ i Hu0
with u0 in L2. The operator H acts on the Fourier transform side by multiplication by
−isgn x . Hence the Fourier transforms of the functions of interest are all expressions
bu0(x) + i(−isgn x)bu0(x) a.e. This function is 2bu0(x) for x > 0 and is 0 for x < 0.
Conversely any function in L2 is the Fourier transform of an L2 function, and thus
if g is given that vanishes a.e. for x < 0, we can find u0 with bu0 = 1

2g. Then
bu0 + i(−isgn x)bu0 = g.
15. The first inequality is by the Schwarz inequality, and the second inequality is

evident. For the equality we make the calculation

1(|F |q) = 4 @
@ z̄

@
@z (|F |2)q/2 = 2q @

@ z̄ [(|F |2)
q
2−1 @

@z (F, F)]

= 2q @
@ z̄ [(|F |2)

q
2−1(F 0, F)]

= q(q − 2)(|F |2)
q
2−2(F, F 0)(F 0, F) + 2q(|F |2)

q
2−1(F 0, F 0)

= q2|F |q−4|(F, F 0)|2 − 2q|F |q−4|(F, F 0)|2 + 2q|F |q−2|F 0|2

= q2|F |q−4|(F, F 0)|2 + 2q|F |q−4° − |(F, F 0)|2 + |F |2|F 0|2
¢
.

16. Arguing by contradiction, suppose that u(x1) > 0 with |x1 − x0| < r . For
any c > 0, the function vc(x) = u(x) + c(|x − x0|2 − r2) has 1vc > 0 on B(r; x0)
and v = u ≤ 0 on @B(r; x0). We can choose the positive number c sufficiently small
so that vc(x1) > 0. Fix that c, and choose x2 in B(r; x0)cl where vc is a maximum.
Then x2 is in B(r; x0), and all the first partial derivatives of vc must be 0 there. Since
1vc(x2) > 0, we must have D2j vc(x2) > 0 for some j , and then the presence of a
maximum for v − x at x2 contradicts the second derivative test.
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17. For (a), we calculate kgεk22 =
R

R |gε(x)|2 dx =
R

R |Fε(x)| dx ≤R
R | f (x + iε)| dx + ε

R
R |x + i |−2 ≤ k f kH1 + εk(x + i)−2k1.

In (b), the functions x 7→ gε(x + iy) and x 7→ Fε(x + iy) are Poisson integrals
of the functions with y replaced by y/2, and then are iterated Poisson integrals in
passing from y/2 to 3y/4 and to y. In the first case the starting function is in
L2, and in the second case the starting function is in L1. The function at 3y/4 is
then in L2 since L1 ∗ L2 ⊆ L2, and the function at y is continuous vanishing at
infinity since L2 ∗ L2 ⊆ C0(R). This handles the dependence for large x . For
large y, we refer to the proof of Theorem 3.25, where we obtained the estimate
|u(x, t)|p ≤ [( 12 t0)

N+1ƒ1]−1(N + 1)t0kukpHp if u is inHp and t ∏ t0.
In (c), the functions |Fε(z)|1/2 and gε(z) are equal for z = x . Hence the continuous

function u(z) = |Fε(z)|1/2−gε(z) onR2+ vanishes at y = 0 and tends to 0 as |x |+|y|
tends to infinity. Given δ > 0, choose an open ball B large enough in R2+ so that
u(z) ≤ δ off this ball. Since the second component of Fε(z) is nowhere vanishing,
|Fε(z)|1/2 is everywhere smooth for y > 0. Problem15 shows that1(|Fε(z)|1/2) ∏ 0,
and we know that 1gε(z) = 0 since gε is a Poisson integral. Hence 1u(z) ∏ 0.
Applying Problem 16 on the ball B, we see that u(z) ≤ δ on B. Hence u(z) ≤ δ on
R2+. Since δ is arbitrary, u(z) ≤ 0 on R2+. Therefore |Fε(z)|1/2 ≤ gε(z) on R2+.
18. In (a), the fact that Py is in L2 implies that limn

R
R Py(x − t)gεn (t) dt =R

R Py(x − t)g(t) dt . Thus gεn (z) → g(z) pointwise for Im z > 0. Then we have
| f (z)|1/2 ≤ lim supn | f (z + iεn)|1/2 ≤ lim supn gε(z) = g(z). Since g(z) is the
Poisson integral of g(x), the inequality g(x + iy) ≤ Cg∗(x) is known from the given
facts at the beginning of this group of problems.
In (b), we have | f (x+iy)| ≤ C2g∗(x)2, andweknow that kg∗k2 ≤ A2kgk2. From

Problem17awehavekgk22 ≤ lim supn kgεnk
2
2 ≤ lim supn

°
k f kH1+εk(x+i)−2k1

¢
=

k f kH1 .

19. Every f in Ccom(X) has
Ø
Ø R

X f (x) d∫(x)
Ø
Ø = limn

Ø
Ø R

X f (x)gn(x) dµ(x)
Ø
Ø ≤

lim supn
R
X | f (x)||gn(x)| dµ(x) ≤

R
X | f (x)| dµ(x). If K is compact in X , we can

find a sequence { fk} of functions∏ 0 inCcom(X) decreasingpointwise to the indicator
function of K , and dominated convergence implies that

Ø
Ø R

K d∫(x)
Ø
Ø ≤

R
K dµ(x).

In other words, |∫(K )| ≤ µ(K ). Separating the real and imaginary parts of ∫ and
then working with subsets of a maximal positive set for ∫ and a maximal negative set
for ∫, we reduce to the case that ∫ ∏ 0. Since ∫ is automatically regular, we obtain
∫(E) ≤ µ(E) for all Borel sets E , and the absolute continuity follows.
20. Since f is in H1, it is in H1 and hence is the Poisson integral of a finite

complex Borel measure ∫, and the complex measures f (x + i/n) dx converge weak-
star against Ccom(R) to ∫. Meanwhile, we have | f (x + i/n)| ≤ C2g∗(x)2 for
all n. In Problem 19 take dµ(x) = C2g∗(x)2 dx . Then the complex measures
f (x+ i/n)[C2g∗(x)2]−1 dµ(x) converge weak-star to ∫. Problem 19 shows that ∫ is
absolutely continuouswith respect toC2g∗(x)2 dx . Hence ∫ is absolutely continuous
with respect to Lebesgue measure.
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21. For (a),F(Tϕ) is the product of an L∞ function and a Schwartz function. The
rapid decrease of the Fourier transform translates into the existence of derivatives of
all orders for the function itself. Hence 8 is locally bounded.
For (b), any x with |x | ∏ 1 has

8(x) = limy↓0
R
|y|∏ε

° K (x−y)
|x−y|N − K (x)

|x |N
¢
ϕ(y) dy.

Hence |8(x)| is

≤ lim supy↓0
R
|y|∏ε ϕ(y)|K (x − y)|

Ø
Ø 1
|x−y|N − 1

|x |N
Ø
Ø dy +

R
RN ϕ(y) |K (x−y)−K (x)|

|x |N dy.

If |x | ∏ 2|y| for all y in the support of ϕ, two estimates in the text are applicable;
these appear in the proof that the hypotheses of Lemma 3.29 are satisfied:

Ø
Ø 1
|x−y|N − 1

|x |N
Ø
Ø ≤ N3N |y|

|x |N+1 and |K (x − y) − K (x)| ≤ √
° 2|y|

|x |
¢
.

The smoothness of K makes√(t) ≤ Ct for small positive t . Since the y’s in question
are all in the compact support of ϕ, both terms are bounded bymultiples of |x |−(N+1).
Conclusion (c) is immediate from (a) and (b).
22. Part (a) is just a matter of tracking down the effects of dilations. Part (c)

follows by dilating8 = Tϕ − k to obtain8ε = (Tϕ)ε − kε, by applying (a) to write
8ε = Tϕε − kε, by convolving with f , and by applying (b). Thus we have to prove
(b).
For (b), we have ϕε ∗ T f = ϕε ∗ (limδ Tδ f ). The limit is in L p, and convolution

by the L p0 function ϕε is bounded from L p to L∞. Therefore ϕε ∗ (limδ Tδ f ) equals
limδ(ϕε ∗ (Tδ f )) = limδ(ϕε ∗ (kδ ∗ f )). This is equal to limδ((ϕε ∗ kδ) ∗ f ) =
limδ((Tδϕε) ∗ f ) since ϕε is in L1. Finally we can move the limit inside since
limδ Tδϕε can be considered as an L p

0 limit and f is in L p.
23. From (c), we have supε>0 |Tε f (x)| = supε>0 |kε∗ f (x)| ≤ supε>0 |8ε∗ f (x)|

+ supε>0 |ϕε ∗ (T f )(x)| ≤ C8 f ∗(x) +Cϕ(T f )∗(x), where C8 and Cϕ are as in the
given facts at the beginning of this group of problems.
24. Taking L p norms in the previous problem and using Theorem 3.26 and the

known behavior of Hardy–Littlewood maximal functions, we obtain
∞
∞ sup

ε>0
|Tε f (x)|

∞
∞
p ≤ C8k f ∗kp + Cϕk(T f )∗kp ≤ C8Apk f kp + Cϕ ApkT f kp

≤ C8Apk f kp + Cϕ ApCpk f kp = Ck f kp,

where Ap and Cp are constants such that k f ∗kp ≤ Apk f kp and kT f kp ≤ Cpk f kp.
We know that limε>0 Tε f (x) exists pointwise for f in the dense set C∞

com(RN ), and
a familiar argument uses the above information to give the existence of the pointwise
limit almost everywhere for all f in L p.
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25. This follows from the same argument as for Proposition 3.7.
26. Fix √ ∏ 0 in C∞

com(RN ) with integral 1, and define √ε(x) = ε−N√(ε−1x). If
f is in L2k(T

N ), then √ε ∗ f is smooth and periodic, hence is in C∞(T N ). Suppose
it is proved that

Dα(√ε ∗ f ) = √ε ∗ Dα f for |α| ≤ k. (∗)

If we let η be the indicator function of [−2π, 2π]N , then Proposition 3.5a shows
that limε↓0 kη(√ε ∗ Dα f − Dα f ))k2 = 0 for |α| ≤ k, and then (∗) shows that
limε↓0 kη(Dα(√ε ∗ f ) − Dα f )k2 = 0. Hence limε↓0 k√ε ∗ f − f kL2k(T N )

= 0.
For (∗), the critical fact is that the smooth function √ ∗ f is periodic. If ϕ is

periodic and √ε is supported inside [−π, π]N , then
R
[−π,π]N

°
√ε ∗ Dα f (x)

¢
ϕ(x) dx =

R
[−π,π]N

R
[−π,π]N √ε(y)Dα f (x − y)ϕ(x) dy dx

=
R
[−π,π]N

R
[−π,π]N √ε(y)Dα f (x − y)ϕ(x) dx dy

= (−1)|α|
R
[−π,π]N

R
[−π,π]N √ε(y) f (x − y)Dαϕ(x) dx dy

= (−1)|α|
R
[−π,π]N (√ε ∗ f )(x)Dαϕ(x) dx

=
R
[−π,π]N (Dα(√ε ∗ f ))ϕ dx,

and (∗) follows.
27. We have

kDα f k2L2k(T N )
=

P
|β|≤k (2π)−N

R
[−π,π]N |DβDα f |2 dx

=
P

|β|≤k (2π)−N
R
[−π,π]N |Dα+β f |2 dx

≤
P

|∞ |≤k+|α| (2π)−N
R
[−π,π]N |D∞ f |2 dx

= k f k2L2k+|α|(T N )
.

Thus we can take Cα,k = 1.
28. For eachα, we have (2π)−N

R
[−π,π]N |Dα f |2 dx ≤ (supx∈[−π,π]N |Dα f (x)|)2.

Summing for |α| ≤ k gives

k f k2L2k(T N )
≤

P
|α|≤k (supx∈[−π,π]N |Dα f (x)|)2,

and the right side is ≤ (
P

|α|≤k supx∈[−π,π]N |Dα f (x)|)2. Thus we can take Ak = 1.

29. Since l2j ≤ |l|2, we have l2α ≤ (|l|2)|α| ≤ (1 + |l|2)k , and the left inequality
of the problem follows with Bk equal to the reciprocal of the number of α’s with
|α| ≤ k. For the right inequality, we have 1+ |l|2 =

P
|α|≤1 l2α . Raising both sides

to the kth power gives the desired result once the right side is expanded out since
l2αl2β = l2(α+β).
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30–31. For f in C∞(T N ), let f have Fourier coefficients cl . The l th Fourier
coefficient of Dα f is then i |α|lαcl , and hence kDα f k22 =

P
l |cl |2l2α . Consequently

k f kL2k(T N )
=

P
l |cl |2

°P
|α|≤k l2α

¢
. Then the estimate required for Problem 31 in

the case of functions in C∞(T N ) is immediate from the inequalities of Problem 29.
Problem 26 shows that C∞(T N ) is dense in L2k(T

N ). Let f be given in L2k(T
N ),

and choose f (n) in C∞(T N ) convergent to f in L2k(T
N ). Since f (n) tends to f in

L2, the Fourier coefficients c(n)l of f (n) tend to those cl of f for each l. Applying
Problem 29 to each f (n) and using Fatou’s Lemma, we obtain

P
l |cl |2(1+ |l|2)k ≤

Ckk f k2L2k(T N )
. On the other hand, if f is given in L2k(T

N ) with Fourier coefficients

cl , then we can put f (n)(x) =
P

|l|≤n cleil·x . Since f (n) is given by a finite sum and
since Dα f (x) =

P
l cllαeil·x in the L2 sense for |α| ≤ k, we see that f (n) converges

to f in L2k(T
N ). The left inequality of Problem 31 holds for each f (n) since f (n)

is in C∞(T N ), and the expression in the middle of that inequality for f (n) is ≤ the
corresponding expression for f . Passing to the limit, we obtain the left inequality of
Problem 31 for f .
This settles Problem 31. It shows also that if f is in L2k(T

N ), then we haveP
l |cl |2(1+|l|2)k < ∞. On the other hand, if this sum is finite, thenwe define f (n) to

be
P

|l|≤n cleil·x . Problem 31 gives us Bkk f (n)k2L2k(T N )
≤

P
l |cl |2(1+|l|2)k for each

n. Each Dα f (n) for |α| ≤ k is convergent to something in L2, and the completeness
of L2k(T

N ) proved in Problem 25 shows that f (n) converges to something in L2k(T
N ).

Consideration of Fourier coefficients shows that the limit function must be f . Hence
f is in L2k(T

N ).
32. Put c = K/N > 1/2. Term by term we have

P
l∈ZN (1 + |l|2)−(N+1)/2 ≤

P
l1∈Z · · ·

P
lN∈Z (1 + l21)

−c · · · (1 + l2N )−c =
QN

j=1
°P

m∈Z (1 + m2)−c
¢
, and the

right side is finite since c > 1/2. This proves convergence of the sum.
Now suppose that f is in L2K (T N ), and suppose that f has Fourier coefficients cl .

Problem 31 shows that
P

l |cl |2(1+ |l|2)K < ∞. The Schwarz inequality gives
P

l |cl | =
P

l |cl(1+ |l|2)K/2|(1+ |l|2)−K/2

≤
°P

l |cl |2(1+ |l|2)K
¢1/2°P

l (1+ |l|2)−K
¢1/2

,

and we conclude that
P

|cl | < ∞. Therefore the partial sums of the Fourier series
of f converge to a continuous function. This continuous function has to match the
L2 limit almost everywhere, and the latter is f .
33. Let cl be the Fourier coefficients of f . If f is in L2K (T N ) with K > N/2,

then Problem 32 shows that f is continuous and is given pointwise by the sum
of its Fourier series. The inequalities in the solution for that problem show that
| f (x)| ≤

P
l |cl | ≤ AK

°P
l |cl |2(1 + |l|2)−K

¢1/2. In turn, Problem 31 shows that
the right side is ≤ AKC

1/2
k k f kL2K (T N )

. This gives the desired estimate for α = 0
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with m(0) = K for any integer K greater than N/2. Combining this estimate with
the result of Problem 27, we obtain an inequality for all α, with m(α) = K + |α| and
Cα = AKC

1/2
K .

34. The comparisons of size are given in Problems 28 and 33. These comparisons
establish the uniform continuity of the identity map in both directions, by the proof
of Proposition 3.2. (The statement of the proposition asserts only continuity.)

Chapter IV

1. With the explicit definition of the norm topology on X/Y , we have kx + Yk ≤
kxk, and consequently the quotient mapping q : X → X/Y is continuous onto the
normed X/Y . Because of completeness the Interior Mapping Theorem applies and
shows that the quotient mapping carries open sets to open sets. Consequently a subset
E of X/Y in the norm topology is open if and only if q−1(E) is open. This is the same
as the defining condition for a subset of X/Y to be open in the quotient topology, and
hence the topologies match.
2. Let K = ker(T ), and let q : X → X/K be the quotient map. By linear

algebra the map T : X → Y induces a one-one linear map T 0 : X/K → Y , and
then T = T 0 ◦ q. Since K is closed in X , Proposition 4.4 shows that X/K is a
topological vector space. Since T (X) is finite dimensional and T 0 is one-one, X/K
is finite dimensional. Proposition 4.5 implies that T 0 is continuous. Since T is the
composition of continuous maps, it is continuous.
3. Let T : X → Y be a continuous linearmap fromoneBanach space onto another,

and let K = ker T . As in Problem 2, write T = T 0 ◦ q, where q : X → X/K is
the quotient mapping. Here T 0 is one-one. Since a subset E of X/K is open if and
only if q−1(E) is open, T 0 is continuous. Problem 1 shows that the topology on X/K
comes from a Banach space structure. By the assumed special case of the Interior
Mapping Theorem, T 0 carries open sets to open sets. Therefore the composition T
carries open sets to open sets.
4. This follows from Proposition 4.5.
5. Take xn to be the nth member of an orthonormal basis. Then kxnk = 1 for all n.

Any u in H has an expansion u =
P∞

n=1 cnxn , convergent in H , with cn = (u, xn)
and

P
|cn|2 < ∞. Then {(u, xn)} tends to 0 for each u, and {xn} therefore tends to 0

weakly.
6. The weak convergence implies that limn( fn, f ) = ( f, f ) = k f k2. Therefore

k fn − f k2 = k fnk2 − 2Re( fn, f ) + k f k2 tends to k f k2 − 2k f k2 + k f k2 = 0.
7. Let the dense subset of X∗ be D. For x∗ in X∗ and y∗ in D, we have
|x∗(xn) − x∗(x0)| ≤ |(x∗ − y∗)(xn)| + |y∗(xn) − y∗(x0)| + |(y∗ − x∗)(x0)|

≤ kx∗ − y∗kkxnk + |y∗(xn) − y∗(x0)| + kx∗ − y∗kkx0k
≤ (C + kx0k)kx∗ − y∗k + |y∗(xn) − y∗(x0)|,
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where C = supn kxnk. Given x∗ ∈ X∗ and ≤ > 0, choose y∗ in D to make the
first term on the right be < ≤, and then choose n large enough to make the second
term < ≤.
8. For (a), let D( f ) = 1. Then t 7→

R
[0,t] | f |

p dx is a continuous nondecreasing
function on [0, 1] that is 0 at t = 0 and is 1 at t = 1. Therefore there exists a partition
0 = a0 < a1 < · · · < an = 1 of [0, 1] such that

R
[0,aj ] | f |

p dx = j/n for 0 ≤ j ≤ n.
If f j for j ∏ 1 is the product of n and the indicator function of [aj−1, aj ], then
D( f j ) = 1

n n
p = n−(1−p), and f = 1

n ( f1 + · · · + fn).
For (b), let gj = c fj in (a), so that D(gj ) = |c|pD( f j ) = |c|pn−(1−p). If we

put c = n(1−p)/p, then D(gj ) = 1. Thus we obtain the expansion n(1−p)/p f =
1
n (g1 + · · · + gn) with D(gj ) = 1 for each j . Since D(n(1−p)/p f ) = n1−pD( f ) =
n1−p, the multiple n(1−p)/p f of f is a convex combination of functions h with
D(h) ≤ 1. Taking a convex combination of 0 and this multiple of f shows that r f
is a convex combination of functions h with D(h) ≤ 1 if 0 ≤ r ≤ n(1−p)/p. Since
supn n(1−p)/p = +∞, every nonnegative multiple of f is a convex combination of
functions h with D(h) ≤ 1.
For (c), we scale the result of (b). The smallest convex set containing all functions

ε1/ph with D(h) ≤ 1 contains all nonnegative multiples of f . Since D(ε1/ph) =
εD(h), the smallest convex set containing all functions k with D(k) ≤ ε contains all
nonnegative multiples of f . Since f is arbitrary, this convex set is all of L p([0, 1]).
For (d), the sets where D( f ) ≤ ε form a local neighborhood base at 0. Thus if

L p([0, 1]) were locally convex, then any convex open set containing 0 would have
to contain, for some ε > 0, the set of all f with D( f ) ≤ ε. But the only convex set
containing all f with D( f ) ≤ ε is all of L p([0, 1]) by (c). Hence L p([0, 1]) is not
locally convex.
For (e), suppose that ` is a continuous linear functional on L p([0, 1]). Then we

can find some ε > 0 such that D( f ) < ε implies Re `( f ) < 1. The set of all f where
Re `( f ) < 1 is a convex set, and it contains the set of all f with D( f ) < ε. But we
saw in (c) that the only such convex set is L p([0, 1]) itself. Therefore Re `( f ) < 1
for all f in L p([0, 1]). Using scalar multiples, we see that Re `( f ) = 0 for all f .
Therefore `( f ) = 0, and the only continuous linear functional ` on L p([0, 1]) is
` = 0.
9. In (a), if ϕ is compactly supported in Kp0 , then ε−1

p supx /∈Kp
sup|α|≤mp

|Dαϕ(x)|
is 0 for p ∏ p0. Thus kϕkm,ε is a supremum for p < p0 of finitely many expressions
that are each finite for any smooth function onU . Hence kϕkm,ε is finite. Conversely
if ϕ is not compactly supported, then the expressions sp = supx /∈Kp

|ϕ(x)| have
0 < sp ≤ ∞ for all p. If we define the sequence ε by εp = min(p−1, sp), then εp
decreases to 0 and every sequence m has kϕkm,ε ∏ ε−1

p supx /∈Kp
|ϕ(x)| ∏ p for all

p. Since p is arbitrary, kϕkm,ε = ∞.
For (b), we have only to show that the inclusion of C∞

Kp
into (C∞

com(U), T 0) is
continuous for every p. If (m, ε) is given, we are to find an open neighborhood of 0 in
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C∞
Kp
such that kϕkm,ε < 1 for all ϕ in this neighborhood. PutM = max(m1, . . . ,mp)

and δ = min(ε1, . . . , ϕp). If ϕ is supported in Kp and supx∈Kp
sup|α|≤M |Dαϕ(x)| <

δ, then ε−1
r supx /∈Kr sup|α|≤mr

|Dαϕ(x)| is 0 for r ∏ p and is< 1 for r < p. Therefore
its supremum on r , which is kϕkm,ε, is < 1.
For (c), define mp = max{p, n1, . . . , np} for each p, and then {mp} is monotone

increasing and tends to infinity. Next chooseCp for each p by the compactness of the
support of √p and the use of the Leibniz rule on √pη so that whenever |Dαη(x)| ≤ c
for someη ∈ C∞(U), all x /∈ Kp, and allαwith |α| ≤ mp, then2p+1|Dα(√pη)(x)| ≤
Cpc for that η, all x ∈ U , and all α with |α| ≤ mp. Choose εp to be < δp/Cp and
to be such that {εp} is monotone decreasing and has limit 0. If kϕkm,ε < 1, then
supx /∈Kp

sup|α|≤mp
|Dαϕ(x)| < εp for all p. Taking η = ϕ in the definition ofCp, we

see that supx∈U sup|α|≤mp
2p+1|Dα(√pϕ)(x)| ≤ Cpεp < δp. Since √pϕ is in C∞

Kp+3

and mp ∏ np, we see that 2p+1√pϕ meets the condition for being in N ∩ C∞
Kp+3

.
For (d), we see from (c) that 2p+1√pϕ is in N for all p ∏ 0. The expansion

ϕ =
P

p∏0 2−(p+1)(2p+1√pϕ) is a finite sum since ϕ has compact support, and it
therefore exhibits ϕ as a convex combination of the 0 function and finitely many
functions 2p+1√pϕ, each of which is in N . Since N is convex, ϕ is in N . This proves
the asserted continuity.
For (e), each vector subspaceC∞

Kp
is closed nowhere dense, and the union of these

subspaces is all of C∞
com(U).

10. Disproof: The answer is certainly independent of H , and we can therefore
specialize to H = L2([0, 1]). The multiplication algebra by L∞([0, 1]) is isometric
to a subalgebra ofB(H, H) and is not separable. ThereforeB(H, H) is not separable.

11. Certainly A0 ⊇ M(L2(S, µ)). Let T be in A0, and put g = T (1). For
f continuous, T f = T ( f 1) = T Mf 1 = Mf T1 = Mf g = f g = g f . If we
can prove that g is in L∞(S, µ), then T and Mg will be bounded operators equal
on the dense subset C(S) of L2(S, µ) and therefore equal everywhere. Let EN =
{x

Ø
Ø N ≤ |g(x)| ≤ N + 1}, and suppose that µ(EN ) > 0. We shall derive an

upper bound for N . Choose a compact set KN ⊆ EN with µ(KN ) > 0. Then
choose f in C(S) with values in [0, 1] such that f ∏ 1 on KN and

R
S f dµ ≤

2µ(KN ). Then
R
S |g f |2 dµ ∏

R
KN

|g f |2 dµ =
R
KN

|g|2 dµ ∏ N 2µ(KN ). Also,
R
S | f |2 dµ ≤

R
S f dµ ≤ 2µ(KN ) since 0 ≤ f ≤ 1. Therefore Nµ(KN )1/2 ≤

kg f k2 ≤ kTkk f k2 ≤
p
2 kTkµ(KN )1/2, and we obtain N ≤

p
2 kTk. This gives

an upper bound for N and shows that g is in L∞(S, µ).

12. The Spectral Theorem shows that wemay assume that A is of the formMg and
acts on H = L2(S, µ), with g in L∞(S, µ). Certainly we have supk f k2≤1

|(Mg f, f )|
≤ kgk∞. Let us prove the reverse inequality. Lemma 4.55 and Proposition 4.43 show
that kgk∞ is the supremum of the numbers |∏0| such that ∏0 is in the essential image
of Mg . For ∏0 in the essential image, fix ≤ > 0 and let f1 be the indicator function of
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g−1({|∏ − ∏0| < ≤}). Then
R
S g| f1|

2 dµ =
R
|g(x)−∏0|<≤ g dµ = ∏0µ

°
|g(x)−∏0| < ≤

¢
+

R
|g(x)−∏0|<≤ (g−∏0) dµ.

The last term on the right is ≤ ≤µ
°
|g(x) − ∏0| < ≤

¢
in absolute value. HenceR

S g| f1|
2 dµ = (∏0 + ≥ )µ

°
|g(x) − ∏0| < ≤

¢
with |≥ | ≤ ≤. Dividing by k f1k22 =

µ
°
|g(x) − ∏0| < ≤

¢
and setting f = f1/k f1k2, we obtain

Ø
Ø R

S g| f |
2 dµ − ∏0

Ø
Ø ≤ ≤.

Since ≤ is arbitrary, ∏0 is in the closure of
©
(Mg f, f )

Ø
Ø k f k2 = 1

™
. Taking the

supremum over ∏0 in the essential image, we obtain supk f k2≤1
|(Mg f, f )| ∏ kgk∞.

13. This is what the proof of Theorem 4.53 gives when the assumption that A is
maximal is dropped and the cyclic vector is produced by a hypothesis rather than by
Proposition 4.52.
14. Apply the previous problem. Proposition 4.63 shows that A∗

m is canonically
homeomorphic to σ(A). Under this identification we want to see that U AU−1 is
multiplication by z. Thus let√ : σ(A) → A∗

m be the homeomorphism obtained from
the proposition. The solution of the previous problem and the proof of Theorem 4.53
show thatU AU−1 is multiplication by bA when we work withA∗

m, and it is therefore
bA◦√ whenweworkwithσ(A). Thedefiningpropertyof√ is that f (z) = f ◦bA(√(z))
for f ∈ C(σ (A)) and z ∈ σ(A). This equation for the function f (z) = z says that
bA ◦ √(z) = z, and hence U AU−1 is multiplication by z on σ(A).
15. For (a), A immediately contains all MP for arbitrary polynomials P with

complex coefficients on [0, 1]. By the Stone–Weierstrass Theorem, A contains all
operators Mf with f continuous on [0, 1]. This collection of operators is an algebra
closed under adjoints and operator limits (which are the same as essentially uniform
limits of the functions), and hence it exhausts A. If we then form A1, we obtain all
continuous functions in L2([0, 1]), and these are dense. Hence 1 is cyclic.
For (b), Proposition 4.63 says that the spectrum may be identified with σ(Mx ),

and Lemma 4.55 shows that this is [0, 1].
In (c), the system of operators Mϕ satisfies conditions (a) through (d) for the

system ϕ(Mx ) of Theorem 4.57. By uniqueness, ϕ(Mx ) = Mϕ for every bounded
Borel function on [0, 1].
17. If 0 < µ(S) < 1, then µ is a nontrivial convex combination of 0 and a

measure with total mass 1 and is therefore not extreme. Since 0 is evidently extreme,
the problem is to identify the extreme measures among those with total mass 1. If
µ is given with µ(S) = 1 and if some Borel set E has 0 < µ(E) < 1, define
µ1(A) = µ(E)−1µ(E ∩ A) and µ2 = µ(Ec)−1µ(Ec ∩ A). Then µ1 and µ2 have
total mass 1, and the equality µ = µ(E)µ1 + µ(Ec)µ2 shows that µ is not extreme.
Thus we may assume that µ takes on only the values 0 and 1. In this case the

regularity of µ implies that µ is a point mass, as is shown in Problem 6 of Chapter XI
of Basic.
18. For (a), we have f = (1 − t)k f1k−1

1 f1 + tk f2k−1
1 f2 with t = k f2k1. For

(b), we observe for any f in L1([0, 1]) with k f k1 = 1 that t 7→
R
[0,t] | f | dx is
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continuous on [0, 1], is 0 at t = 0, and is 1 at t = 1. Therefore there exists some t0
with

R
[0,t0] | f | dx = 1

2 . The set E = [0, t0] is then a set to which we can apply (a) to
see that f is not an extreme point of the closed unit ball.

19. For the compactness of K in (a), we are to show that the set of invariant
measures is closed. Suchmeasuresµ have

R
S f dµ =

R
S ( f ◦F) dµ for all f ∈ C(S).

If we have a net {µn} of such measures convergent weak-star to µ, then we can pass
to the limit in the equality for each µn and obtain

R
S f dµ =

R
S ( f ◦ F) dµ for the

limitµ since f and f ◦ F are both continuous. If we define ∫(E) = µ(F−1(E)), this
equality says that

R
S f dµ =

R
S f d∫ for every f ∈ C(S). By the uniqueness in the

Riesz Representation Theorem, µ = ∫. Therefore the limit µ is invariant under F .
In (b), if µ could be extreme but not ergodic, we could find a Borel set E with

0 < µ(E) < 1 such that F(E) = E . Put µ1(A) = µ(E)−1µ(A ∩ E) and µ2(A) =
µ(Ec)−1µ(A∩ Ec). The invariance of the set E implies thatµ1 andµ2 are invariant.
Since µ = µ(E)µ1 + µ(Ec)µ2, µ is exhibited as a nontrivial convex combination
of invariant measures and cannot be extreme.
For (c), the answer is “no.” Take S to be a two-point set with the discrete topology,

and let F interchange the two points. Then every measure µ on S with µ(S) = 1 is
ergodic, but only the two point masses are extreme points.

20. For (a) the assumed condition on f for the function c(n) that is nonzero at
n = 0 and is 0 elsewhere shows that f (0) ∏ 0. The condition on f for the function
c(n) that is nonzero at 0 and k and is 0 elsewhere is that the matrix

≥
f (0) f (k)
f (−k) f (0)

¥
is

Hermitian and positive semidefinite. The Hermitian condition forces f (−k) = f (k),
and the condition determinant ∏ 0 then says that | f (k)|2 ≤ f (0)2.
For (b), Example 2 of weak-star convergence in Section 3 says that a necessary

and sufficient condition for a sequence { fn} in L∞ to converge to f weak-star is that
{k fmk∞} be bounded, which we are assuming, and that

R
E fn dµ →

R
E f dµ for

every E of finite measure. Here the sets of finite measure in Z are the finite sets, and
thus the relevant convergence is pointwise convergence.
For (c), Theorem 4.14 shows that the weak-star topology on the closed unit ball of

L∞(Z) is compact metric, and therefore the topology is specified by sequences. The
convexity of K is routine, and we just have to see that K is closed. We can do this
by assuming that we have a pointwise convergent sequence whose members are in K
and by proving that the limit is in K . This too is routine.
For (d), suppose that einθ = (1−t)F1(n)+t F2(n) nontrivially. Taking the absolute

value and using (a), we have 1 ≤ (1− t)|F1(n)| + t |F2(n)| ≤ (1− t) + t = 1, and
equality must hold throughout. Therefore |F1(n)| = |F2(n)| = 1. Suppressing the
parameter n, suppose that we have ei√ = (1− t)eiϕ1 + teiϕ2 nontrivially. Multiplying
through by e−i√ , we reduce to the case that√ = 0. Sowe have 1 = (1−t)eiϕ0

1+teiϕ
0
2 .

The real part is 1 = (1− t) cosϕ0
1 + t cosϕ0

2, and we must have cosϕ
0
1 = cosϕ0

2 = 1
and eiϕ0

1 = eiϕ
0
2 = 1. Hence F1(n) = einθ = F2(n), and n 7→ einθ is an extreme

point.
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For (e), the Fourier coefficientmapping from complexBorelmeasures on the circle
to doubly infinite sequences is linear and one-one, and we are told to assume that the
mapping carries the set of Borel measures onto the set of positive definite functions.
The value of the positive definite function at 0 is then the total measure of the circle.
Hence the question translates into identifying the extreme Borel measures of total
mass 1 on the circle. Problem 17 shows that these are the point masses.
21. For (a), the convergence is proved by showing that the partial sums form

a Cauchy sequence. For m ≤ n, we have
∞
∞Pn

k=0( f/C)k −
Pm

k=0( f/C)k
∞
∞
sup =

∞
∞Pn

k=m+1( f/C)k
∞
∞
sup ≤

Pn
k=m+1 k f/Ckksup, and the right side tends to 0 as m and

n tend to infinity because k f/Cksup = |C|−1k f ksup < 1. So the series converges to
some x . Since

°Pn
k=0( f/C)k

¢
(1− f/C) = 1− ( f/C)n+1 and since multiplication

is continuous, the element x is a multiplicative inverse to 1− f/C .
In (b), `( f ) = C would imply `(1 − f/C) = `(1) − `( f )/C = 0. But then

0 = 0 · `(x) = `(1− f/C)`(x) = `(1) = 1 would give a contradiction.
From (b) we obtain |`( f )| ≤ 1. Taking the supremum over all f with k f ksup ≤ 1,

we find that k`k ≤ 1. Thus ` is bounded. This proves (c).
22. Problem 21 shows that ` is bounded. The result follows by using the Stone

Representation Theorem and the first example after its proof.
23. If t is in T , define `u(t)( f ) = (U f )(t) for f inC(S). It is routine to check that

`t satisfies the hypotheses of Problem 22 and is therefore given by evaluation at some
s in S. Define this s to be u(t). The proofs of (a), (b), and (c) are then straightforward.
24. This is just a matter of applying Problem 23 and tracking down the isomor-

phisms.
25. Let S be a nonempty set, and let A be a uniformly closed subalgebra of B(S)

with the properties thatA is stable under complex conjugation and contains 1. If S2 is
a compactHausdorff space andV : A → C(S2) is an algebra isomorphismmapping 1
to 1 and respecting conjugation and if S1, p, andU are as in Theorem 4.15, then there
exists a unique homeomorphism 8 : S2 → S1 such that (U f )(8(s2)) = (V f )(s2)
for all f in A. Then one has to give a proof.
26. For (a), the reflexive and symmetric properties are immediate from the defi-

nition. For the transitive property let xi ∼ xj and xj ∼ xl . Say that i ≤ k, j ≤ k,
√ki (xi ) = √k j (xj ), j ≤ m, l ≤ m, √mj (xj ) = √ml(xl). Choose n with k ≤ n
and m ≤ n. Application of √nk to √ki (xi ) = √k j (xj ) gives √ni (xi ) = √nj (xj ),
and application of √nm to √mj (xj ) = √ml(xl) gives √nj (xj ) = √nl(xl). Therefore
√ni (xi ) = √nl(xl), and ∼ is transitive.
For (b), suppose that √ki (xi ) = √k j (xj ). We are to show that √li (xi ) = √l j (xj )

whenever i ≤ l and j ≤ l. Assume the contrary for some l. Choose m with k ≤ m
and l ≤ m. Application of √mk to √ki (xi ) = √k j (xj ) gives √mi (xi ) = √mj (xj ). On
the other hand, application of √ml to √li (xi ) 6= √l j (xj ) gives √mi (xi ) 6= √mj (xj )
since √ml is by assumption one-one. Thus we have a contradiction.
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27. Suppose that we are given maps ϕi : Wi → Z with ϕj ◦ √j i = ϕi whenever
i ≤ j . Define e8 :

`
Wi → Z by e8(xj ) = ϕj (x) if xj is in Wj . The map e8

is continuous, and the claim is that it descends to the quotient to give a map 8

satisfying 8(q(xj )) = e8(xj ). To see the necessary consistency, suppose xj ∼ xl
with xl in Wl . Say that j ≤ k, l ≤ k, and √k j (xj ) = √kl(xl). Then we have
e8(xj ) = ϕj (xj ) = ϕk√k j (xj ) = ϕk√kl(xl) = ϕl(xl) = e8(xl), and the consistency is
proved. The definition of8 is complete, and we have arranged that8 ◦ (q

Ø
Ø
Wj

) = ϕj
for each j . This establishes existence of themap8 in the universal mapping property.
Since q carries

`
i Wi onto W , the formulas 8 ◦ (q

Ø
Ø
Wj

) = ϕj force the definition
we have used for 8. This establishes the uniqueness of the map 8 in the universal
mapping property.
28. With (V, {pi }) as a direct limit, take Z = W and ϕi = qi . Each map ϕi

carries Wi into Z , and the universal mapping property of (V, {pi }) yields a mapping
F : V → W with qi = F ◦ pi for all i . Reversing the roles of (V, {pi }) and (W, {qi }),
we obtain a mapping G : V → W with pi = G ◦ qi for all i .
With (V, {pi }) as a direct limit, take Z = V and ϕi = pi . Then the identity 1

Ø
Ø
V

meets the condition of the universal mapping property for this situation. On the other
hand, so doesG ◦ F , which carries V to itself and has pi = G ◦qi = (G ◦ F)◦ pi . By
the uniqueness that is part of the universal mapping property, G ◦ F = 1

Ø
Ø
V . Similarly

F ◦ G = 1
Ø
Ø
W . Thus F is a homeomorphism.

The homeomorphism F is unique because any such mapping F# must similarly
have G ◦ F# = 1

Ø
Ø
V and F

# ◦ G = 1
Ø
Ø
W . Thus F

# must be a two-sided inverse to G,
and there can be only one such function.
29. For (a), let U be an open set in

`
i Wi . We are to prove that q(U) is open.

Since eachWi is open in the disjoint union, we may assume thatU ⊆ Wi for some i .
We are to prove that q−1(q(U)) is open, hence that q−1(q(U))∩Wj is open for each
j . Thus we are to show that the set V of all xj in Wj such that xj ∼ xi for some xi in
U is open inWj . Choose k with i ≤ k and j ≤ k. Then we have V = √−1

k j (√ki (U)).
The hypothesis for this problem makes √ki (U) open in Wk , and then √−1

k j (√ki (U))

is open since √k j is continuous.
For (b), we are to separate q(xi ) and q(xj ) by disjoint open sets if xi and xj are not

equivalent. Choose k with i ≤ k and j ≤ k, so that √ki (xi ) and √k j (xj ) are both in
Wk . They are distinct in Wk by Problem 26b. Since Wk is Hausdorff, we can choose
disjoint open sets A and B inWk with√ki (xi ) in A and √k j (xj ) in B. Then q(A) and
q(B) are disjoint since q is one-one on Wk , and they are open by (a).
For (c), the mapping into the direct limit is continuous and open and therefore

carries compact neighborhoods to compact neighborhoods. Since the quotient map
is onto the direct limit, every point of the direct limit has a compact neighborhood.
For an example in (d), take Wi = {1, . . . , i} for each i , with √j i equal to the

inclusion if i ≤ j . Each Wi is finite, hence compact, and the direct limit is the set of
positive integers with the discrete topology.
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30. Each X (S) is Hausdorff as the product of Hausdorff spaces. The space°×i /∈SKi
¢
is compact by the Tychonoff Product Theorem, and then X (S) is the

product of finitely many locally compact spaces, which is locally compact. The
Hausdorff property is handled by Problem 29b, and the final assertion is clear from
the definition.

Chapter V

1. If K is compact in U , then K is compact in V , and hence the inclusion of
C∞
K into C∞

com(V ) is continuous. By Proposition 4.29 the inclusion of C∞
com(U) into

C∞
com(V ) is continuous.
2. Fix K compact large enough to contain support(ϕ). Then the map √ 7→ √ϕ is

continuous from C∞(U) into C∞
K . The inclusion of C

∞
K into C∞

com(U) is continuous,
and hence √ 7→ √ϕ, being a composition of continuous functions, is continuous
from C∞(U) into C∞

com(U).
3. Let {Kj } be an exhausting sequence of compact subsets of U , and choose

√j ∈ C∞
com(U) that is 1 on Kj and is 0 off Kj+1. For each j , the product (ϕ

Ø
Ø
U −ϕ1)√j

is in C∞
com(U) with support contained in the open setU ∩ (support(TU ))c. Therefore

TU ((ϕ
Ø
Ø
U − ϕ1)√j ) = 0 for each j . The functions (ϕ

Ø
Ø
U − ϕ1)√j tend to ϕ

Ø
Ø
U − ϕ1 in

the topology ofC∞(U), and therefore TU (ϕ
Ø
Ø
U −ϕ1) = 0. Hence TU (ϕ

Ø
Ø
U ) = TU (ϕ1)

as required.
4. An adjustment is needed to the proof of Theorem 5.1. The proof in the

text in effect used the expressions k f kK 0,α = supx∈K 0 |(Dα f )(x)| as seminorms
together describing the relative topology of C∞

K 0 as a subspace of C∞(Rn). To
modify the proof of the theorem, we need to see that the same relative topology
results from using the expressions k f kK 0,α,new = k(Dα f )kL2(K 0)

. In one direction
we have k(Dα f )kL2(K 0)

≤ C supx∈K 0 |(Dα f )(x)|, the constant C being the L2 norm
of the function 1 on K 0. In the reverse direction we apply Sobolev’s inequality
(Theorem 3.11) with U equal to the interior of K 0. This open set satisfies the cone
condition. Sobolev’s inequality shows for k > N/2 that supx∈K 0 |(Dα f )(x)| ≤
C(

P
|β|≤k k(Dα+β f )k2L2(K 0)

)1/2. We follow the lines of the proof of Theorem 5.1,
using these new seminorms and using linear functionals on spaces of L2 functions
instead of spaces of continuous functions, and the desired result follows.
5. For (a), we write hT, ϕi =

P
α

R
RN Dαϕ dρα(x) by means of Theorem 5.1.

Substitution and use of Lemma 5.6 gives

hT, Fi =
P

α

R
RN Dα

x
R
K 8(x, y) dµ(y) dρα(x)

=
P

α

R
RN

R
K Dα

x8(x, y) dµ(y) dρα(x).

On the other hand,
R
K hT,8( · , y)i dµ(y) =

R
K

P
α

R
RN Dα

x8(x, y) dρα(x) dµ(y),
and the two expressions are equal by Fubini’s Theorem.
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For (b), choose a compact subset L of RN such that L × K contains support(8),
and choose η in C∞

com(RN ) that is identically 1 on L . Part (a) shows that

hηS, Fi =
R
K hηS,8( · , y)i dµ(y).

On the other hand, we have hηS, Fi = hS, ηFi = hS, Fi, and hηS,8( · , y)i =
hS, η( · )8( · , y)i = hS,8( · , y)i, and the result follows.
6. For any member η of C∞

com(U) with values in [0, 1], ηT is a member of
E 0(U). If ϕ is a real-valued member of C∞

com(U), then for both choices of the sign
±, η(kϕksup ± ϕ) is a member of C∞

com(U) that is ∏ 0. Hence hT, η(kϕksup ± ϕ)i ∏

0, and hT, ηikϕksup = hT, ηkϕksupi ∏ ∓hT, ηϕi = ∓hηT, ϕi, i.e., |hηT, ϕi| ≤

hT, ηikϕksup. For complex-valued ϕ, such an estimate is valid for the real and
imaginary parts separately, and we conclude that ϕ 7→ hηT, ϕi is a bounded linear
functional on C∞

com(U) relative to the supremum norm. Corollary 3.6a shows that
C∞
com(U) is dense in Ccom(U) and that the approximating functions to a function∏ 0
can be taken to be ∏ 0. Consequently the continuous extension of ηT is a positive
linear functional on Ccom(U). By the Riesz Representation Theorem the extension is
given by a Borel measureµη. The boundedness of the linear functional forcesµη(U)

to be finite.
Let {Kp} be an exhausting sequence. Define ηp to be a member of C∞

com(U) with
values in [0, 1] that is 1 on K2p and is 0 off Ko

2p+1, andwriteµp for the corresponding
Borel measure µηp . Then the sequence {ηp(x)} is nondecreasing for each x and has
limit 1. The measures µp have to be nondecreasing on each set, and we define
µ(E) = limp µp(E) for each Borel set E . The nondecreasing limit of measures is a
measure, with the complete additivity holding by monotone convergence. We show
that hT, ϕi =

R
U ϕ dµ for every ϕ in C∞

com(U).
For any ϕ in C∞

com(U), as soon as p0 is large enough so that K2p0 contains
support(ϕ), we have hηpT, ϕi = hT, ϕi for p ∏ p0. Also, µp(E) remains constant
for each Borel subset of K2p when p ∏ p0, and hence µ(E) = µp(E) for such
subsets. Thus hT, ϕi = hηpT, ϕi =

R
U ϕ dµp =

R
U ϕ dµ, as asserted.

7. Computation gives 1(e−π |x |2) = 4π2|x |2e−π |x |2 − 2πNe−π |x |2 . What needs
computing is

R
RN |x |−(N−2)|x |2pe−π |x |2 dx for p = 1 and p = 0, and then one has

to sort out the result. This integral equals ƒN−1
R ∞
0 r2p+1e−πr2 dr . For p = 1 and

p = 0, the integral is elementary. Alternatively, it can be converted into a value of
the gamma function by the change of variables πr2 7→ s. In neither case does the
value of ƒN−1 need to be computed.
8. Part (a) follows from the chain rule and the boundedness of each derivative of

η since (ηε)
(k)(x) = ε−kη(k)(ε−1x).

For (b), if ϕ has compact support, then (1− ηε)ϕ has compact support away from
{0}. Therefore hT, (1 − ηε)ϕi = 0, and hT, ϕi = hT, (1 − ηε)ϕi + hT, ηεϕi =
hT, ηεϕi. Since ϕ 7→ hT, ϕi and ϕ 7→ hT, ηεϕi are continuous and C∞

com(RN ) is
dense in C∞(RN ), hT, ϕi = hT, ηεϕi for all ϕ in C∞(RN ).
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In (c), we apply (a) and obtain

|hT, ηεϕi| ≤ C
Pn

k=0 sup|x |≤M |Dk(ηεϕ)(x)| = C
Pn

k=0 sup|x |≤ε |Dk(ηεϕ)(x)|

≤ C 0 Pn
k=0

Pk
l=0 sup|x |≤ε |Dk−l(ηε)(x)(Dlϕ)(x)|

≤ C 00 Pn
k=0

Pk
l=0 εl−k sup|x |≤ε |(Dlϕ)(x)|

≤ C 000 Pn
l=0 εl−n sup|x |≤ε |(Dlϕ)(x)|.

When ϕ(x) = √(x)xn+1, |Dlϕ(x)| ≤ c
Pl

r=0 |Dl−r√(x)||xn+1−r |, and the supre-
mum for |x | ≤ ε is ≤ c0εn+1−l . Therefore

|hT, ϕi| = |hT, ηεϕi| ≤ c0C 000 Pn
l=0 εl−nεn+1−l = c0C 000(n + 1)ε.

The right side tends to 0 as ε decreases to 0, and thus hT, ϕi = 0.
In (d), the Taylor expansion of a general ϕ is ϕ(x) =

Pn
k=0

1
k!ϕ

(k)(0)xk +
√(x)xn+1 with √ in C∞(R1). Applying hT, · i to both sides and using (c), we
obtain hT, ϕi =

Pn
k=0

1
k! ϕ

(k)(0)hT, xki.
9. The adjustments in the argument are to (a) and (c). For (a), the estimate is

|(Dαηε(x)| ≤ C|α|ε
−|α| and is again proved by the chain rule. Each differentiation

introduces a factor of ε−1. For (c), Taylor’s Theorem says that the remainder term in
computing a smooth function ϕ(x) about the point 0 is

P

l1+···+lN=n+1,
all lj∏0

n+1
l1!···lN ! x

l1
1 · · · xlNN

R 1
0 (1− s)n @n+1ϕ

@xl11 ···xlNN
(sx) ds,

hence is of the form
P

l1+···+lN=n+1,
all lj∏0

√l1,...,lN (x)xl11 · · · xlNN .

Thusoneworkswith a function√(x)xl11 · · · xlNN with√ smoothandwith
P

j lj = n+1.
The argument for (c) in Problem 8 now can be used.
10. Aswith Problem9, the arguments for (a) and (c) in Problem8 need adjustment,

and this time we need to change (d) completely. For (a), we use the above function
η for RN−L , and we define ηε(x 0, x 00) = η(ε−1x 00). Then (a) causes no difficulties.
For (c), we need a new form of Taylor’s Theorem. The point is to treat ϕ(x 0, x 00) as
a function of x 00 alone, form a Taylor expansion with remainder, and carry along x 0

as a parameter. The result is that the remainder term is a sum of terms of the form
√(x 0, x 00)M(x 00), where √ is in C∞(RN ) and M is a homogeneous monomial in the
x 00 variables of total degree n + 1. Then (c) causes no difficulties and again gives 0.
In (d), the main terms of the Taylor expansion are of the form cαDαϕ(x 0, 0)(x 00)α ,
where α is a multi-index that is nonzero only in the positions corresponding to x 00

and has total degree ≤ n. We introduce a linear functional Tα on C∞(RL) by
the definition hTα, √(x 0)i = cαhT, √(x 0)(x 00)αi. Then Tα is continuous, and the
expansion hT, ϕi =

P
|α|≤nhTα, (Dαϕ)

Ø
Ø
RL i has the required form.
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11. Subtracting two tempered distributions solving1u = f , we obtain a tempered
distribution u with 1u = 0. From F(Dαu) = (2π i)|α|ξαF(u) and F(1u) = 0, we
obtain |ξ |2F(u) = 0. It follows that F(u) is supported at {0}. Problem 9 then shows
thatF(u) is a finite sum of the form

P
α cαDαδ. Taking the inverse Fourier transform

of both sides, we see that the distribution u equals a polynomial function.
12. Apply Theorem 5.1 to a member S of E 0((−2π, 2π)N ), writing it as a sum

of finitely many derivatives of complex Borel measures ρα of compact support:
hS, ϕi =

P
|α|≤m

R
K Dαϕ dρα , where K is a compact subcube of (−2π, 2π)N . For

ϕ(x) = e−ik·x , we have supx∈K |Dα(e−ik·x )| ≤ |kα|, and therefore |hS, e−ik·x i| ≤P
|α|≤m |kα|kραk ≤ C(1+ |k|2)m/2, where C =

P
|α|≤m kραk.

13. Change notation and suppose that |ck | ≤ C(1 + |k|2)m for all k. The series

f (x) =
X

k

ckeik·x

(1+ |k|2)m+N+1 is then absolutely uniformly convergent, and f (x) is

continuous periodic. Define S0 ∈ E 0((−2π, 2π)N ) by

hS0, ϕi = (2π)−N
R
[−π,π]N f (x)ϕ(x) dx .

Let D = 1− 1, and define S = Dm+N+1S0. Then

hS, e−ik·x i = hS0,Dm+N+1(e−ik·x )i = (1+ |k|2)m+N+1hS0, e−ik·x i

= (1+ |k|2)m+N+1(2π)−N
R
[−π,π]N f (x)e−ik·x dx

= (1+ |k|2)m+N+1 ck
(1+|k|2)m+N+1 = ck,

as required.
14. For each ϕ, the set of √ with |B(ϕ,√)| ≤ kϕkL2k(T N )

is the set where the
continuous function |B(ϕ, · )| is≤ some constant, and this is closed. The set Ek,M is
the intersection of such sets and is therefore closed. For each√ , the function B( · , √)

is linear and continuous, and therefore there exists an integer k and a constant M for
which |B(ϕ,√)| ≤ MkϕkL2k(T N )

for all ϕ. This proves (a).

Since C∞(T N ) is complete, the Baire Category Theorem shows that some Ek,M
has nonempty interior, hence contains a basic open set, i.e., some set of the form
U = {√ 0

Ø
Ø k√ 0 − √0kL2s (T N )

< ≤}. If √ has k√kL2s (T N )
< ≤, then √0 + √ is inU and

thus has |B(ϕ,√0 + √)| ≤ MkϕkL2k(T N )
for all ϕ in C∞(T N ). Then

|B(ϕ,√)| ≤ |B(ϕ,√0 + √)| + |B(ϕ,√0)| ≤ MkϕkL2k(T N )
+C√0,k(√0)kϕkL2k(√0)(T

N )
.

The right side is ≤ M 0kϕkL2k1 (T
N )
for k1 = max{k, k(√0)} and M 0 = M +C√0,k(√0).

Hence |B(ϕ,√)| ≤ M 0≤−1kϕkL2k1 (T
N )

k√kL2s (T N )
≤ M 0≤−1kϕkL2k2 (T

N )
k√kL2k2 (T

N )
,

where k2 = max{k1, s}.
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15. We apply the inequality of Problem 14b to Dαϕ and Dβ√ , and then the result
follows by applying the norm inequality of Problem 27 in Chapter III to kDαϕkL2k(T N )

and kDβ√kL2k(T N )
.

16. The functions eil·xeim·y are orthonormal in L2(T N × T N ), and it is therefore
enough to show that the sum of the absolute-value squared of the coefficients is finite.
That is, we are to show that

X

l,m∈ZN

|blm |2l2αm2β
°P

|α0|≤k0 l2α0¢2°P
|β 0|≤k0 m2β 0¢2 < ∞

whenever |α| ≤ k0 and |β| ≤ k0. Since l2α ≤
P

|α0|≤k0 l2α
0 and m2β ≤

P
|β 0|≤k0 m2β

0 ,
it is enough to prove that

X

l,m∈ZN

|blm |2
°P

|α0|≤k0 l2α0¢°P
|β 0|≤k0 m2β 0¢ < ∞. (∗)

If we use the estimate of Problem 15 for ϕ = eil·( · ) and √ = eim·( · ), we have
l2αm2β |blm |2 = |B(Dαeil·( · ), Dβeim·( · ))|2 ≤ C2keil·( · )k2L2k0 (T

N )
keim·( · )k2L2k0 (T

N )

for |α| ≤ K and |β| ≤ K . Hence
l2αm2β |blm |2 ≤ C2

° P

|α0|≤k0
l2α0¢° P

|β 0|≤k0
m2β 0¢

.

Summing over α and β for |α| ≤ K and |β| ≤ K and taking into account Problem 29
in Chapter III, we obtain

(1+ |l|2)K (1+ |m|2)K |blm |2 ≤ C 0
° P

|α0|≤k0
l2α0¢° P

|β 0|≤k0
m2β 0¢

for a constantC 0. Thus the left side of (∗) is≤ C 0 P
l,m∈ZN (1+|l|2)−K (1+|m|2)−K ,

and Problem 32 of Chapter III shows that this is finite.
17. Since Fα,β is in L2(T N × T N ), B0 is a continuous function of two L2(T N )

variables Dαϕ and Dβ√ . In particular it is well defined for ϕ and √ in C∞(T N ).
Because of continuity in L2 and orthogonality, we have

(2π)−2N
Z

[−π,π]2N
Fα,β(x, y)Dαeil·x Dβeim·y dx dy

= (2π)−2N
Z

[−π,π]2N

blm(−i)|α|+|β|lαmβ i |α|+|β|lαmβ

° P

|α0|≤k0
l2α0¢° P

|β 0|≤k0
m2β 0¢ dx dy

=
blml2αm2β° P

|α0|≤k0
l2α0¢° P

|β 0|≤k0
m2β 0¢ .

Summing for α and β with |α| ≤ k0 and |β| ≤ k0, we obtain B0(eil·( · ), eim·( · )) =
B(eil·( · ), eim·( · )).
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18. The result of Problem 17 implies that B0(ϕ,√) = B(ϕ,√) if ϕ and √ are
trigonometric polynomials. It shows also that convergence in L2 of either variable
and its derivatives through order k0 implies convergence of B0. Since convergence
in C∞(T N ) implies convergence in L2k0(T N ) and since B is separately continuous,
B0 = B on C∞(T N ). The expression on the right side of the display in the statement
of Problem 17 is the action of a distribution on T N × T N upon the function ϕ ⊗ √ ,
and thus B(ϕ,√) = hS, ϕ ⊗ √i for a suitable distribution S.
19. By the Schwarz inequality, |B( f, g)| ≤ kH(η f )k2kηgk2 = kη f k2kηgk2 ≤

k f k2kgk2 ≤ k f ksupkgksup. This proves (a).
For (b), we argue by contradiction. Using continuous functions f and g with

disjoint supports, we see near (0, 0) that wemust have dρ(x, y) = 1
π

dx dy
x−y . However,

the function 1
x−y is not locally integrable, and there can be no such signed measure

ρ.

Chapter VI

1. For (a), let C be the connected component of 1. Since multiplication is
continuous, it carries the connected setC×C to a connected set containing 1, hence to
a subset of C . Thus C is closed under products. Similarly it is closed under inverses.
It is topologically closed since the closure of a connected set is connected. If x is in
G, then the map x 7→ gxg−1 is continuous and therefore carries the connected set C
to a connected set containing 1, hence to a subset of C . Thus gCg−1 ⊆ C for all g,
and C is normal. For (b), one can take the additive rationals or the countable product
of two-element groups; for each the identity component contains only the identity
element.
2. In (a), if g fixes the first standard basis vector, then the first column of g

is the first standard basis vector. Since g is a rotation, gtrg = 1. In particularP
j (gtr)i j gj1 = δi1. Thus (gtr)i1 = δi1 for all i , and g1i = δi1. In other words, the

first row of g is 0 except in the first entry.
In (b), let v be any unit vector in RN , and extend v to a basis v, v2, . . . , vN . The

Gram–Schmidt orthogonalization process replaces this basis by an orthonormal basis
such that the first member is still v. We form a matrix with this orthonormal basis
as its columns. If it has determinant −1, we multiply the last column by −1, and
then the determinant will be 1. The resulting matrix is in SO(N ) and carries the first
standard basis vector to v.
For (c), we obtain a continuous function SO(N ) → SN−1 given by g 7→ ge1,

where e1 is the first standard basis vector. This function descends to a function
SO(N )/SO(N − 1) → SN−1 that is necessarily continuous. It is one-one onto, its
domain is compact, and the image is Hausdorff. Hence it is a homeomorphism.
3. What needs to be shown is that every sufficiently small open neighborhood

N of 1 · H in G/H is mapped to an open set by π . Since G/H is locally compact
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and has a countable base, there exist open neighborhoods Uk of 1 · H such that U cl
k

is compact, U cl
k ⊆ Uk+1, and G/H =

S
k Uk . The Baire Category Theorem for X

shows that π(Un) has nonempty interior V for some n. Let y be a member of G such
that π(yH) is in V , and put U = π−1(y−1V ). Then U is an open neighborhood of
1 · H in G/H and π(U) = y−1V is open in X . Also, U cl is compact as a closed
subset ofU cl

n . Let N be any open neighborhood of 1 · H in G/H that is contained in
U . SinceU cl is compact, π is a homeomorphism fromU cl with the relative topology
to π(U cl) with the relative topology. Thus π(N ) is relatively open in π(U cl). Hence
π(N ) = π(U cl) ∩ W for some open set W in X . Since π(N ) ⊆ π(U), we can
intersect both sides with π(U) and get π(N ) = π(U cl) ∩ W ∩ π(U) = W ∩ π(U).
Since W ∩ π(U) is open in X , π(N ) is open in X .
4. This is a special case of the previous problem.
5. No. The reason is that the subset R1 p cannot be locally compact. In fact,

if it were locally compact, then it would be open in its closure, by Problem 4 in
Chapter X of Basic. Since T 2 is a group and R1 p is a subgroup, (R1 p)cl is a group,
and R1 p would be an open dense subgroup. An open subgroup is closed, and hence
R1 p would be equal to (R1 p)cl, i.e., R1 p would have to be closed in T 2. Then
R1 ∩ {(eiθ , 1)} would be a closed subgroup of the circle group {(eiθ , 1)} and would
have to be a finite subgroup or the entire circle. On the other hand, we readily check
that R1 p ∩ {(eiθ , 1)} is countably infinite. It therefore cannot be closed.
6. Take V to be any bounded open neighborhood of 1. Inductively for n ∏ 1,

choose gn such that gn /∈
Sn−1

k=1 gkV . Then choose an open neighborhood U of 1
with U = U−1 and UU ⊆ V . Let us see that gkU ∩ gnU = ∅ if k < n. If g is in
gkU ∩ gnU , then gku = gnu0 with u and u0 inU , and hence gn is in gkUU−1 ⊆ gkV .
This contradicts the defining property of gn . Thus the sets gnU are disjoint. The
left Haar measure of their union therefore equals the sum of their left Haar measures,
and their left Haar measures are equal to some positive number,U being a nonempty
open set. Consequently the left Haar measure of G is infinite.
7. For (a), we have

∏(E)ρ(G) =
R
G

R
G IE (y) d∏(y) dρ(x) =

R
G

R
G IE (xy) d∏(y) dρ(x)

=
R
G

R
G IE (xy) dρ(x) d∏(y) =

R
G

R
G IE (x) dρ(x) d∏(y)

= ∏(G)ρ(E).

Therefore ∏(E)ρ(G) = ∏(G)ρ(E) as asserted.
For (b), let ∏1 and ∏2 be two left Haar measures. Without loss of generality, we

may assume that ∏1(G) = ∏2(G) = 1. Let ρ be a right Haar measure (existence by
Theorem 12.1). Applying (a) twice, we obtain ∏1(E)ρ(G) = ∏1(G)ρ(E) = ρ(E) =
∏2(G)ρ(E) = ∏2(E)ρ(G), and hence ∏1(E) = ∏2(E) on Baire sets. Consequently
∏1 = ∏2 as regular Borel measures.
8. In (a), both are Haar measures on G(n) of total measure one. Parts (b) and (c)

are special cases of Problems 15–19 of Chapter XI of Basic.
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9. For fixed g in G, we have dl(8(gx)) = dl(8(g)8(x)) = dl(8(x)), and hence
dl(8( · )) and dl( · ) are left Haar measures on G. The uniqueness in Theorem 6.8
shows that they are multiples of one another.
10. Under left translation we have (s0, t0)(s, t) = (s0s)((s−1t0s)t). If ϕ is left

translation by (s0, t0), then (ds dt)ϕ−1 = d(s0s) d((s−1t0s)t) = ds dt , and ds dt is a
left Haar measure. Under right translation we have (s, t)(s0, t0) = (ss0)((s−10 ts0)t0).
Thus ds dt goes to d(ss0) d((s−10 ts0)t0) = ds d(s−10 ts0) = δ(s−10 ) ds dt , and
δ(s) ds dt goes to δ(ss0)δ(s−10 ) ds dt = δ(s) ds dt . In other words, δ(s) ds dt is
a right Haar measure.
11. In (a), we have

R
V f (c−1x) dx =

R
V f (x) d(cx) = |c|V

R
V f (x) dx for f in

Ccom(V ). Hence |c1c2|V
R
V f (x) dx =

R
V f ((c1c2)

−1x) dx =
R
V f (c

−1
2 x) d(c1x) =

|c1|V
R
V f (c−12 x) dx = |c1|V |c2|V

R
V f (x) dx . Choosing f with

R
V f (x) dx 6= 0,

we obtain |c1c2|V = |c1|V |c2|V when c1 6= 0 and c2 6= 0. The equality is trivial
when one or both of c1 and c2 are 0, and hence we have |c1c2|V = |c1|V |c2|V in all
cases.
To prove continuity, we first check continuity at each c0 6= 0. Let S = support( f ),

and let N be a compact neighborhood of c0 not containing 0. If c is in N , then
f (c−1x) is nonzero only for x in the compact set NS. Let ≤ > 0 be given. Continuity
of (c, x) 7→ f (c−1x) allows us to find, for each x in NS, an open subneighborhood
Nx of c0 and an open neighborhoodUx of x such that | f (c−1y) − f (c−10 x)| < ≤ for
c ∈ Nx and y ∈ Ux . Then | f (c−1y) − f (c−10 y)| < 2≤ for c ∈ Nx and y ∈ Ux .
The open sets Ux cover NS. Forming a finite subcover and intersecting the cor-
responding finitely many sets Nx , we obtain an open neighborhood N 0 of c0 such
that | f (c−1y) − f (c−10 y)| < 2≤ for c ∈ N 0 whenever y is in NS. As a result,
c 7→

R
V f (c−1x) dx is continuous at c = c0. Therefore c 7→ |c|V

R
V f (x) dx is

continuous at c0, and so is c 7→ |c|V .
To prove continuity at c = 0, we are to show that limc→0

R
V f (c−1x) dx = 0.

Let U be any compact neighborhood of 0 in V . Find a sufficiently small neigh-
borhood N of 0 in V such that c ∈ V implies that c support( f ) does not meet
Uc. Then c−1Uc ∩ support( f ) = ∅. For such c’s, we have

Ø
Ø R

V f (c−1x) dx
Ø
Ø =Ø

Ø R
U f (c−1x) dx

Ø
Ø ≤ k f ksup (dx(U)). The desired limit relation follows.

Finally, even without the continuity at c = 0, these properties imply that |c|V =
|c|t for some real t . The continuity at c = 0 forces t ∏ 0. Then it follows that
|c1|V ≤ |c2|V if |c1| ≤ |c2|.
In (b), V/W is itself a locally compact topological vector space, and its group

operation is addition. With the normalization of Haar measures as in Theorem 6.18,
µ becomes aHaarmeasure on V/W , andwewrite it as d(v+W ). Then

R
V f (v) dv =R

V/W
° R

W f (v +w) dw
¢
d(v +W ). If we replace f by f (c−1 · ) and move the c into

the measures, we obtain
R
V f (v) d(cv) =

R
V/W

° R
W f (v + w) d(cw)

¢
d(c(v +W ))

and therefore |c|V
R
V f (v) dv = |c|V/W

R
V/W

°
|c|W

R
W f (v + w) dw

¢
d(v + W ).

Hence |c|V = |c|V/W |c|W .
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In (c), choose N such that |2|V < 2N . IfV has an N -dimensional subspaceW , then
Proposition 4.5 and Corollary 4.6 show that this subspace is closed and is Euclidean.
Therefore |2|W = 2N . Then (b) shows that |2|V/W = |2|V /|2|W = 2−N |2|V < 1.
But this conclusion contradicts the fact that |c|V/W ∏ 1 if |c| ∏ 1. We conclude that
dim V < N .
12. By inspection, (`v1, `v2) = (v2, v1) has the properties of an inner product.

The Banach-space norm of `v is supkv0k≤1 |`v(v
0)| = supkv0k≤1 |(v0, v)|. This is

≤ kvk = k`vk by the Schwarz inequality, and it is ∏ kvk = k`vk because we can
choose v0 = v/kvk.
The contragredient has (8c(x)`v)(v

0) = `v(8(x−1)v0) = (8(x−1)v0, v) =
(v0,8(x)v) = `8(x)v(v

0). Hence 8c(x)`v = `8(x)v , and (8c(x)`v,8
c(x)`0

v) =
(8(x)v0,8(x)v) = (v0, v) = (`v, `v0).
13. Taking the adjoint of E8(g) = 80(g)E gives8(g)∗E∗ = E∗80(g)∗ for all g.

Since8 is unitary,8(g)−1E∗ = E∗80(g)−1 for all g, and thus8(g)E∗ = E∗80(g).
Then E∗E8(g) = E∗80(g)E = 8(g)E∗E . By Schur’s Lemma, E∗E is scalar, say
equal to cI . Since E is invertible, c is not zero. If v 6= 0, then ckvk2 = (cI (v), v) =
(E∗E(v), v) = (E(v), E(v)) ∏ 0. So c > 0. If

p
c denotes the positive square root

of c, then F = (
p
c)−1E exhibits 8 and 80 as equivalent, and F is unitary because

F∗F = (
p
c)−2E∗E = c−1cI = I .

14. The operator8(ρ), for ρ in O(N ), makes sense on all of L2(RN ), as well as
on the vector space Hk . It was observed in the example toward the end of Section 8
that the Fourier transform F commutes with the action by members of O(N ). Thus
we have F(8(ρ)(hj (x) f (|x |))) = 8(ρ)F(hj (x) f (|x |)). The left side at y equals
the expression

P
i 8(ρ)i jF((hi (x) f (|x |)))(y) =

P
i 8(ρ)i j

P
s hs(y) fsi (|y|) =P

s
°P

i 8(ρ)i j fsi (|y|)
¢
hs(y), and the right side is 8(ρ)

°P
t ht (y) fti (|y|)

¢
=

=
P

t
P

s 8(ρ)st hs(y) fti (|y|) =
P

s
°P

t 8(ρ)st fti (|y|)
¢
hs(y). The equality of

the two sides gives us, for each |y|, the matrix equality asserted in (a).
Corollary 6.27, the formula of part (a), and the irreducibility of Hk together imply

that F(|y|) is a scalar matrix for each |y|. In other words, fi j (|y|) = g(|y|)δi j
for some scalar-valued function g. Then F(hj (x) f (|x |))(y) =

P
i hi (y) fi j (|y|) =P

i hi (y)g(|y|)δi j = hj (y)g(|y|) for all j . Since h is a linear combination of the
hj ’s, F(h(x) f (|x |))(y) = h(y)g(|y|). This proves (b).
For (c), we observe that F(|y|) is continuous if f (|x |) is continuous of compact

support. In fact, the inner product on Hk can be taken to be integration with dω over
the unit sphere SN−1. By homogeneity this is the same as the inner product relative
to r−2k dω over the sphere of radius r centered at 0. Then the formula for fi j is

fi j (r) =
R
SN−1 F(hj (x) f (|x |))(rω)hi (rω)r−2k dω

=
R
SN−1 F(hj (x) f (|x |))(rω)hi (ω)r−k dω

for r > 0, and this is continuous in r sinceF(hj (x) f (|x |)) is continuous onRN . Thus
the vector subspace of all f in L2((0,∞), r N−1+2k dr) for which F(h(x) f (|x |))
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is of the form h(y)g(|y|) contains the dense subspace Ccom((0,∞)). Let f (n) in
Ccom((0,∞)) tend to f in L2((0,∞), r N−1+2k dr). Then h(x) f (n)(|x |) tends to
h(x) f (|x |) in L2(RN ), and F(h(x) f (n)(|x |)) tends to F(h(x) f (|x |)) in norm. A
subsequence therefore converges almost everywhere. Since F(h(x) f (n)(|x |))(y) =
h(y)g(n)(|y|) almost everywhere, the limit function must be of the form h(y)g(|y|)
almost everywhere.
15. If {vj } is an orthonormal basis of V , then {`vj } is an orthonormal basis of V ∗,

and (8c(x)`vj , `vj ) = (`8(x)vj , `vj ) = (vj ,8(x)vj ) = (8(x)vj , vj ). Summing on j
gives the desired equality of group characters.
16. Following the notation of that example, let τi j (x) = (τ (x)uj , ui ), let l

be the left-regular representation, and let `v be as in Problem 12. Consider, for
fixed j0, the image of τ c(g)`ui under the linear extension of the map E 0(`uk )(x) =
(τ (x)uj0, uk). This is E 0(`P

kckuk
)(x) = E 0

°P
k c̄k`uk

¢
(x) =

P
k c̄k E 0(`uk )(x) =

P
k c̄k(τ (x)uj0, uk) = (τ (x)uj0,

P
k ckuk), and hence E 0(`v)(x) = (τ (x)uj0, v).

Then the image of interest is

E 0(τ c(g)`ui )(x) = E 0(`τ(g)ui )(x) = (τ (x)uj0, τ (g)ui )

= (τ (g−1x)uj0, ui ) = (l(g)τi j0)(x).

Hence l carries a column of matrix coefficients to itself and is equivalent on such a
column to τ c.
17. In (a), the left-regular representation on G = R/2πZ is given by (l(θ) f )(eiϕ)

= f (ei(ϕ−θ)). Assuming on the contrary that l is continuous in the operator norm
topology, choose δ > 0 such that |θ | < δ implies kl(θ)−1k < 1. Since keinϕk2 = 1,
we must have kl(θ)(einϕ) − einϕk2 < 1 for |θ | < δ. Then

|e−inθ − 1|2 = 1
2π

R π
π |e−inθ − 1|2 dϕ = 1

2π
R π
−π |ein(ϕ−θ) − einϕ|2 dϕ < 1

for all θ with |θ | < δ and for all n. For large N , θ = π
2N satisfies the condition on θ ,

and n = N has |e−inθ − 1|2 = | − i − 1|2 = 2, contradiction.
In (b), k8(g)v −vk2 = (8(g)v −v,8(g)v −v) = k8(g)k2−2Re(8(g)v, v)+

kvk2 = 2kvk2−2Re(8(g)v, v). The weak continuity shows that the right side tends
to 0 as g tends to 1, and hence the left side tends to 0, i.e., 8 is strongly continuous.
18. In (a), we apply Problem 15. Let {ui } be an orthonormal basis of the space

of 8. In the formula (8( f )uk, uk) =
R
G (8(x)uk, uk) f (x) dx , we take f to be of

the form f (x) = (8(x)uj , ui ). Substituting and using Schur orthogonality gives
(8( f )uk, uk) = d−1(uk, uj )(uk, ui ). Summing on k shows that Tr8( f ) = d−1δi j ,
and the right side is d−1 f (1) for this f . Thus f (1) = d8( f ). Passing to a linear
combination of such f ’s, we obtain the asserted formula.
Part (b) follows by taking linear combinations of results from (a), and part (c)

follows by applying (b) to a function f ∗ ∗ f , where f ∗(x) = f (x−1). Part (d)
follows by decomposing the right-regular representation on L2(G) into irreducible
representations and using the identification in Section 8 of the isotypic subspaces.
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19. For (a), h ∗ f (x) =
R
G h(xy

−1) f (y) dy =
R
G h(y

−1x) f (y) dy = f ∗ h(x).
For (b), it is enough to check the assertion for f equal to a matrix coefficient

x 7→ (8(x)uj , ui ) = 8i j (x) of an irreducible unitary representation 8. If 8 has
degree d, then we have
R
G f (gxg−1) dg =

R
G 8i j (gxg−1) dg =

P
k,l

R
G 8ik(g)8kl(x)8l j (g−1) dg

=
P

k,l 8kl(x)
R
G 8ik(g)8jl(g) dg =

P
k,l 8kl(x)d−1δi jδkl = δi j d−1P

k 8kk(x),

as required.
In (c), Corollary 6.33 shows that h is the uniform limit of a net of trigonometric

polynomials. Since C(G) is metrizable, h is the uniform limit of a sequence of
trigonometric polynomials hn . If ≤ > 0 is given, we can find N such that n ∏ N
implies |hn(y) − h(y)| ≤ ≤ for all y. Then |hn(gxg−1) − h(gxg−1)| ≤ ≤ and soØ
Ø R

G hn(gxg
−1) dg−

R
G h(gxg

−1) dg
Ø
Ø ≤ ≤. The function Hn(x) =

R
G hn(gxg

−1) dg
is a linear combination of irreducible characters by (b), and

R
G h(gxg

−1) dg is just
h. Thus h is the uniform limit of the sequence of functions Hn , each of which is a
linear combination of characters.
In (d), it is enough to prove that the space of linear combinations of irreducible

characters is dense in the vector subspace of L2 in question. If h is in this sub-
space, choose a sequence of functions hn in C(G) converging to h in L2. Then
Hn(x) =

R
G hn(gxg

−1) dg converges to h in L2, and each Hn is continuous and
has the invariance property that Hn(gxg−1) = Hn(x). Hence the vector subspace
of members of C(G) with this invariance property is L2 dense in the subspace of
L2 in question. By (c), any member of C(G) with the invariance property is the
uniform limit of a sequence of functions, each of which is a finite linear combination
of characters. Since uniform convergence implies L2 convergence on a space of finite
measure, the space of linear combinations of irreducible characters is L2 dense in the
space in question.
20. In (a), the sum

P
α (d(α))2 counts the number of elements in the basis of L2(G)

in Corollary 6.32. Another basis consists of the indicator functions of one-element
subsets of G, and the two bases must have the same number of elements.
In (b), again we have two ways of computing a dimension, one from (d) in the

previous problem, and the other from indicator functions of single conjugacy classes.
The two computations must give the same result.
In (c), representatives of the possible cycle structures are (1234), (123), (12),

(12)(34), (1). By (b), the number of8(α)’s is 5. Two of these have degree 1. For the
other three the sums of the squares of the degrees must equal 24− 1− 1 = 22. The
only possibility is 22 = 9+ 9+ 4, and thus the degrees are 1, 1, 2, 3, 3.
21. Letƒ ⊆ G be the set of products ST , and let K = S∩T . The group S×T acts

continuously on ƒ by (s, t)ω = sωt−1, and the isotropy subgroup at 1 is the closed
subgroup diag K . Thus the map (s, t) 7→ st−1 descends to a map of (S× T )/diag K
ontoƒ. Sinceƒ is assumed open in G, it is locally compact Hausdorff in the relative
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topology. Then Problem 3 shows that the map of (S × T )/diag K onto ƒ is open,
and it follows by taking compositions that the multiplication map of S × T to ƒ is
open.
22. In the twoparts, AN andMAN are subgroupsclosedunder limits of sequences,

hence are closed subgroups. Consider the decompositions in (a) and (b). For the
decomposition in (a), we multiply out the relation kθaxny =

≥
a b
c d

¥
and solve for θ ,

x , and y, obtaining

ex =
p
a2 + c2, cos θ = e−xa, sin θ = e−xc, y = e−2x (ab + cd).

Hence we have the required unique decomposition. Since K AN equals all of G,
the image under multiplication of K × AN is open in G. For the decomposition in
(b), we multiply out the relation vtm±axny =

≥
a b
c d

¥
and solve for t , m±, x , and y,

obtaining
± = sgn a, ex = |a|, y = b/a, t = c/a.

Hence we have the required unique decomposition if a 6= 0, and the decomposition
fails if a = 0. Since VMAN equals the open subset of G where the upper left entry
is nonzero, the image under multiplication of V × MAN is open in G.
The group G = SL(2, R) is unimodular, being generated by commutators, and

hence the formula in Theorem 12.9 simplifies to
R
G f (x) dx =

R
S×T f (st) dls dr t .

For (a), we apply this formulawith S = K and T = AN . The group K is unimodular,
so that dls becomes dθ , and we easily compute that dr t can be taken to be e2x dy dx .
For (b), we apply the formula with S = V and T = MAN . The group V is
unimodular, and we find that the right Haar measure for MAN can be taken to be
e2x dy dx on the m+ part and the same thing on the m− part.
25. If h is in C([0, π]), the previous two problems produce a unique f = fh in

C(G) such that fh is constant on conjugacy classes and has h(θ) = fh(tθ ). Define
`(h) =

R
G fh(x) dx . This is a positive linear functional on C([0, π]) and yields

the measure µ, by the Riesz Representation Theorem. If f is any member of C(G)

and f0(x) =
R
G f (gxg−1) dg, then

R
G f (x) dx =

R
G f0(x) dx and f0 is fh for the

functionh(θ) = f0(tθ ). The constructionofµmakes
R
[0,π] f0(tθ ) dµ =

R
G f0(x) dx .

Substitution gives
R
[0,π]

£ R
G f (gtθg−1) dg

§
dµ =

R
G f0(x) dx =

R
G f (x) dx .

26. The crux of the matter is (a). The formula of Problem 25, together with the
character formula for χn , gives

δn0 =
R
G χnχ0 dx =

R
[0,π] (e

inθ + ei(n−2)θ + · · · + e−inθ ) dµ(θ).

This says that
R
[0,π] dµ(θ) = 1 for n = 0,

R
[0,π] (e

iθ + e−iθ ) dµ(θ) = 0 for n = 1,
and

R
[0,π] (e

2iθ + 1+ e−2iθ ) dµ(θ) = 0 for n = 2. The middle term of the integrand
for n = 2 has already been shown to produce 1, and thus the n = 2 result may be
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rewritten as
R
[0,π] (e

2iθ +e−2iθ ) dµ(θ) = −1. For n ∏ 3, comparisonof the displayed
formula for n with what it is for n−2 gives 0 =

R
[0,π] (e

inθ + e−inθ ) dµ(θ)+ δn−2,0.
Since n − 2 > 0, we obtain

R
[0,π] (e

inθ + e−inθ ) dµ(θ) = 0 for n > 2.
For the rest we replace θ by −θ in our integrals and see that the integralR

[−π,0] (e
inθ + e−inθ ) dµ(−θ) is 0 for n = 1 and n ∏ 3, and is −1 for n = 2.

Therefore
R
[−π,π] (e

inθ + e−inθ ) dµ0(θ) is 0 for n = 1 and n ∏ 3, and is −1 for
n = 2. We can regard µ0 as a periodic Stieltjes measure whose Fourier series
may be written in terms of cosines and sines. Since µ0(E) = µ0(−E), only the
cosine terms contribute. There are no point masses since only finitely many Fourier
coefficients are nonzero. Since cos 2θ has a cosine series with no other cos kθ
contributing,

R
[−π,π] cos nθ dµ0(θ) = − 1

2δn,2 = − 1
2π

R
[−π,π] cos nθ cos 2θ dθ for

all n > 0. Taking into account that µ0([−π, π]) = 1, we conclude from the Fourier
coefficients that dµ0(θ) = 1

2π (1 − cos 2θ) dθ = 1
π sin

2 θ dθ . Since
R
G f (x) dx =R

[−π,π]
R
G f (gtθg−1) dg dµ0(θ), substitution into the formula of Problem 25 gives

the desired result.
27. Problem19d shows that the irreducible charactersgive anorthonormalbasis for

the subspace of L2 functions on SU(2) invariant under conjugation. In view of Prob-
lem 26d, the restrictions of these characters to the diagonal subgroup T therefore form
an orthonormal basis of the subspace of all functions χ in L2

°
[−π, π], 1π sin

2 θ dθ
¢

with χ(θ) = χ(−θ). Since sin2 θ = 1
4 |e

iθ − e−iθ |2, the conditions to have a new χ

are that it be a continuous function with χ(θ) = χ(−θ) such that
R π
−π(eiθ − e−iθ )χ(θ)(ei(n+1)θ − e−i(n+1)θ ) = 0

for every integer n ∏ 0. Using the conditionχ(θ) = χ(−θ), we can write the Fourier
series of χ as χ(θ) ∼ a0

2 +
P∞

k=1 ak cos kθ . For n ∏ 1, the orthogonality condition
says that

R π
−π χ(θ)(cos(n + 2)θ − cos nθ) dθ = 0. Hence an+2 = an for n ∏ 1. By

the Riemann–Lebesgue Lemma, all an are 0 for n ∏ 1. Thus χ is constant. Since
χ0 = 1 is already a known character, χ = 0.
28. Let F be a compact topological field. If F is discrete, then each one-point

set is open, and the compactness forces F to be finite. Otherwise, every point in F
is a limit point. Take a net {xα} in F − {0} with limit 0, and form the net {x−1

α }. By
compactness this has a convergent subnet {x−1

αµ
}with some limit x0. By continuity of

multiplication, {x−1
αµ
xαµ} converges to 0x0 = 0. On the other hand, every term of the

subnet is 1, and we conclude that a net that is constantly 1 is converging to 0. This
behavior means that F is not Hausdorff, contradiction.
29. In (a), the argument that c 7→ |c|F is continuous and satisfies |c1c2|F =

|c1|F |c2|F is the same as in Problem 11a.
For (b), we have d(cx)/|cx |F = (|c|F dx)/(|c|F |x |F ) = dx/|x |F . For (c), |x |F =

|x | if F = R, and |x |F = |x |2 if F = C. For (d), |x |F = |x |p if F = Qp. For (e),
we have I = pZp, and therefore the Haar measure of I is the product of |p|p = p−1

times the Haar measure of Zp. Hence the Haar measure of I is p−1.
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30. In (a), the image of amultiplicative charactermust be a subgroup of S1, and the
only subgroup of S1 contained within a neighborhood of radius 1 about the identity
is {1}. Thus as soon as n is large enough so that pnZp is mapped into the unit “ball”
about 1, pnZp is mapped to 1.
In (b),Qp/Zp is discrete since Zp is open. Hence the cosets of the members ofQ

exhaust Qp/Zp, and it is enough to define a multiplicative character of the additive
group Q that is 1 on every member of Q ∩ Zp. Let a/b be in lowest terms with
b > 0 and with |a/b|p = pk . If k ≤ 0, then set ϕ0(a/b) = 1. If k ∏ 0, write
b = b0 pk . Since b0 and pk are relatively prime, we can choose integers c and d with

cpk + b0d = a, and then
a

b0 pk
=

c
b0

+
d
pk
. We set ϕ0(a/b) = e2π id/pk . The result

is well defined because if c0 pk + b0d 0 = a, then (c − c0)pk + (d − d 0)b0 = 0 shows
that d − d 0 is divisible by pk and hence that e2π id/pk = e2π id 0/pk . One has to check
that ϕ0 has the required properties.
In (c), we may assume that ϕ is not trivial. The p-adic number k can be formed by

an inductive construction. Use (a) to choose the smallest possible (i.e., most negative)
integer n such that ϕ is trivial on pnZp. Then x 7→ ϕ(pnx) is trivial on Zp and must
be a power of e2π i/p on p−1. Wematch this, adjust ϕ, iterate the construction through
powers of p−1, and prove convergence of the series obtained for k.
31. Write r in Q as r = ±m/n, assume without loss of generality that r 6= 0,

and factor m and n as products of powers of primes. Only finitely many primes can
appear, and |r |p = 1 if p is prime but is not one of those primes. The only other v is
∞, and thus |r |v = 1 except for finitely many v.
32. With r 6= 0 and with r = ±m/n in lowest terms, factor m and n into products

of primes as m =
Qk

i=1 p
ai
i and n =

Ql
j=1 q

bj
j . Then |r |pi = p−ai

i and |r |qj = qbjj .
Hence

Y

p prime
|r |p =

≥ kY

i=1
p−ai
i

¥≥ lY

j=1
qbjj

¥
= |r |−1 and

Y

v∈P
|r |p = |p|−1|p|∞ = 1.

33. The product of topological groups is a topological group, and thus each X (S)
is a topological group. The defining properties of a group depend only on finitely
many elements at a time, and these will all be in some X (S). Thus X acquires a
group structure. The operations are continuous because again they can be considered
in a suitable neighborhood of each point, and these points can be taken to be in some
X (S) × X (S) in the case of multiplication, or in some X (S) in the case of inversion.
Thus X is a topological group. The assertions about the situation with topological
rings are handled similarly.
35. By continuity of translations, it is enough to find an open neighborhoodU of 0

inAQ withU ∩Q = {0}. Since eachAQ(S) is open inAQ, it is enough to find thisU
in someAQ(S). We do so for S = {∞}. LetU = (−1/2, 1/2)×

°×p primeZp
¢
. If x

is in U , then |x |p ≤ 1 for all primes p and |x |∞ < 1/2. By Problem 32, x cannot be
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in Q unless x = 0. Hence U ∩ Q = {0}. Proposition 6.3b shows that Q is therefore
discrete.
36. If x = (xv) is in AQ, let p1, . . . , pn be the primes p where |xp|p > 1, and let

|xp|pj = pajj . If r =
Qn

j=1 p
−aj
j and if we regard r as embedded diagonally in AQ,

then |xpr−1|p ≤ 1 for every prime p. Hence xr−1 is inAQ({∞}). Choose an integer
n such that |x∞r−1 − n|∞ ≤ 1. If we then regard n as embedded diagonally in AQ,
then |n|p ≤ 1 for all primes p, and hence n is in AQ({∞}). Thus xr−1 − n is in the
compact subset K = [−1, 1]×

°×p primeZp
¢
ofAQ. The continuous image of K in

AQ/Q is compact, and we have just seen that this image is all ofAQ/Q. ThusAQ/Q
is compact.
37. Fix a finite subset S of P containing {∞}. Then the projection of×w∈SQ

×
w

to Q×
v is continuous for each v ∈ S. Since also the inclusion Q×

v → Qv is
continuous, the composition ×w∈SQ

×
w → Qv is continuous. Thus the corre-

sponding mapping ×w∈SQ
×
w → ×w∈SQw is continuous. In similar fashion

×w/∈SZ
×
w → Zv is a continuous function as a composition of continuous func-

tions. Thus×w/∈SZ
×
w → ×w/∈SZw is continuous. Putting these two compositions

together shows that A×
Q(S) → AQ(S) is continuous, and therefore A×

Q(S) → AQ is
continuous. Since this is true for each S, it follows that A×

Q → AQ is continuous.
The topologies on the adelesAQ and the idelesA×

Q are regular and Hausdorff, and
they are both separable. Hence AQ and A×

Q are metric spaces, and the distinction
between the topologies can be detected by sequences. Let pn be the nth prime, and
let xn = (xn,v) be the adele with xn,v = pn if v = pn and xn,v = 1 if v 6= pn . The
result is a sequence {xn} of ideles, and we show that it converges to the idele (1) in
the topology of the adeles but does not converge in the topology of ideles. In fact,
each xn lies in AQ({∞}), which is an open set in AQ. For each prime p, xn,p = 1
if n is large enough, and also xn,∞ = 1 for all n. Since AQ({∞}) has the product
topology, {xn} converges to (1). On the other hand, if {xn} were to converge to some
limit x in A×

Q, then x would have to lie in some A×
Q(S), and the ideles xn would have

to be in A×
Q(S) for large n. But (xn,v) is not in A×

Q(S) as soon as v is outside S.
39. In (a), let f be in C(K ). Corollary 6.7 shows that the map k 7→ k f of K into

the left translates of f is continuous into C(K ). The continuous image of a compact
set is compact, and thus f is left almost periodic. Similarly f is right almost periodic.
In (b), let g be inG. Then (g f )(x) = f (g−1x) = F(∂(g−1x)) = F(∂(g)−1∂(x)) =

((∂(g)F)(∂(x)) shows that the set of left translates of f can be regarded as a subset
of the set of left translates of F . The latter is compact, and hence the closure of the
former is compact.
40. We may view the unitary representation 8 as a continuous homomorphism

of G into the compact group K = U(N ) for some N . If f (x) = 8(x)i j , then
f (x) = F(8(x)), where F : U(N ) → C is the (i, j)th entry function. Thus
Problem 39b applies.
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41. In (a), assume the contrary. Then for some ≤ > 0 and for every neighborhood
N of the identity, there exists gN in N with kgN f − f ksup ∏ ≤. Here {gN f } is a net
in the compact metric space K f , and there must be a convergent subnet {gNα f } with
limit some function h in K f . Since kgNα f − hksup tends to 0, h is not f . Thus gNα f
converges uniformly to h while, by continuity, tending pointwise to f . Since h 6= f ,
we have arrived at a contradiction.
Part (b) follows from the formula kg0(g1 f ) − g0(g2 f )ksup = kg1 f − g2 f ksup,

and part (c) follows from (b), uniform continuity, and completeness of the compact
set K f .
42. Part (a) follows from a remark with Ascoli’s Theoremwhen stated as Theorem

2.56 ofBasic: the remark says that ifwe have an equicontinuous sequenceof functions
from a compact metric space into a compact metric space, then there is a uniformly
convergent subsequence. Here if we have a sequence {ϕn} of isometries of X onto
itself, then the ϕn are equicontinuous with δ = ≤. Since the domain X is compact
and the image X is compact, the sequence has a uniformly convergent subsequence,
and we readily check that the limit is an isometry. Since every sequence in 0 has a
convergent subsequence, 0 is compact.
For (b), let members of 0 have ϕn → ϕ and √n → √ . Then

ρ(ϕn ◦ √n, ϕ ◦ √) ≤ ρ(ϕn ◦ √n, ϕn ◦ √) + ρ(ϕn ◦ √, ϕ ◦ √).

The first term on the right side equals ρ(√n, √) because ϕn is an isometry, and the
second term equals ρ(ϕn, ϕ) because √(x) describes all members of X as x varies
through X . These two terms tend to 0 by assumption and hence ϕn ◦ √n → ϕ ◦ √ .
This proves continuity of multiplication. Similarly inversion is continuous.
For (c), let ∞n → ∞ and xn → x . Then

d(∞n(xn), ∞ (x))≤ d(∞n(xn), ∞ (xn))+d(∞ (xn), ∞ (x)) ≤ ρ(∞n, ∞ )+d(∞ (xn), ∞ (x)),

and both terms on the right side tend to 0.
43. In (a), let {gn} be a net convergent to g0 in G, and form {∂(gn)}. Then

ρ(∂(gn),∂(g0))=suph∈K f
k∂(gn)h−∂(g0)hksup=suph∈K f ,x∈G |∂(gn)h(x)−∂(g0)h(x)|

= suph∈K f , x∈G |h(g−1
n x) − h(g−1

0 x)| = supy∈G, x∈G |(y f )(g−1
n x) − (y f )(g−1

0 x)| =

supy∈G, x∈G | f (y−1g−1
n x) − f (y−1g−1

0 x)|. If this does not tend to 0 as gn tends to
g0, then we can find a subnet of {gn}, which we write without any change in notation,
and some ≤ > 0 such that this supremum is ∏ ≤ for every n. To each such n, we
associate some yn such that supx∈G | f (y−1

n g−1
n x) − f (y−1

n g−1
0 x)| ∏ ≤/2. By left

almost periodicity we can find a subnet of {yn f } that converges uniformly to some
function, say H . This function H has to be left uniformly continuous, and we may
suppose that kyn f − Hksup ≤ ≤/8 for n ∏ N . Then n ∏ N implies

|(yn f )(g−1
n x) − (yn f )(g−1

0 x)|

≤ |(yn f )(g−1
n x)−H(g−1

n x)|+|H(g−1
n x)−H(g−1

0 x)| + |H(g−1
0 x)−(yn f )(g−1

0 x)|

≤ ≤
8 + |H(g−1

n x) − H(g−1
0 x)| + ≤

8 .



582 Hints for Solutions of Problems

The left uniform continuity of H implies that the right side is eventually ≤ 3≤
8 . This

contradicts the condition supx∈G | f (y−1
n g−1

n x) − f (y−1
n g−1

0 x)| ∏ ≤/2, and (a) is
proved.
In (b), the action 0 f × K f → K f is continuous by Problem 42c, and therefore

∞ 7→ ∞ −1h is continuous. Evaluation ofmembers of K f at 1 is continuous, and hence
Ff (h) is continuous on 0 f . If {gn} is a net with gn f → h, then Ff (h)(∂ f (g0)) =
((∂ f (g0))−1h)(1) = limn((∂ f (g0))−1gn f )(1) = limn(gn f )(g0) = h(g0).
For (c), we apply (b) with h = f . Then f arises from the compact group 0 f via

the construction in Problem 39b. Therefore f is right almost periodic.
44. If f is a given almost periodic function, the function F to use takes an elementQ
f 0(∞ f 0) to Ff (∞ f ). Then the equality F(∂(x)) = Ff (∂ f (x)) = f (x) shows that f

arises from the compact group 0.
45. Problem 44 produces an isomorphism of the algebra LAP(G) of almost

periodic functions onG ontoC(0), and the Stone Representation Theorem (Theorem
4.15) produces an isomorphism of LAP(G) with C(S1), where S1 is the Bohr com-
pactification of G. The result then follows after applying Problem 23 in Chapter IV.
46. Finite-dimensional unitary representations of 0 give rise to finite-dimensional

unitary representations of G, and thus Corollary 6.33 for 0 gives the desired result.
47. Any continuous multiplicative character of K yields a continuous multi-

plicative character of G. Conversely any continuous multiplicative character of G
is almost periodic by Problem 40 and therefore yields a continuous function on
K . The multiplicative property of this continuous function on the dense set p(G),
together with continuity of multiplication on K , implies that the function on K is a
multiplicative character.

Chapter VII

1. If x0 is in ƒ, let ϕ be a compactly supported smooth function on ƒ equal to
(x − x0)α in an open neighborhood V of x0. Then 0 = (P(x, D)u)(x) = (α!)aα(x)
on V , and hence aα(x) = 0 for x in V .
2. Within the Banach space C(ƒcl, R), S is the vector subspace of all functions

u with Lu = 0 on ƒ. It contains the constants and hence is not 0. The restriction
mapping R : S → C(@ƒ, R) is one-one by the maximum principle (Theorem 7.12),
and it has norm 1. Let V be the image of R, and let R−1 : V → S be the inverse
of R : S → V . The operator R−1 has norm 1 as a consequence of the maximum
principle. If ep denotes evaluation at the point p ofƒ, then ep◦R−1 is a bounded linear
functional on V of norm 1. The Hahn–Banach Theorem shows that ep ◦ R−1 extends
to a linear functional ` on C(@ƒ, R) of norm 1. We know that `(1) = ep ◦ R−1(1) =
ep(1) = 1. If f ∏ 0 is a nonzero element in C(@ƒ, R), then 1 − f/k f ksup has
norm ≤ 1. Therefore |`(1 − f/k f ksup)| ≤ 1 and 0 ≤ `( f/k f ksup) ≤ 2. Thus the
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linear functional ` is positive. By the Riesz Representation Theorem, ` is given by a
measure µp. Consequently every u is S has u(p) =

R
@ƒ u(x) dµp(x). Taking u = 1

shows that µp(@ƒ) = 1 for every p.
3. In (a), the line integral

H
|(x,y)|=ε (P dx + Q dy) is equal to

R 2π
0 ϕ(ε cos θ, ε sin θ)ε−2°(ε cos θ)(−ε sin θ) + (ε sin θ)(ε cos θ)

¢
dθ,

and the integrand is identically 0. Part (b) is just a computation of partial derivatives.
If (c), we know from Green’s Theorem that for any positive numbers ε < R,

° H
|(x,y)|=R −

H
|(x,y)|=ε

¢
(P dx + Q dy) =

RR
ε≤|(x,y)|≤R

° @Q
@x − @P

@y
¢
dx dy.

With our P and Q, for sufficiently large R, the line integral
H
|(x,y)|=R is 0 since P and

Q have compact support, and (a) says that the limit of the line integral
H
|(x,y)|=ε is 0 as ε

decreases to 0. The function @Q
@x − @P

@y = yϕx−xϕy
x2+y2 is integrable near (0, 0), andwe thus

conclude from the complete additivity of the integral that
RR

R2
° yϕx−xϕy

x2+y2
¢
dx dy = 0.

In (d), with a new P and Q, the line integral
H
|(x,y)|=ε (P dx + Q dy) is equal to

R 2π
0 ϕ(ε cos θ, ε sin θ)ε−2°(−ε sin θ)(−ε sin θ) + (ε cos θ)(ε cos θ)

¢
dθ.

This simplifies to
R 2π
0 ϕ(ε cos θ, ε sin θ) dθ , which tends to 2πϕ(0, 0) by continuity

of ϕ. Part (e) is just a computation of partial derivatives, and part (f) is proved in the
same way as part (c).
For (g), we have z−1 @ϕ

@ z̄ = z−1(ϕx + iϕy) = x−iy
x2+y2 (ϕx + iϕy) = xϕx+yϕy

x2+y2 +
i(xϕy−yϕx )
x2+y2 . Combining (c) and (f) gives

RR
R2 z

−1 @ϕ
@ z̄ dx dy = −2πϕ(0, 0) + i0, and

hence 1
2π

RR
R2 z

−1 @ϕ
@ z̄ = −ϕ(0, 0).

For (h), we use (g) and obtain h @T
@ z̄ , ϕi = −hT, @ϕ

@ z̄ i = −
RR

R2(2πz)
−1 @ϕ

@ z̄ dx dy =
ϕ(0, 0) = hδ, ϕi.
4. In (a), letϕ be inC∞

com(R1). Then hDx H, ϕi=−hH, ϕ0i=−
R ∞
−∞ H(x)ϕ0(x)dx

= −
R ∞
0 ϕ0(x) dx = − limN [ϕ(x)]N0 = ϕ(0) = hδ, ϕi.

In (b) let ϕ be in C∞
com((−1, 1)). We are to verify that

R 1
−1 max{x, 0}ϕ

0(x) dx =

−
R 1
−1 H(x)ϕ(x) dx , i.e., that

R 1
0 xϕ

0(x) dx = −
R 1
0 ϕ(x) dx . This follows from

integration by parts because
R 1
0 xϕ

0(x) dx = [xϕ(x)]10−
R 1
0 ϕ(x) dx = −

R 1
0 ϕ(x) dx .

The answer to (c) is no. If gwere aweak derivative, then the left side of the equalityR 1
−1 H(x)ϕ0(x) dx = −

R 1
−1 g(x)ϕ(x) dx would be 0 whenever ϕ ∈ C∞

com((−1, 1))
vanishes in a neighborhood of 0. Then g(x) would have to be 0 almost everywhere
for x 6= 0, and we would necessarily have 0 =

R 1
0 ϕ0(x) dx = [ϕ(x)]10 = −ϕ(0) for

all ϕ in C∞
com((−1, 1)).
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In (d), hDx (H × δ), ϕi = −hH × δ, Dxϕi = −
R ∞
0 (Dxϕ)(x, 0) dx , and this

= − limN [ϕ(x, 0)]x=Nx=0 = ϕ(0, 0) = hδ, ϕi.
In (e), the support of H is [0,∞) and the singular support is {0}, while for H × δ

the support and the singular support are both R × {0}.
5. We apply Lemma 7.8 to R(x) = P(i x). The preliminary step in the proof

multiplies the given distribution f by something so that f has support near 0. We
form e−iα·x f as a member of E 0((−2π, 2π)N ) and restrict it to a member ofP 0(T N ).
Then it has a Fourier series e−iα·x f ∼

P
k dkeik·x . Put ck = dk

R(k+α) , α being the
member ofRN produced by the lemma. Then |ck | ≤ C(1+|k|2)p for some p, and (b)
produces a distribution S in E 0((−2π, 2π)N ) with hS, e−ik·x i = ck for all k. Define
u = eiα·x S as a member of E 0((−2π, 2π)N ). Let √(x) be a smooth function with
compact support near 0, and extend √ to be periodic, i.e., to be in C∞(T N ). The
multiple Fourier series of√ is then of the form√(x) =

P
k ∞keik·x with ∞k decreasing

faster than any power of |k|. The functionϕ(x) = √(x)e−iα·x is inC∞((−2π, 2π)N )

but is not necessarily periodic. Applying P(D) to u and having the result act on ϕ,
we write

hP(D)u, ϕi = hP(D)u,
P

k ∞kei(k−α)·x i = hP(D)u,
P

k ∞−ke−i(k+α)·x i.

Since the ∞k are rapidly decreasing and P(D)u is continuous on C∞((−2π, 2π)N ),
we can interchange the summation and the operation of P(D)u. Thus the right side
of the display is
P

k ∞−khP(D)u, e−i(k+α)·x i =
P

k ∞−khu, P(−D)(e−i(k+α)·x )i

=
P

k ∞−kheiα·x S, P(i(k+α))e−i(k+α)·x i =
P

k ∞−khS, P(i(k+α))e−ik·x i

=
P

k ∞−kck P(i(k + α)) =
P

k ∞−k
dk

R(k+α) P(i(k + α)) =
P

k ∞−kdk .

Nowdk = he−iα·x f, e−ik·x i. The rapid convergenceof the series
P

k ∞−ke−ik·x means
that he−iα·x f, √i=

P
k ∞−khe−iα·x f, e−ik·x i =

P
k ∞−kdk . Therefore hP(D)u, ϕi =P

k ∞−kdk = he−iα·x f, √i = he−iα·x f, eiα·xϕi = h f, ϕi. Near 0, the function ϕ is
an arbitrary smooth function, and thus P(D)u = f near 0.
6. The coefficient of xα in (x1 + · · · + xN )|α| is the multinomial coefficient° |α|

α1,...,αN

¢
= |α|!

α! . This is a positive integer, and hence α! ≤ |α|!. Fixing |α| = l and
putting x1 = · · · = xN = 1, we obtain the formula Nl =

P
|α|=l

l!
α! , and thereforeP

|α|=l (1/α!) = Nl/ l!. The identitywith z can be proved by induction on q, the base
case being q = 0, where the expansion is a geometric series. If the case q is known,
we differentiate both sides and divide by q+1 to obtain the case q+1. Alternatively,
one can derive the identity from the binomial series expansion in Section I.7 of Basic.
7. Here is the solution apart from some details. The argument uses induction, the

base case being m = 1, where the result describes the given system of differential
equations. Assuming thatDm−1

t is of the asserted form,wedifferentiate the expression
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with respect to t . In the 2m−1 terms of the first kind, the derivative acts on some
expression Dα

x u, giving Dα
x Dtu. We substitute for Dtu from the given system and

sort out what happens; we get 2m terms involving an x derivative of u and 2m−1 terms
involving a derivative of F . In the 2m−1 − 1 terms of the second kind, the derivative
acts on some iterated partial derivative of F and just raises the order of differentiation.
The total number of terms involving F is then 2m−1 + 2m−1 − 1 = 2m − 1.

8. In (a), just apply Dβ
x to the formula for Dm

t u in the previous problem. The
operator gets applied to each u or F that appears in the formula, and there is no
simplification. Then one evaluates at (0, 0). In (b), the asserted finiteness implies
that the multiple power series

U(x, t) =
P

β

P
m∏0

Dβ
x Dm

t u(0,0)
β!m! xβ tm

convergeswhen |t | < r and |xj | < r for all j and that Dβ
x Dm

t U(0, 0) = Dβ
x Dm

t u(0, 0)
for all β andm. Then it follows that the sumU(x, t) solves the given Cauchy problem
for thesevaluesof (x, t). Sincer is arbitrary, the series converges for all (x, t) ∈ CN+1

and the sum U(x, t) solves the Cauchy problem globally.

9. In (a), we consider a single term of the expansion of Dm
t u(0, 0), namely

T1 · · · TmDα
x u(0, 0) = T1 · · · TmDα

x g(0). Here each of T1, . . . , Tm is equal to some
Aji or to B, and Dα

x is the product over i of the Dji for those Ti with Ti = Aji .
The term has kT1 · · · TmDα

x g(0)k∞ ≤ MmkDα
x g(0)k∞, and the boundedness of the

series involving g(0) implies that (α!)−1kDα
x g(0)k∞R|α| ≤ C . Let k be the number

of factors of T1 · · · Tm equal to B. Then |α| = m − k, and hence MmkDα
x g(0)k∞ ≤

CMmα!R−(m−k). Each Ti equal to Aji has to be summed over the N values of ji , and
we get a contribution of Nm−k from all these sums. Finally the number of such terms
involving k factors B is the number of subsets of k elements in a set of m elements
and is

°m
k
¢
, and α! ≤ (m − k)! by Problem 6. The desired estimate results.

In (b), we adjust the above estimate by replacing kDα
x g(0)k∞ by kDα+β

x g(0)k∞.
Then Cα!R−(m−k) gets replaced by C(α + β)!R−(m−k+l), where l = |β|. Since
(α +β)! ≤ (m− k+ l)!, the term is≤

Pm
k=0 CMmNm−k(m− k+ l)!

°m
k
¢
R−(m−k+l).

In (c), we are to sum the product of the estimate in (b) by
rl+m

β!m!
, the sum extending

over all m ∏ 0, all l ∏ 0, and all β with |β| = l. Thus we are to bound

∞X

m=0

∞X

l=0

X

|β|=l

mX

k=0

CMmNk−m(m − k + l)!
°m
k
¢
R−(m−k+l)rl+m

β!m!

=
∞X

m=0

∞X

l=0

mX

k=0

CMmNm−k+l(m − k + l)!
°m
k
¢
R−(m−k+l)rl+m

l!m!
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= C
∞X

m=0

∞X

k=0

h ∞X

l=0

µ
m − k + l

l

∂≥Nr
R

¥liMmNm−k R−(m−k)rm

k!

= C
∞X

m=0

∞X

k=0

≥
1−

Nr
R

¥−(m−k)−1 MmNm−k R−(m−k)rm

k!
,

the first and third steps using Problem 6 and the third step requiring the assumption
on R that Nr/R < 1. If we assume in fact that Nr/R ≤ 1/2, then

°
1− Nr

R
¢−1

≤ 2,
and the above expression is

≤ C
∞X

m=0

∞X

k=0

2m−k+1MmNm−k R−(m−k)rm

k!
≤ 2C

∞X

m=0
eR/(2N )

≥2MrN
R

¥m
,

the second inequality following from the series expansion of the exponential function.
The series on the right is convergent if 2MrN/R < 1. This proves (c).
In (d), the analog of (a) is to consider a term T1 · · · TsDα

x D
m−1−s
t F , where each

Ti is some Aji or B. Let k be the number of factors B, so that s − k factors are
some Aj and |α| = s − k. The contributions to Dα

x come from the factors Aj ; regard
the m − 1− s contributions to Dm−1−s

t as coming from factors of the identity I . In
this way the two phenomena can be handled at the same time. Ignore the fact that
I commutes with the other matrices; it is easier to treat it as if its occurrences in
different positions were different. The effect is the same as expanding the set of n
matrices Aj to include I , yielding a set of N + 1 matrices. The requirement M ∏ 1
makes it so that the estimate kIvk∞ ≤ Mkvk∞ is valid for the new member of the
set, as well as the old members. The steps for imitating (b) and (c) are then essentially
the same as before except that m is replaced by m − 1 and N is sometimes replaced
by N + 1.
10. The crux of thematter is to show that if {ui, j (x, y)} solves the Cauchy problem

for the first-order system, then ui, j (x, y) = Di
x D

j
yu0,0(x, y) for i+ j ≤ m and hence

u0,0(x, y) solves the mth-order equation. The proof proceeds by induction on j .
The case j = 0 is okay because the first-order system has Dxui,0 = ui+1,0 for
i < m. Suppose the identity holds for some j . Then Dxui, j+1 = Dyui+1, j from
the system, and this is = DyDxui, j by induction. Hence Dx (ui, j+1 − Dyui, j ) =
0, and we obtain ui, j+1 − Dyui, j = c(y). Put x = 0 and get ui, j+1(0, y) =

D j+1
y f (i)(y) = DyD

j
y f (i)(y) = Dyui, j (0, y). Therefore c(y) = 0, and ui, j+1 =

Dyui, j = Di
x D

j+1
y u0,0. This completes the induction.

11. The second index ( j in Problem 10) is replaced by an (N − 1)-tuple α =
(α1, . . . , αN−1). If β 6= 0, the equation for Dxui,β is Dxui,β = Dyj ui,α , where j
is the first index for which αj 6= 0 and where α is obtained from β by reducing the
j th index by 1. If β = 0, the equations are as in Problem 10. The Cauchy data
are ui,β(0, y) = Dy f (i)(y) except when (i, β) = (m, 0), and they are the data of
Problem 10 when (i, β) = (m, 0). The argument now inducts on β1, . . . , βN−1, and
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the functions c(y) that appear are of the form c(y1, . . . , yN−1). The Cauchy data are
for x = 0, and we get an equation c(y1, . . . , yN−1) = 0 in one step in each case.
12. The equations Dxui, j+1 = Dyui+1, j involve first partial derivatives in the y

directionwith coefficient 1, and Dxui,0 = ui+1,0 involves an undifferentiated variable
with coefficient 1. The equation for Dxum,0 involves a linear combination of variables
and first partial derivatives in the y direction of variables, plus the term Fx , which is
an entire holomorphic function of (x, y). So the equations of the first-order system
are as in Problems 6–9.

Chapter VIII

1. What needs checking is that the two charts are smoothly compatible. The
set M∑1 ∩ M∑2 is Sn − {(0, . . . , 0,±1)}, and the image of this under ∑1 and ∑2 is
Rn−{(0, . . . , 0)}. Put yj = xj/(1−xn+1), so that ∑−1

1 (y1, . . . , yn) = (x1, . . . , xn+1).
Then

∑2 ◦ ∑−1
1 (y1, . . . , yn) = (x1/(1+ xn+1), . . . , xn/(1+ xn+1))

= (y1(1− xn+1)/(1+ xn+1), . . . , yn(1− xn+1)/(1+ xn+1)).

To compute (1 − xn+1)/(1 + xn+1), we take |x | = 1 into account and write 1 =Pn+1
j=1 x2j = x2n+1+

Pn
j=1 y2j (1−xn+1)2. Then

Pn
j=1 y2j = (1−x2n+1)/(1−xn+1)2 =

(1+ xn+1)/(1− xn+1), and

∑2 ◦ ∑−1
1 (y1, . . . , yn) =

°
y1

±Pn
j=1 y2j , . . . , yn

±Pn
j=1 y2j

¢
.

The entries on the right are smooth functions of y since y 6= 0, and the two charts are
therefore smoothly compatible.
3. If it is σ -compact, it is Lindelöf. If it is Lindelöf, countably many charts suffice

to cover X . If there is a countable dense set, then we can choose one chart for each
member of the dense set, and these will have to cover X . This proves (a). For (b),
each chart has a countable base, and the union of these countable bases, as the chart
varies, is a countable base for X .
4. For (a), multiplication is given by polynomial functions, which are smooth.

Inversion, according to Cramer’s rule, is given by polynomial functions and division
by the determinant, and inversion is therefore smooth.
For (b), we have

eAg f = (dlg)1(A)( f ) = A( f ◦ lg) = A( f (g · )) =
P

i, j
Ai j @( f (g · ))

@xi j (1)

=
P

i, j
Ai j

P
r,s

@ f
@xrs (g)

@((gx)rs)
@xi j (1) =

P

i, j,r,s
Ai j @ f

@xrs (g)griδs j

=
P

j,r,s
(gA)r jδs j

@ f
@xrs (g) =

P

r,s
(gA)rs

@ f
@xrs (g).
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For (c), the condition for smoothness, by Proposition 8.8, is that all eAxi j be smooth
functions. Part (b) gives eAxi j (g) = eAg(xi j ) =

P
r,s(gA)rsδirδjs = (gA)i j =P

k gik Ak j , and the right side is a smooth function of the entries of g. For the
left invariance, let F = lh , and put g0 = F−1(g) = h−1g. We are to check
that (dF)g0(eAg0)( f ) = eAg( f ) if f is defined near g. The left side is equal to
eAg0( f ◦ lh) = ((dlg0)1(A))( f ◦ lh) = (dlh)g0(dlg0)1(A)( f ), and the right side is
eAg( f ) = (dlg)1(A)( f ). These two expressions are equal by Proposition 8.7.
Parts (d) and (e) amount to the same thing. For (d), the question is whether

eAg0 exp t A f = (dc)t
° d
dt

¢
( f ). The right side is d

dt f (g0 exp t A), and that is why (d)
and (e) amount to the same thing. The left side is

P
r,s(g0(exp t A)A)rs

@ f
@xrs (g0 exp t A)

by (b), and this expression equals d
dt f (g0 exp t A) by the chain rule and the formula

d
dt exp t A = (exp t A)A known from Basic.
5. For (a), fix l. Choose, for each p in Ll , a compatible chart about p such that the

closure of the domain of the chart is a compact subset of Ul . The domains of these
charts form an open cover of Ll , and we extract a finite subcover. Taking the union
of such subcovers on l, we obtain the atlas {∑α}.
For (b) and (d), the solution will be a translation into the language of smooth

manifolds of a proof given in introducing Corollary 3.19: In (b), let the domains of
the charts constructed at stage l be M∑1, . . . ,M∑r . Lemma 3.15b of Basic constructs
an open cover {W1, . . . ,Wr } of Ll such thatW cl

j is a compact subset ofM∑j for each j .
A second application of Lemma 3.15b of Basic produces an open cover {V1, . . . , Vr }
of Ll such that V clj is compact and V

cl
j ⊆ Wj for each j . Proposition 8.2 constructs

a smooth function gj ∏ 0 that is 1 on V clj and is 0 off Wj . Then
Pr

j=1 gj is > 0
on Ll and has compact support in

Sr
j=1 M∑j . If we write {ηα} for the union of the

sets {g1, . . . , gr } as l varies, then the functions ϕα = ηα

±P
β ηβ have the required

properties.
For (c), we apply (b) to the smoothmanifoldU . The construction in (b) is arranged

so that about each point is an open neighborhood on which only finitely many ϕα’s
can be nonzero. As this point varies through K , the open neighborhoods cover K ,
and there is a finite subcover. Therefore only finitely many ϕα’s have the property
that they are somewhere nonzero on K . The sum of this finite subcollection of all
ϕα’s is then a smooth function with values in [0, 1] that is 1 everywhere on K and
has compact support in U .
For (d), we argue as in (b) with two applications of Lemma 3.15b of Basic to

produce an open cover {V1, . . . , Vr } of K such that for each j , V clj is a compact
subset of Wj , whose closure is a compact subset of Uj . Part (c) constructs a smooth
function gj ∏ 0 that is 1 on V clj and is 0 offWj . Then g =

Pr
j=1 gj is> 0 everywhere

on K and has compact support in
Sr

j=1Uj . A second application of (c) produces a
smooth function h ∏ 0 on M with values in [0, 1] that is 1 on K and is compactly
supported within the set where g > 0. Then g + (1− h) is smooth and everywhere
positive on M , and the functions ϕj = gj/(g+ (1− h)) have the required properties.



Chapter VIII 589

6. In the notation of Proposition 8.6, the matrix
h@Fi
@uj

Ø
Ø
Ø
(u1,...,un)=(x1(p),...,xn(p))

i
,

which is of size k-by-n, has rank k. Choose k linearly independent columns. Possibly
after a change of notation that will not affect the conclusion, we may assume that
they are the first k columns. Call the n functions y1 ◦ F, . . . , yk ◦ F, xk+1, . . . , xn by

the names f1, . . . , fn . These are in C∞(M∑) and have matrix
h@( fi ◦ ∑−1)

@uj

i
of the

block form 



h@Fi
@uj

i h@Fi
@uj

i

0 1





at the point where (u1, . . . , un) = (x1(p), . . . , xn(p)). The upper left corner is
invertible by the condition of rank k, and hence the whole matrix is invertible. Then
the result follows from Proposition 8.4.

7. In the notation of Proposition 8.6, the matrix
h@Fi
@uj

Ø
Ø
Ø
(u1,...,un)=(x1(p),...,xn(p))

i
,

which is of size k-by-n, has rank n. Choose n linearly independent rows. Since
Fi = (yi ◦ F) ◦ ∑−1, Proposition 8.4 shows that the corresponding functions yi ◦ F
generate a system of local coordinates near p. This proves (a).
8. A little care is needed with the definition of measure 0 for a manifold because

the sets of measure 0 that arise are not shown to be Borel sets. However, for points
in the intersection of the domains of two charts ∑1 and ∑2, the change-of-variables
theorem shows that the two versions of Lebesgue measure near the two images in
Euclidean space of a point are of the form dx and (∑1 ◦ ∑−1

2 )0(x) dx , and the sets of
measure 0 are the same for these.
The solution of the problem as written is a question of localizing matters so that

the Euclidean version of Sard’s Theorem (Theorem 6.35 of Basic) applies. For each
point p in M , one can find a chart ∑p with p ∈ M∑p and a chart ∏p with F(p) ∈ N∏p

such that F(M∑p ) ⊆ N∏p . The Euclidean theorem applies to ∏p ◦ F ◦ ∑−1
p . The

separability implies that countably many of these M∑p ’s cover M . We get measure 0
for the critical valueswithin each F(M∑p ), and the countableunionof sets ofmeasure0
has measure 0.
9. Here we localize and apply Corollary 6.36 of Basic.
10. The reflexive condition followswith h = 1, and the transitive condition follows

by using the composition of two h’s. Strictly equivalent is the condition “equivalent”
with h = 1.
11. Substitution of the definitions gives

ḡk j (x)gji (x) = φ0
k,x

−1 ◦ hx ◦ φj,x ◦ φ−1
j,x ◦ φi,x = φ0

k,x
−1 ◦ hx ◦ φi,x = ḡki (x).

This proves the first identity, and the second identity is similar.
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12. For (a), if x lies inM∑j ∩M∑ 0
k
and y lies inFn , then the onlyway that h can have

the correct mapping function x 7→ ḡk j (x) is to have ḡk j (x)(y) = φ0
k,x

−1hφj,x (y).
Therefore we must have h(φj,x (y)) = φ0

k,x ḡk j (x)(y), and h is unique.
In (b), if h exists, then it is apparent from the formula for it that it is a diffeomor-

phism. In this case the function h−1 exhibits the relation “equivalent” as symmetric.
13. For (a), if x lies also in M∑i ∩ M∑ 0

l
, then we have

pj (b) = φ−1
j,x (b) = φ−1

j,x φi,xφ
−1
i,x (b) = gji (x)(pi (b))

and hence

hkj (b) = φ0
k,x ḡk j (x)(pj (b)) = φ0

k,x ḡk j (x)gji (x)(pi (b)) = φ0
k,x ḡki (x)(pi (b))

= φ0
l,x g

0
lk(x)ḡki (x)(pi (b)) = φ0

l,x ḡli (x)(pi (b)) = hli (b).
(∗)

The sets p−1(M∑j ∩ M∑ 0
k
) are open and cover B as j and k vary, and the consistency

condition (∗) therefore shows that the functions hkj piece together as a single smooth
function h : B → B0.
For (b), let y be in Fn . Put b = φj,x (y) in the definition of hkj (b), so that

y = φ−1
j,x (b) = pj (b), and then we have

φ0
k,x

−1hφj,x (y) = φ0
k,x

−1h(b) = φ0
k,x

−1φ0
k,x ḡk j (x)(pj (b)) = ḡk j (x)(y).

This shows that the functions x 7→ ḡk j (x) coincide with the mapping functions of h.

Chapter IX

1. The formula is µ|x | = µx + µ∨
x − 1

2µ({0}), where µ∨
x is the measure on R

defined by µ∨
x (A) = µx (−A).

2. Both sides equal
R
ƒ 8(x1, . . . , xn) dP .

3. For (a), we have σ 2n =
R

R (t − E)2 dµn(t) ∏
R
|t−E |∏δ (t − E)2 dµn(t) ∏

δ2P({|yn − E | ∏ δ}).
For (b), we calculate

|E(8(yn)) − 8(E)| =
Ø
Ø R

R [8(t) − 8(E)] dµn(t)
Ø
Ø ≤

R
R |8(t) − 8(E)| dµn(t)

=
R
|t−E |<δ +

R
|t−E |∏δ ≤

R
|t−E |<δ ≤ dµn(t) + 2MP({|yn − E | ∏ δ})

≤ ≤ + 2Mσ 2n δ−2.

In (c), let ≤ > 0 be given, and choose the δ of continuity for 8 and ≤. Then the
calculation in (b) applies. Since lim σ 2n = 0, the right side is≤ 2≤ for n large enough.
For such n, we have |E(8(yn)) − 8(E)| ≤ 2≤.
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In (d), the argument of (c) depends only on the continuity of8 at E and the global
boundedness of 8. In the situation of Theorem 9.7 with independent identically
distributed random variables xn , we put sn = x1 + · · · + xn and take yn = 1

n sn . We
saw that if E(xk) = E and Var(xk) = σ 2, then E(yn) = E and Var(yn) = 1

n σ 2.
Thus (c) applies.

4. Part (a) is a direct application of the Kolmogorov Extension Theorem. One
starts with the measure on R1 that assigns mass p to {1} and mass 1 − p to {0},
forms the n-fold product to model n independent tosses, and obtains the space for a
sequence of tosses from the Kolmogorov Theorem.
In (b), the mean is p · 1 + (1 − p) · 0 = p. The computation for the variance is

p · 12 + (1− p) · 02 − p2 = p − p2 = p(1− p).
For (c), the answer is the number of ways of obtaining k heads and n − k tails in

n tosses, namely
°n
k
¢
, times the probability of getting a specific sequence of k heads

and n − k tails, which is pk(1− p)n−k .
In (d), we put yn = 1

n sn . In view of (c), E(yn) is
Pn

k=08
° k
n
¢°n
k
¢
pk(1 − p)n−k ,

and (a) shows that8(E) is8(p). The variance of yn is p(1−p)
n , in view of (b); since

this tends to 0, Problem 3c is applicable and establishes the limit formula.
For (e), we go over the solution of Problem 3. The relevant facts for making

an estimate that is uniform in p are that 8 is uniformly continuous and that the
convergence of the variance to 0 is uniform in p.

6. For the regularity any set in F is in some Fn . The sets in Fn are of the form
eE = E ×

°×∞
k=n+1Xk) with E ⊆ ƒ(n) and ∫(eE) = ∫n(E). Given ≤ > 0, choose

K compact and U open in ƒ(n) with K ⊆ E ⊆ U and ∫n(U − K ) < ≤. In ƒ, eK is
compact, eU is open, eK ⊆ eE ⊆ eU , and ∫(eU − eK ) < ≤.

7. Let E =
S∞

n=1 En disjointly in F. Since ∫ is nonnegative additive, we haveP∞
n=1 ∫(En) ≤ ∫(E). For the reverse inequality let ≤ > 0 be given. Choose K

compact andUn openwith K ⊆ E , En ⊆ Un , ∫(Un−En) < ≤/2n , and ∫(E−K ) < ≤.
Then K ⊆

S∞
n=1Un , and the compactness of K forces K ⊆

SN
n=1Un for some N .

Then ∫(E) ≤ ∫(K ) + ≤ ≤ ∫
°SN

n=1Un
¢
+ ≤ ≤

PN
n=1 ∫(Un) + ≤ ≤

PN
n=1 ∫(En) +

2≤ ≤
P∞

n=1 ∫(En) + 2≤. Since ≤ is arbitrary, ∫(E) ≤
P∞

n=1 ∫(En).

8. The key is that ƒ is a separable metric space. Every open set is therefore the
countable union of basic open sets, which are in the various Fn’s.
10. The collection of subsets of ƒ that are of type J for some countable J is a

σ -algebra containingA0, and thus it containsA.
11. Continuity cannot be ensured by conditions at only countably many points,

as we see by altering the value of the function at a point not in a prospective such
countable set of points.

12. A nonempty set of A that is contained in C must be defined in terms of what
happens at countably many points, and no such conditions are possible, just as in the
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previous problem. So the set must be empty. Since ρ∗(C) is the supremum of ρ of
all such sets, we obtain ρ∗(C) = 0.
13. Ifω is inCj but not E , then the uniform continuity ofωmeans thatω

Ø
Ø
J extends

to a member of C . In other words, there is a member ω0 of ƒ that is 0 on J such that
ω + ω0 is in C . Since C ⊆ E , ω + ω0 is in E . The set E is by assumption of type J ,
and therefore the sum of any member of E with a member ofƒ that vanishes on J is
again in E . Hence ω = (ω + ω0) − ω0 is in E , contradiction.
14. Problem 13 shows that the infimumof ρ(E) for all E inA containingC equals

the infimum over all countable J of ρ(CJ ). Under the assumption this infimum is 1.
Thus ρ∗(C) = 1.
15. Proceeding inductively and using the convergence in probability, we can

construct a subsequence {xnk } of {xn}with P(|xnk − x | ≤ 2−k) ≤ 2−k for k ∏ 1. The
series

P∞
k=1 P(|xnk − x | ≤ 2−k) converges, and the Borel–Cantelli Lemma (Lemma

9.9) shows that except for ω in a set Z of measure 0, |xnk (ω) − x(ω)| > 2−k only
finitely often. Thus except when ω is in Z ,

P
k |xnk (ω) − x(ω)| converges. Since

|xnk+1(ω) − xnk (ω)| ≤ |xnk+1(ω) − x(ω)| + |xnk (ω) − x(ω)|

for all k,
P

k |xnk+1(ω) − xnk (ω)| converges. Therefore
P

k(xnk+1(ω) − xnk (ω))

converges. The partial sum of this series through the `th term is xn`+1(ω) − xn1(ω),
and therefore the series

P
k xnk (ω) converges for allω not in Z . Since {xnk } converges

to some random variable almost surely, Proposition 9.12 shows that the convergence
is to x almost surely.
16. Chebyshev’s inequality (Section VI.10 of Basic) shows that

R
X | f |2 dµ ∏

ξ2µ
°
{x

Ø
Ø | f (x)| ∏ ξ}

¢
for all ξ > 0 on any measure space. We apply this with

µ = P and with f = xn −c to obtain ξ2P
°
|xn −c| ∏ ξ

¢
≤ E((xn −c)2) = Var(xn).

The right side tends to 0 as n tends to infinity, and thus P
°
|xn − c| ∏ ξ

¢
tends to 0.

In other words, {xn} tends to c in probability.
17. Take µn to be a unit mass at {n}, and let µ = 0.
18. According to Problem 4, themean is E = p, and the variance is σ = p(1− p).

Thus the result follows directly by substituting into Theorem 9.19.
19. In (a), theBinomialTheoremgives

Pn
k=0

°n
k
¢°

∏
n
¢k°1− ∏

n
¢n−k

=
°

∏
n+(1− ∏

n )
¢n ,

and the right side is just 1. Also
P∞

k=0
∏
k! e

−∏ = e∏e−∏ = 1.
In (b), for each k ∏ 0, we have

pn,∏(k) =
°n
k
¢°

∏
n
¢k°1− ∏

n
¢n−k

=
£ n(n−1)...(n−k+1)

k!
° 1/n
1−∏/n

¢k§
∏k

°
1− ∏

n
¢n

.

With k fixed and n tending to infinity, the factor in brackets tends to 1
k! . Thus

limn pn,∏(k) = 1
k! ∏

ke−∏ = p∏(k). The cumulative distribution function Fxn,∏ of xn,∏
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at each point is the sum of certain values of pn,∏(k), and the cumulative distribution
function of Fx∏ at that same point is the sum of the corresponding values of p∏(k).
Therefore limn Fxn,∏ = Fx∏ pointwise. By definition xn,∏ tends to x∏ in distribution.
In (c), themean is ∏, and the variance is ∏. In fact, we have E(x∏) =

P
k k

∏k

k! e
−∏ =

e−∏∏ d
d∏

°P
k

∏k

k!
¢

= e−∏∏e∏ = ∏. Also

Var(x∏) = E(x2∏) − ∏2 =
P
k2 ∏k

k! e
−∏ − ∏2

= e−∏∏2
P°

k(k − 1) + k
¢

∏k−2

k! − ∏2

= e−∏∏2
° d2
d∏2

e∏
¢
+ e−∏∏

° d
d∏e

∏
¢
− ∏2 = ∏2 + ∏ − ∏2 = ∏.

20. In (a), consider u(s) = log(1 + c/s)s = s(log(s + c) − log s). This has
derivative u0(s) = log(s + c) − log s + s/(s + c) − s/s = log(1+ c/s) − c/(s + c).
Since u00(s) = 1/(s+ c)− 1/s+ c/(s+ c)2 = −c2/(s(s+ c)2) is positive for s > 0,
u0(s) is a strictly decreasing function. By inspection, lims→+∞ u0(s) = 0. Thus
u0(s) > 0 for all s > 0. We conclude that u(s) is an increasing function for s > 0,
and so is its exponential, which is (1+ c/s)s .
In (b), we know that lims→+∞(1+c/s)s = ec, and (a) says that this is an increasing

limit. Taking reciprocals shows that lims→+∞(1+ c/s)−s = e−c, a decreasing limit.
If we put c = t2/2 and s = (n − 1)/2, then we obtain

lim
n→+∞

°
1+ t2

n−1
¢(n−1)/2

= e−t
2/2,

a decreasing limit. The second statement follows because (1 + t2
n−1

¢(n−1)/2
=

c−1n fn(t).
In (c), we see from (b) that for n ∏ 2, (1+ t2

n−1
¢−(n−1)/2 is dominated by the case

n = 2, where the function is (1+ t2)−1/2. Multiplying by (1+ t2)−1/2, we see that
(1 + t2

n−1
¢−n/2

≤ (1 + t2)−1 for n ∏ 2. The function (1 + t2)−1 is integrable, and
thus dominated convergence allows us to conclude that limn

R
R(1 + t2

n−1
¢−n/2 dt =

R
R limn(1 + t2

n−1
¢−n/2 dt . By (b), the right side equals

R
R e

−t2/2 dt , which is
p
2π .

Since
R

R fn(t) dt = 1 for all n, the left side is limn c−1n . Thus limn c−1n =
p
2π .

21. Because of the dominated convergence in the previous problem,
R b
a fn(t) dt

has limit (2π)−1/2e−t2/2 dt , and this is just the statement of the convergence in
distribution.
22–23 and 25. The style of argument for these problems is all the same. In the

case of Problem 22, we have

P(a < x + c < b) = P(a − c < x < b − c) =
R b−c
a−c f (t) dt =

R b
a f (s − c) ds,

and thus the probability distribution of x + c is f (t − x) dt . Similarly in Problem 23
the probability distribution of cx is c−1 f (c−1t) dt , and in Problem 25 the probability
distribution of wn is 1

σ 2
p
2π
e−t2/(2σ 2).
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24. We are to consider 1
σ 2

p
2π
e−(x−µ)2/(2σ 2) ∗ 1

σ 02
p
2π
e−(x−µ0)2/(2σ 02). If we write

out the convolution of the two functions and complete the square in the exponent, we
see that the result is a multiple of some quadratic exponential, hence is normal. The
means have to add, and the independence implies that the variances have to add, by
a computation in Section 4. Thus the probability distribution of the sum has to be
N (µ + µ0, σ 2 + σ 02).
26. The probability distribution ofwn is equal to 1

σ 2
p
2π
e−t2/(2σ 2) for every n, and

we are considering the limit of a constant sequence.

Chapter X

1. Examination of the proof shows that equality can fail only at one step, and
that the inequality at that step step holds by the Schwarz inequality. For two nonzero
functions, equality holds in the Schwarz inequality if and only if the functions are
proportional to one another. Therefore the condition is that t f (t) is proportional to

f 0(t), i.e., that f 0(t) = kt f (t) for some constant k. Solving, we get f (t) = ce
1
2 kt

2
.

This function is in the Schwartz space if and only if Re k < 0.
2. The function f1(t) = t−1 sinπ t vanishes at every integer except 0, and the

Fourier transformF f1 is supported in [− 1
2 ,

1
2 ]. If f2(t) = f1( 12 t), then f1 vanishes at

every half integer except 0, and the Fourier transform is supported in [−1, 1]. Finally
the function f3 with f3(t) = f2(t − 1

2 ) vanishes at every half integer except
1
2 , and

the Fourier transform is supported in [−1, 1]. Thus f3 has the required properties.

3. For (b), write ∫(y) =
NP

k=M
cke−2π iky with cM 6= 0 and cN 6= 0. Then

1 = |∫(y)|2 is a trigonometric polynomial of the form

NP

k=M
cke−2π iky

NP

j=M
cje2π i j y =

NP

k=M

−MP

l=−N
ckc−l e−2π i(k+l)y .

The lowest order exponential that appears is e−2π i(N−M), and it has coefficient
cNcM 6= 0. Since the exponentials are linearly independent, N − M = 0, and
v(y) is a multiple of a single exponential.
4. For (a), define f #(x) = f (−x) for any function f on R. Let Vj be the set of

all f # such that f is in Vj . Then ϕ# and {V #j } form a multiresolution analysis.
Part (b) is routine.
For (c), the idea is that the Daubechies ϕ is constructed using a function L(y)

built from all the roots within the unit disk of a certain polynomial Q, while ϕ#, apart
from an integer translation, arises from the same construction with the corresponding
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L(y) built from all the roots outside the unit disk. In more detail let Q(z) be as in the
construction of ϕ, and define

L1(y) =
Q

|αj |<1
(e−2π iy − αj )

Q

βk

(e−2π iy − βk)
mk .

We set c1 = L1(0)−1, and then L(y) = c1L1(y) is the function L that appears in
Proposition 10.34. For each factor of L1, we have

(e2π iy − α) = αe2π iy(α−1 − e−2π iy) = −αe2π iy(e−2π iy − α−1).

Taking the product of all the factors, we obtain

L#1(y) = c2e2π i py
Q

|αj |>1
(e−2π iy − αj )

Q

βk

(e−2π iy − βk)
mk with c2 6= 0 and p ∈ Z.

Let L2(y) be the product on the right, so that L#1(y) = c2e2π i pyL2(y). Now

m0(y) =
≥1+ e−2π iy

2

¥N
L(y)

implies

m#0(y) =
≥1+ e2π iy

2
¢NL#(y)

= e2π i Ny
≥1+ e−2π iy

2

¥N
L#(y)

= c1e2π i Ny
≥1+ e−2π iy

2

¥N
L#1(y)

= c1c2e2π i(N+p)y
≥1+ e−2π iy

2

¥N
L2(y).

Form the h function that corresponds to m#0. The exponential e
2π i(N+p)y contributes

exactly e2π i(N+p)y to the infinite product, andF−1 carries the exponential to an integer
translation. For the constants we have

1 = L(0) = L#(0) = c1L#1(0) = c1c2L2(0),

and this is the correct normalization to have in the L part of the function m#0. Conse-
quently ϕ# comes from the same construction as ϕ but with the roots αj with |αj | > 1
in place of the roots αj with |αj | < 1, possibly in combination with a translation by
the integer N + p.
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5. Let V0 be the subspace of all functions in L2(R) that are a.e. constant on each
interval

£
n− 2

3 , n+ 1
3
¢
for n ∈ Z. Then the integer translates ofϕ form an orthonormal

basis of V0. We obtain Vj by dilation from V0 as usual, and the resulting sequence
{Vj }j∈Z of spaces forms a multiresolution analysis with ϕ.
6. For (a), we have m0(y) = 1

2 (1+ e4πy) = e−2π iy cos 2πy and

2n sin(2πy/2n)
nQ

j=1
m0(2− j y)

= 2ne−2π iy(
1
2+···+ 1

2n )
≥ nQ

j=1
cos(2πy/2 j )

¥
sin(2πy/2n)

= 2n−1e−2π iy(
1
2+···+ 1

2n )
≥ n−1Q

j=1
cos(2πy/2 j )

¥
sin(2πy/2n−1)

= · · · = 2e−2π iy(
1
2+···+ 1

2n ) cos(2πy/2) sin(2πy/2)

= e−2π iy(
1
2+···+ 1

2n ) sin(2πy).

Therefore

sin(2πy/2n)
2πy/2n

nQ

j=1
m0(2− j y) = e−2π iy(

1
2+···+ 1

2n )
≥ sin 2πy
2πy

¥
.

Letting n tend to infinity shows that

h(y) = e−2π iy
≥ sin 2πy

2π

¥
=

e−2π iy

2i(2π)
(e2π iy − e−2π iy) =

1− e−4π iy

4π iy
= (F I[0,2])(y).

Thus ϕ(x) = I[0,2](x).
For (b), ϕ(x) and ϕ(x−1) are not orthogonal, since they are∏ 0 and their supports

overlap. Hypothesis (iii) is not satisfied, since 12 (1 + e4πy) is not > 0 for |y| ≤ 1
4 ,

merely ∏ 0 .
7. Pm f is meaningful for f in L1(R) by Proposition 10.5. The formula is

Pm f (x) = |Im,k |−1
R
Im,k

f (y) dy for x ∈ Im,k .

Thus
R
Im,k

|Pm f (x)| dx = |Im,k ||Im,k |−1
Ø
Ø R

Im,k
f (y) dy

Ø
Ø ≤

R
Im,k

| f (y))| dy.

Summing on k, we obtain
R

R |Pm f (x)| dx ≤
R

R | f (y)| dy,
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i.e., kPm f k1 ≤ k f k1. To prove the convergence in L
1, we observe from Corollary

10.7 that Pmg tends to g uniformly if g is in Ccom(R). Since the convergence all
takes place within a compact set, Pmg tends to g in L1(R). Given f ∈ L1(R) and
≤ > 0, choose g ∈ Ccom(R) with kg− f k1 < ≤/3. If m is taken large enough so that
kPmg − gk1 < ≤/3, then

kPm f − f k1 ≤ kPm f − Pmgk1 + kPmg − gk1 + kg − f k1
≤ 2k f − gk1 + kPmg − gk1
≤ 2≤/3+ kPmg − gk1 < ≤.

8. From the first formula in the solution of Problem 7, we have
R
Im,k

Pm f (x) dx =
R
Im,k

f (x) dx . Summing on k then gives
R

R Pm f (x) dx =
R

R f (x) dx . Thus the
continuous linear functional `( f ) =

R
R f (x) dx on L1(R) has the property that

`(Pm f ) = `( f ). If f is a function in L1(R) for which Pm f tends to 0 in L1(R),
then the continuity of ` says we must have limm `(Pm f ) = 0 and hence `( f ) = 0.
Since `( f ) 6= 0 for f = I[0,1], limm→−∞ Pm f cannot be 0 for f = I[0,1].
9. The value of Pm f ( 13 ) for this f is 2

mØ
ØIm,k ∩ [0, 13 )

Ø
Ø, where

Im,k = {y ∈ R | k ≤ 2m y < k + 1},

and 1
3 is to be in Im,k . The binary expansion of 13 comes from the geometric series

1
3 = 1

4 + 1
42 + 1

43 + · · · , and the sets Im,k containing 1
3 are determined as follows.

If m = 2r is even, then k ≤ 4r/3 < k + 1 for k = 4r ( 14 + 1
42 + · · · + 1

4r ). The y’s
that are in Im,k are the ones with k ≤ 4r y < k + 1, the smallest of which is 4−r k,
i.e., y = 1

4 + 1
42 + · · · + 1

4r . The interval of such y’s is to be intersected with [0,
1
3 ),

and the measure of the result is 13 − ( 14 + 1
42 + · · · + 1

4r ) = 1
3 − 1−4−r

3 = 4−r/3. The
normalization by the factor 2m in the formula for Pm f ( 13 ) then yields 1/3. So the
value of Pm f ( 13 ) is

1
3 for every even m. A similar computation for odd m gives 23 .

Therefore
lim inf Pm( 13 ) = 1

3 < 2
3 = lim sup Pm( 13 ).

10. Let f be in L2(R)with support in [0, 1]. We can write out the one-sided Haar
series expansion of f as

f (x) =
P

k∈Z

° R
R f (y)ϕ0,k(y) dy

¢
ϕ0,k(x) +

∞P

j=0

P

k∈Z

° R
R f (y)√j,k(y) dy

¢
√j,k(x).

In the first term,
R

R f (y)ϕ0,k(y) dy = 0 for k 6= 0, since f is supported in [0, 1]. In
the second term,

R
R f (y)√j,k(y) dy = 0 unless√j,k is supported in [0, 1]. The result

is that

f (x) =
° R

R ϕ(y) dy
¢
ϕ(x) +

P

j∏0, k∈Z,

√j,k supported in [0,1]

° R
R √j,k(y) dy

¢
√j,k(x).
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This proves that every member of L2([0, 1]) is a limit of linear combinations of the
stated restrictions of functions. The restrictions are orthonormal as well, and hence
they form an orthonormal basis.
11. Let f (x) = f (2x) + f (2x − 1), and let bf = F f . Taking Fourier transforms,

we get

bf (y) =
R

R f (2x)e−2π i xy dx +
R

R f (2x − 1)e−2π i xydx

= 1
2
R

R f (x)e−2π i x
1
2 y dx + 1

2
R

R f (x)e−2π i(x+1)
1
2 y dx

= 1
2

bf ( 12 y) + 1
2e

−π iy bf ( 12 y)

= 1
2 (1+ e−π iy) bf ( 12 y)

= 1
4 (1+ e−π iy)(1+ e−π iy/2) bf ( 14 y)

= . . .

= e−π iy/2 cos(πy/2)e−π iy/4 cos(πy/4) · · · e−π iy/2n cos(πy/2n) bf (2−n y).

Thus

bf (y) sin(πy/2n)

= e−π iy/2 · · · e−π iy/2n cos(πy/2) cos(πy/4) · · · cos(πy/2n−1) sin(πy/2n−1) 12
× bf (2−n y)

= e−π iy( 12+
1
4+···+ 1

2n ) cos(πy/2) sin(πy/2) 1
2n−1

bf (2−n y),

and we obtain

bf (y)
sin(πy2−n)

2−n = e−π iy( 12+
1
4+···+ 1

2n ) sin(πy) bf (2−n y).

Dividing both sides by πy, we let n tend to infinity with y fixed, and the result is

bf (y) =
e−π iy sin(πy)

πy
bf (0),

since bf is continuous at 0. We can rewrite this equality as

bf (y) =
1− e−2π iy

2π iy
bf (0) = (FI[0,1](y) bf (0).

Therefore we can conclude that f is a multiple of I[0,1].



Chapter X 599

12. Taking the inner product of both sides with 8(2x − n) and using the orthog-
onality of the functions8(2x − k) for k ∈ Z, we obtain

R
8(x)8(2x − n) dx = an

R
R 8(2x − n)2 dx = 1

2an
R

R 8(x)2 dx = 1
2an.

So

an = 2
R

R 8(x)8(2x − n) dx = 2
R 1/2
−1/28(2x − n) dx =

R 1
−18(x − n) dx .

We conclude that a0 = 1 and a−1 = a1 = 1
2 . The given identity thus has to be

8(x) = 8(2x) + 1
28(2x − 1) + 1

28(2x + 1).

For 12 < x < 3
4 , the left side is 0 while the right side is 0+ 1

2 + 0 = 1
2 , contradiction.

13. Since ∫ is of class Cm , the derivatives of P must match those of ∫ through
order m at x = 0 and x = 1. Then P(k(0) = 0 for 0 ≤ k ≤ m, P(1) = 1, and
P(k)(1) = 0 for 1 ≤ k ≤ m. The first of these conditions says that P(x) is divisible
by xm+1. Thus P is admissible.
14. Thedifferenceof twoadmissiblepolynomials is divisibleby xm+1 and (x−1)m ,

hence by xm(x − 1)m . Thus it has degree ∏ 2m + 2. This proves uniqueness of
admissible polynomials of degree ≤ 2m + 1. If P is admissible, then the Euclidean
algorithm allows us to write P(x) = A(x)xm+1(x − 1)m+1 + B(x) with B = 0 or
deg B ≤ 2m + 1, and B will be admissible. This proves existence of admissible
polynomials of degree≤ 2m+1 under the assumption that an admissible polynomial
of some degree exists.
15. If P(x) is admissible, then so is 1− P(1− x). The uniqueness in Problem 14

forces P(x) + P(1− x) = 1.
16. For (a), the Binomial Theorem gives

(1− z)m+1 =
m+1P

k=0
(−1)k

µ
m + 1
k

∂
zk

=
pP

k=0
(−1)k

µ
m + 1
k

∂
zk + [z p+1]

=
pP

q=0
(−1)p−q

µ
m + 1
p − q

∂
z p−q + [z p+1],

the last equality following after the change of indices k = p − q.
For (b), let D = d

dz . The binomial series, convergent for |z| < 1, is

(1− z)−(m+1) =
∞P

k=0

1
k!

°
Dk(1− z)−(m+1)¢(0)zk

= 1+
∞P

k=1

1
k! (m + 1)(m + 2) · · · (m + k)zk

=
∞P

k=0

µ
m + k
k

∂
zk,
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and the conclusion follows.
For (c), we multiply the results of (a) and (b) and obtain

1 = (1− z)m+1(1− z)−(m+1)

=
≥ pP

l=0
(−1)p−l

µ
m + 1
p − l

∂
z p−l

¥≥ pP

k=0

µ
m + k
k

∂
zk

¥
+ [z p+1].

Equating the coefficients of z p on the two sides of the equation gives the desired
result, since the z p term in the product arises exactly when k = l.

17. For (a), we set f (x) = xm+1 and g(x) =
mP

k=0

°m+k
k

¢
(1− x)k . Then we have

DpP(x) =
pP

q=0
Dp−q(xm+1)Dqg(x)

with

Dp−q(xm+1) = (m + 1)(m)(m − 1) · · · (m − p + q + 2)xm+1−p+q

Dp−q(xm+1)(1) =
(m + 1)!

(m − p + q + 1)!

Dqg(x) =
mP

k=0
(−1)qk(k − 1) · · · (k − q + 1)(1− x)k−q

Dqg(1) =

µ
m + q
q

∂
q!(−1)q .

So

DpP(1) =
pP

q=0

µ
p
q

∂
(m + 1)!

m − p + q + 1)!

µ
m + q
q

∂
(−1)qq!

=
pP

q=0

p!
q!(p − q)!

µ
m + 1
p − q

∂
(p − q)!

µ
m + q
q

∂
q!(−1)q

= p!
pP

q=0
(−1)q

µ
m + 1
p − q

∂µ
m + q
q

∂
.

For (b), we compute P(1) from (a)with p = 0 and obtain P(1) = 0!
°m+1
0

¢°m+0
0

¢
=

1. We compute P(p)(1) for 1 ≤ p ≤ m from (a) with p > 0 and obtain

P(p)(1) = p!
pP

q=0
(−1)q

µ
m + 1
p − q

∂µ
m + q
q

∂

= (−1)p p!
≥ pP

q=0
(−1)p−q

µ
m + 1
p − q

∂µ
m + q
q

∂¥
.
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The sum in parentheses on the right side is 0 by Problem16c, and thus P(p)(1) = 0 for
p > 0. The polynomial P is manifestly divisible by xm+1, and thus it is admissible.
Since P has degree2m+1, Problems14 and15 show that P is usable as the polynomial
in the definition of the Meyer wavelet of index m.
18. It is enough to treat the scaling function ϕ, since the wavelet equation shows

that √ is a linear combination of the functions ϕ1,k . We have

kϕk2Hs =
R
|y|≤1 |(Fϕ)(y)|2(1+ y2)s dy +

∞P

j=1

R
2 j−1≤|y|≤2 j |(Fϕ)(y)|2(1+ y2)s dy.

Since (1+ y2)s ≤ 2s for |y| ≤ 1, the first term on the right side is ≤ 2s
R

R |Fϕ|2 dy
and is harmless. The sum on the right side is

≤
∞P

j=1
2 j

≥
2N−1
p

πN

¥
(
p
4πN )− j (1+ 22 j )s,

and this is finite by the ratio test if the equal quantities

∞P

j=1
2 j (

p
4πN )− j 22s j =

∞P

j=1
(
p

πN )− j (4s) j

are finite, and in turn these quantities are finite if 4s <
p

πN . Taking log2 of both sides
shows that a sufficient condition for finiteness is that s < 1

4 log2(πN ), as required.
19. Problem 12c from Chapter III says that the members of Hs(R) are of class

Cm if s > 1
2 + m. Thus we want 12 + m < 1

4 log2(πN ) or

m < 1
4 log2(πN ) − 1

2 = 1
4
°
log2(πN ) − log2 4

¢
= 1

4 log2(πN/4).






