
CHAPTER 11

Shift operators

In this chapter we study an integer shift of spectral parameters λj,ν of the
Fuchsian equation Pm(λ)u = 0. Here Pm(λ) is the universal operator (cf. Theo-
rem 6.14) corresponding to the spectral type m = (mj,ν

)
j=0,...,p
ν=1,...,nj

. For simplicity,

we assume that m is rigid in this chapter unless otherwise stated.

11.1. Construction of shift operators and contiguity relations

First we construct shift operators for general shifts.

Definition 11.1. Fix a tuple of partitions m =
(
mj,ν

)
j=0,...,p
ν=1,...,nj

∈ P(n)
p+1. Then

a set of integers
(
ϵj,ν
)

j=0,...,p
ν=1,...,nj

parametrized by j and ν is called a shift compatible

to m if

(11.1)

p∑
j=0

nj∑
ν=1

ϵj,νmj,ν = 0.

Theorem 11.2 (shift operator). Fix a shift (ϵj,ν) compatible to m ∈ P(n)
p+1.

Then there is a shift operator Rm(ϵ, λ) ∈ W [x] ⊗ C[λj,ν ] which gives a homomor-
phism of the equation Pm(λ′)v = 0 to Pm(λ)u = 0 defined by v = Rm(ϵ, λ)u. Here
the Riemann scheme of Pm(λ) is {λm} =

{
[λj,ν ](mj,ν)

}
j=0,...,p
ν=1,...,nj

and that of Pm(λ′)

is {λ′m} defined by λ′j,ν = λj,ν + ϵj,ν . Moreover we may assume ordRm(ϵ, λ) <
ordm and Rm(ϵ, λ) never vanishes as a function of λ and then Rm(ϵ, λ) is uniquely
determined up to a constant multiple.

Putting

(11.2) τ =
(
τj,ν
)

0≤j≤p
1≤ν≤nj

with τj,ν :=
(
2 + (p− 1)n

)
δj,0 −mj,ν

and d = ordRm(ϵ, λ), we have

(11.3) Pm(λ+ ϵ)Rm(ϵ, λ) = (−1)dRm(ϵ, τ − λ− ϵ)∗Pm(λ)

under the notation in Theorem 4.19 ii).

Proof. We will prove the theorem by the induction on ordm. The theorem
is clear if ordm = 1.

We may assume that m is monotone. Then the reduction {λ̃m̃} of the Riemann
scheme is defined by (10.33). Hence putting

(11.4)

{
ϵ̃1 = ϵ0,1 + · · ·+ ϵp,1,

ϵ̃j,ν = ϵj,ν +
(
(−1)δj,0 − δν,1

)
ϵ̃1 (j = 0, . . . , p, ν = 1, . . . , nj),
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110 11. SHIFT OPERATORS

there is a shift operator R(ϵ̃, λ̃) of the equation Pm̃(λ̃′)ṽ = 0 to Pm̃(λ̃)ũ = 0 defined

by ṽ = R(ϵ̃, λ̃)ũ. Note that

Pm̃(λ̃) = ∂maxPm(λ) = Ad
( p∏
j=1

(x− cj)λj,1
) p∏
j=1

(x− cj)mj,1−d∂−dAd(∂−µ)

p∏
j=1

(x− cj)−mj,1 Ad
( p∏
j=1

(x− cj)−λj,1
)
Pm(λ),

Pm̃(λ̃′) = ∂maxPm(λ′) = Ad
( p∏
j=1

(x− cj)λj,1
) p∏
j=1

(x− cj)mj,1−d∂−dAd(∂−µ′
)

p∏
j=1

(x− cj)−mj,1 Ad
( p∏
j=1

(x− cj)−λ′
j,1
)
Pm(λ′).

Suppose λj,ν are generic. Let u(x) be a local solution of Pm(λ)u = 0 at x = c1
corresponding to a characteristic exponent different from λ1,1. Then

ũ(x) :=

p∏
j=1

(x− cj)λj,1∂−µ

p∏
j=1

(x− cj)−λj,1u(x)

satisfies Pm̃(λ̃)ũ(x) = 0. Putting

ṽ(x) := R(ϵ̃, λ̃)ũ(x),

v(x) :=

p∏
j=1

(x− cj)λ
′
j,1∂µ

′
p∏

j=1

(x− cj)λ
′
j,1 ṽ(x),

R̃(ϵ̃, λ̃) := Ad(

p∏
j=1

(x− cj)λj,1)R(ϵ̃, λ̃)

we have Pm̃(λ̃′)ũ(x) = 0, Pm(λ′)v(x) = 0 and
p∏

j=1

(x− cj)ϵj,1∂−µ′
p∏

j=1

(x− cj)−λ′
j,1v(x) = R̃(ϵ̃, λ̃)∂−µ

p∏
j=1

(x− cj)−λj,1u(x).

In general, if

(11.5) S2

p∏
j=1

(x− cj)ϵj,1∂−µ′
p∏

j=1

(x− cj)−λ′
j,1v(x) = S1∂

−µ

p∏
j=1

(x− cj)−λj,1u(x)

with S1, S2 ∈W [x], we have

(11.6) R2v(x) = R1u(x)

by putting

R1 =

p∏
j=1

(x− cj)λj,ν+k1,j∂µ+ℓ

p∏
j=1

(x− cj)k2,jS1

ϵj,1∏
j=1

∂−µ

p∏
j=1

(x− cj)−λj,ν ,

R2 =

p∏
j=1

(x− cj)λj,ν+k1,j∂µ+ℓ

p∏
j=1

(x− cj)k2,jS2

ϵj,1∏
j=1

∂−µ′
p∏

j=1

(x− cj)−λ′
j,ν

(11.7)

with suitable integers k1,j , k2,j and ℓ so that R1, R2 ∈W [x;λ].

We choose a non-zero polynomial S2 ∈ C[x] so that S1 = S2R̃(ϵ̃, λ̃) ∈ W [x].
Since Pm(λ′) is irreducible in W (x;λ) and R2v(x) is not zero, there exists R3 ∈
W (x; ξ) such that R3R2 − 1 ∈ W (x;λ)Pm(λ′). Then v(x) = Ru(x) with the
operator R = R3R1 ∈W (x;λ).
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Since the equations Pm(λ)u = 0 and Pm(λ′)v = 0 are irreducible W (x;λ)-
modules, the correspondence v = Ru gives an isomorphism between these two
modules. Since any solutions of these equations are holomorphically continued
along the path contained in C \ {c1, . . . , cp}, the coefficients of the operator R are
holomorphic in C \ {c1, . . . , cp}. Multiplying R by a suitable element of C(λ), we
may assume R ∈W (x)⊗ C[λ] and R does not vanish at any λj,ν ∈ C.

Put f(x) =
∏p

j=1(x − cj)
n. Since Rm(ϵ, λ) is a shift operator, there exists

Sm(ϵ, λ) ∈W (x;λ) such that

(11.8) f−1Pm(λ+ ϵ)Rm(ϵ, λ) = Sm(ϵ, λ)f−1Pm(λ).

Then Theorem 4.19 ii) shows

Rm(ϵ, λ)∗
(
f−1Pm(λ+ ϵ)

)∗
=
(
f−1Pm(λ)

)∗
Sm(ϵ, λ)∗,

Rm(ϵ, λ)∗ · f−1Pm(λ+ ϵ)∨ = f−1Pm(λ)∨ · Sm(ϵ, λ)∗,

Rm(ϵ, λ)∗f−1Pm(ρ− λ− ϵ) = f−1Pm(ρ− λ)Sm(ϵ, λ)∗,

Rm(ϵ, ρ− µ− ϵ)∗f−1Pm(µ) = f−1Pm(µ+ ϵ)Sm(ϵ, ρ− µ− ϵ)∗.(11.9)

Here we use the notation (4.52) and put ρj,ν = 2(1 − n)δj,0 + n −mj,ν and µ =
ρ−λ−ϵ. Comparing (11.9) with (11.8), we see that Sm(ϵ, λ) is a constant multiple of

the operator Rm(ϵ, ρ−λ−ϵ)∗ and fRm(ϵ, ρ−λ−ϵ)∗f−1 =
(
f−1Rm(ϵ, ρ−λ−ϵ)f

)∗
=

Rm(ϵ, τ − λ− ϵ)∗ and we have (11.3). □

Note that the operator Rm(ϵ, λ) is uniquely defined up to a constant multiple.
The following theorem gives a contiguity relation among specific local solutions

with a rigid spectral type and a relation between the shift operator Rm(ϵ, λ) and
the universal operator Pm(λ).

Theorem 11.3. Retain the notation in Corollary 10.12 and Theorem 11.2 with
a rigid tuple m. Assume mj,nj = 1 for j = 0, 1 and 2. Put ϵ = (ϵj,ν), ϵ

′ = (ϵ′j,ν),

(11.10) ϵj,ν = δj,1δν,n1 − δj,2δν,n2 and ϵ′j,ν = δj,0δν,n0 − δj,2δν,n2

for j = 0, . . . , p and ν = 1, . . . , nj.
i) Define Qm(λ) ∈W (x;λ) so that Qm(λ)Pm(λ+ ϵ′)− 1 ∈W (x;λ)Pm(λ+ ϵ).

Then

(11.11) Rm(ϵ, λ)− C(λ)Qm(λ)Pm(λ+ ϵ′) ∈W (x;λ)Pm(λ)

with a rational function C(λ) of λj,ν .
ii) Let uλ(x) be the local solution of Pm(λ)u = 0 such that uλ(x) ≡ (x−c1)λ1,n1

mod (x− c1)λ1,n1+1Oc1 for generic λj,ν . Then we have the contiguity relation

uλ(x) = uλ+ϵ′(x) + (c1 − c2)
K−1∏
ν=0

λ(ν + 1)1,n1
− λ(ν)1,ℓ(ν)1 + 1

λ(ν)1,n1 − λ(ν)1,ℓ(ν)1 + 1
· uλ+ϵ(x).(11.12)

Proof. Under the notation in Corollary 10.12, ℓ(k)j ̸= nj for j = 0, 1, 2 and
k = 0, . . . ,K − 1 and therefore the operation ∂Kmax on Pm(λ) is equals to ∂Kmax on
Pm(λ + ϵ) if they are realized by the product of the operators of the form (5.26).
Hence by the induction on K, the proof of Theorem 11.2 (cf. (11.5), (11.6) and
(11.7)) shows

(11.13) Pm(λ+ ϵ′)u(x) = Pm(λ+ ϵ′)v(x)

for suitable functions u(x) and v(x) satisfying Pm(λ)u(x) = Pm(λ+ ϵ)v(x) = 0 and
moreover (11.12) is calculated by (3.6). Note that the identities

(c1 − c2)
p∏

j=1

(x− cj)λj+ϵ′j =

p∏
j=1

(x− cj)λj −
p∏

j=1

(x− cj)λj+ϵj ,
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(
∂ −

p∑
j=1

λj + ϵ′j
x− cj

) p∏
j=1

(x− cj)λj =
(
∂ −

p∑
j=1

λj + ϵ′j
x− cj

) p∏
j=1

(x− cj)λj+ϵj

correspond to (11.12) and (11.13), respectively, when K = 0.
Note that (11.13) may be proved by (11.12). The claim i) in this theorem

follows from the fact v(x) = Qm(λ)Pm(λ+ ϵ′)v(x) = Qm(λ)Pm(λ+ ϵ′)u(x). □

In general, we have the following theorem for the contiguity relation.

Theorem 11.4 (contiguity relations). Let m ∈ P(n) be a rigid tuple with
m1,n1 = 1 and let u1(λ, x) be the normalized solution of the equation Pm(λ)u = 0

with respect to the exponent λ1,n1 at x = c1. Let ϵ(i) be shifts compatible to m for
i = 0, . . . , n. Then there exists polynomial functions ri(x, λ) ∈ C[x, λ] such that
(r0, . . . , rn) ̸= 0 and

(11.14)
n∑

i=0

ri(x, λ)u1(λ+ ϵ(i), x) = 0.

Proof. There exist Ri ∈ C(λ)Rm(ϵ(i), λ) satisfying u1(λ+ϵ
(i), x) = Riu1(λ, x)

and ordRi < n. We have ri(x, λ) with
∑n

i=0 ri(x, λ)Ri = 0 and the claim. □

Example 11.5 (Gauss hypergeometric equation). Let Pλu = 0 and Pλ′v = 0
be Fuchsian differential equations with the Riemann Schemex =∞ 0 1

λ0,1 λ1,1 λ2,1
λ0,2 λ1,2 λ2,2

 and


x =∞ 0 1

λ′0,1 = λ0,1 λ′1,1 = λ1,1 λ′2,1 = λ2,1
λ′0,2 = λ0,2 λ′1,2 = λ1,2 + 1 λ2,2 = λ2,2 − 1

 ,

respectively. Here the operators Pλ = Pλ0,1,λ0,2,λ1,1,λ1,2,λ2,1,λ2,1 and Pλ′ are given
in (1.51). The normalized local solution uλ(x) of Pλu = 0 corresponding to the
exponent λ1,2 at x = 0 is

(11.15) xλ1,2(1− x)λ2,1F (λ0,1 + λ1,2 + λ2,1, λ0,2 + λ1,2 + λ2,1, 1− λ1,1 + λ1,2;x).

By the reduction

x =∞ 0 1
λ0,1 λ1,1 λ2,1
λ0,2 λ1,2 λ2,2

 →
{
x =∞ 0 1
λ0,2 − µ λ1,2 + µ λ2,2 + µ

}
with

µ = λ0,1 + λ1,1 + λ2,1 − 1, the contiguity relation (11.12) means

xλ1,2(1− x)λ2,1F (λ0,1 + λ1,2 + λ2,1, λ0,2 + λ1,2 + λ2,1, 1− λ1,1 + λ1,2;x)

= xλ1,2(1− x)λ2,1F (λ0,1 + λ1,2 + λ2,1, λ0,2 + λ1,2 + λ2,1 + 1, 1− λ1,1 + λ1,2;x)

− λ0,1 + λ1,2 + λ2,1
1− λ1,1 + λ1,2

xλ1,2+1(1− x)λ2,1

· F (λ0,1 + λ1,2 + λ2,1 + 1, λ0,2 + λ1,2 + λ2,1 + 1, 2− λ1,1 + λ1,2;x),

which is equivalent to the contiguity relation

(11.16) F (α, β, γ, x) = F (α, β + 1, γ;x)− α

γ
xF (α+ 1, β + 1, γ + 1;x).
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Using the expression (1.51), we have

Pλ+ϵ′ − Pλ = x2(x− 1)∂ + λ0,1x
2 − (λ0,1 + λ2,1)x,

Pλ+ϵ′ − Pλ+ϵ = x(x− 1)2∂ + λ0,1x
2 − (λ0,1 + λ1,1)x− λ1,1,

(x− 1)Pλ+ϵ =
(
x(x− 1)∂ + (λ0,2 − 2)x+ λ1,2 + 1

)(
Pλ+ϵ′ − Pλ+ϵ

)
− (λ0,1 + λ1,1 + λ2,1)(λ0,2 + λ1,2 + λ2,1)x(x− 1),

x−1(x− 1)−1
(
x(x− 1)∂ + (λ0,2 − 2)x+ λ1,2 + 1

)
(Pλ+ϵ′ − Pλ)− (x− 1)−1Pλ

= −(λ0,1 + λ1,1 + λ2,1)
(
x∂ − λ1,2 −

λ2,1x

x− 1

)
and hence (11.11) says

(11.17) Rm(ϵ, λ) = x∂ − λ1,2 − λ2,1
x

x− 1
.

In the same way we have

(11.18) Rm(−ϵ, λ+ ϵ) = (x− 1)∂ − λ2,2 + 1− λ1,1
x− 1

x
.

Then

Rm(−ϵ, λ+ ϵ)Rm(ϵ, λ)− x−1(x− 1)−1Pλ

= −(λ0,1 + λ1,2 + λ2,1)(λ0,2 + λ1,2 + λ2,1)
(11.19)

and since −Rm(ϵ, τ − λ− ϵ)∗ = −
(
x∂ + (λ1,2 + 2) + (λ2,1 + 1) x

x−1

)∗
= x∂ − λ1,2 −

1− (λ2,1 + 1) x
x−1 with τ given by (11.2), the identity (11.3) means

PλRm(ϵ, λ) =
(
x∂ − (λ1,2 + 1)− (λ2,1 + 1)

x

x− 1

)
Pλ+ϵ.(11.20)

Remark 11.6. Suppose m is irreducibly realizable but it is not rigid. If the
reductions of {λm} and {λ′m} to Riemann schemes with a fundamental tuple of
partitions are transformed into each other by suitable additions, we can construct
a shift operator as in Theorem 11.2. If they are not so, we need a shift operator
for equations whose spectral type are fundamental and such an operator is called
a Schlesinger transformation.

Now we examine the condition that a universal operator defines a shift operator.

Theorem 11.7 (universal operator and shift operator). Let m =
(
mj,ν

)
0≤j≤p
1≤ν≤nj

and m′ =
(
m′

j,ν

)
0≤j≤p
1≤ν≤nj

∈ Pp+1 be irreducibly realizable and monotone. They may

not be rigid. Suppose ordm > ordm′. Fix j0 with 0 ≤ j0 ≤ p. Let n′j0 be a positive
integer such that m′

j0,n′
j0

> m′
j0,n′

j0
+1 = 0 and let Pm(λ) be the universal operator

corresponding to {λm}. Putting λ′j,ν = λj,ν when (j, ν) ̸= (j0, n
′
j0
), we define

the universal operator P j0
m′(λ) := Pm′(λ′) with the Riemann scheme {λ′m′}. Here

λ′j0,n′
j0

is determined by the Fuchs condition. Then (αm|αm′) ≤ mj0,n′
j0
m′

j0,n′
j0

.

Suppose

(11.21) (αm|αm′)
(
=

p∑
j=0

nj∑
ν=1

mj,νm
′
j,ν − (p− 1) ordm · ordm′

)
= mj0,n′

j0
m′

j0,n′
j0

.

Then m′ is rigid and the universal operator P j0
m′(λ) is the shift operator Rm(ϵ, λ):{[

λj,ν
]
(mj,ν)

}
0≤j≤p
1≤ν≤nj

Rm(ϵ,λ)=P
j0
m′ (λ)−−−−−−−−−−−→

{[
λj,ν + ϵj,ν

]
(mj,ν)

}
0≤j≤p
1≤ν≤nj

with ϵj,ν =
(
1− δj,j0δν,n′

j0

)
m′

j,ν − δj,0 · (p− 1) ordm′.

(11.22)
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Proof. We may assume λ is generic. Let u(x) be the solution of the irreducible
differential equation Pm(λ)u = 0. Then

Pm′(λ′)(x− cj)λj,νOcj ⊂ (x− cj)
λj,ν+(1−δj,j0δν,n′

j0
)m′

j,νOcj ,

Pm′(λ′)x−λ0,νO∞ ⊂ x
−λ0,ν−(1−δ0,j0δν,n′

j0
)m′

0,ν+(p−1) ordm′

O∞
and Pm′(λ′)u(x) satisfies a Fuchsian differential equation. Hence the factRm(ϵ, λ) =
Pm′(λ′) is clear from the characteristic exponents of the equation at each singular
points. Note that the left hand side of (11.21) is never larger than the right hand
side and if they are not equal, Pm′(λ′)u(x) satisfies a Fuchsian differential equation
with apparent singularities for the solutions u(x) of Pm(λ)u = 0.

It follows from Lemma 10.3 that the condition (11.21) means that at least one
of the irreducibly realizable tuples m and m′ is rigid and therefore if m is rigid, so
is m′ because Rm(ϵ, λ) is unique up to constant multiple. □

If ordm′ = 1, the condition (11.21) means that m is of Okubo type, which
will be examined in the next section. It will be interesting to examine other cases.
When m = m′⊕m′′ is a rigid decomposition or αm′ ∈ ∆(m), we easily have many
examples satisfying (11.21).

Here we give such examples of the pairs (m ;m′) with ordm′ > 1:

(11.23)

(1n, 1n, n− 11 ; 1n−1, 1n−1, n− 21) (221, 32, 32, 41 ; 110, 11, 11, 20)

(12m,mm− 11,m2 ; 12, 110, 12) (12m+1,m21,m+ 1m ; 12, 120, 11)

(221, 221, 221 ; 110, 110, 110) (2111, 221, 221 ; 1100, 110, 110).

11.2. Relation to reducibility

In this section, we will examine whether the shift operator defines a W (x)-
isomorphism or doesn’t.

Theorem 11.8. Retain the notation in Theorem 11.2 and define a polynomial
function cm(ϵ;λ) of λj,ν by

(11.24) Rm(−ϵ, λ+ ϵ)Rm(ϵ, λ)− cm(ϵ;λ) ∈
(
W [x]⊗ C[λ]

)
Pm(λ).

We call cm(ϵ;λ) the intertwining polynomial for the differential equation Pm(λ)u =
0 with respect to the shift ϵ.

i) Fix λoj,ν ∈ C. If cm(ϵ;λo) ̸= 0, the equation Pm(λo)u = 0 is isomorphic to
the equation Pm(λo + ϵ)v = 0. If cm(ϵ;λo) = 0, then the equations Pm(λo)u = 0
and Pm(λo + ϵ)v = 0 are not irreducible.

ii) Under the notation in Proposition 10.16, there exists a set Λ whose elements
(i, k) are in {1, . . . , N} × Z such that

(11.25) cm(ϵ;λ) = C
∏

(i,k)∈Λ

(
ℓi(λ)− k

)
with a constant C ∈ C×. Here Λ may contain some elements (i, k) with multiplici-
ties.

Proof. Since u 7→ Rm(−ϵ, λ + ϵ)Rm(ϵ, λ)u defined an endomorphism of the
irreducible equation Pm(λ)u = 0, the existence of cm(ϵ;λ) is clear.

If cm(ϵ;λo) = 0, the non-zero homomorphism of Pm(λo)u = 0 to Pm(λo+ϵ)v =
0 defined by u = Rm(ϵ;λo)v is not surjective nor injective. Hence the equations are
not irreducible. If cm(ϵ;λo) ̸= 0, then the homomorphism is an isomorphism and
the equations are isomorphic to each other.

The claim ii) follows from Proposition 10.16. □
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Theorem 11.9. Retain the notation in Theorem 11.8 with a rigid tuple m. Fix
a linear function ℓ(λ) of λ such that the condition ℓ(λ) = 0 implies the reducibility
of the universal equation Pm(λ)u = 0.

i) If there is no irreducible realizable subtuple m′ of m which is compatible to
ℓ(λ) and ℓ(λ+ ϵ), ℓ(λ) is a factor of cm(ϵ;λ).

If there is no dual decomposition of m with respect to the pair ℓ(λ) and ℓ(λ+ϵ),
ℓ(λ) is not a factor of cm(ϵ;λ). Here we define that the decomposition (10.50) is
dual with respect to the pair ℓ(λ) and ℓ(λ+ ϵ) if the following conditions are valid.

m′ is an irreducibly realizable subtuple of m compatible to ℓ(λ),(11.26)

m′′ is a subtuple of m compatible to ℓ(λ+ ϵ).(11.27)

ii) Suppose there exists a decomposition m = m′⊕m′′ with rigid tuples m′ and
m′′ such that ℓ(λ) = |{λm}|+ k with k ∈ Z and ℓ(λ+ ϵ) = ℓ(λ) + 1. Then ℓ(λ) is
a factor of cm(ϵ;λ) if and only if k = 0.

Proof. Fix generic complex numbers λj,ν ∈ C satisfying ℓ(λ) = |{λm}| = 0.
Then we may assume λj,ν − λj,ν′ /∈ Z for 1 ≤ ν < ν′ ≤ nj and j = 0, . . . , p.

i) The shift operator R := Rm(−ϵ, λ+ϵ) gives a non-zeroW (x)-homomorphism
of the equation Pm(λ + ϵ)v = 0 to Pm(λ)u = 0 by the correspondence v = Ru.
Since the equation Pm(λ)u = 0 is reducible, we examine the decompositions of m
described in Proposition 10.16. Note that the genericity of λj,ν ∈ C assures that
the subtuple m′ of m corresponding to a decomposition Pm(λ) = P ′′P ′ is uniquely
determined, namely, m′ corresponds to the spectral type of the monodromy of the
equation P ′u = 0.

If the shift operator R is bijective, there exists a subtuple m′ of m compatible
to ℓ(λ) and ℓ(λ+ ϵ) because R indices an isomorphism of monodromy.

Suppose ℓ(λ) is a factor of cm(ϵ;λ). Then R is not bijective. We assume
that the image of R is the equation P ′′ū = 0 and the kernel of R is the equation
P ′
ϵ v̄ = 0. Then Pm(λ) = P ′′P ′ and Pm(λ + ϵ) = P ′

ϵP
′′
ϵ with suitable Fuchsian

differential operators P ′ and P ′′
ϵ . Note that the spectral type of the monodromy of

P ′u = 0 and P ′′
ϵ v = 0 corresponds to m′ and m′′ with m = m′ + m′′. Applying

Proposition 10.16 to the decompositions Pm(λ) = P ′′P ′ and Pm(λ+ ϵ) = P ′
ϵP

′′
ϵ , we

have a dual decomposition (10.50) of m with respect to the pair ℓ(λ) and ℓ(λ+ ϵ).
ii) Since Pm(λ)u = 0 is reducible, we have a decomposition Pm(λ) = P ′′P ′ with

0 < ordP ′ < ordPm(λ). We may assume P ′u = 0 and let m̃′ be the spectral type
of the monodromy of the equation P ′u = 0. Then m̃′ = ℓ1m

′ + ℓ2m
′′ with integers

ℓ1 and ℓ2 because |{λm̃′}| ∈ Z≤0. Since P ′u = 0 is irreducible, 2 ≥ idx m̃′ =
2(ℓ21 − ℓ1ℓ2 + ℓ22) and therefore (ℓ1, ℓ2) = (1, 0) or (0, 1). Hence the claim follows
from i) and the identity |{λm′}|+ |{λm′′}| = 1 □

Remark 11.10. i) The reducibility of Pm(λ) implies that of the dual of Pm(λ).
ii) When m is simply reducible (cf. Definition 6.15), each linear form of λj,ν

describing the reducibility uniquely corresponds to a rigid decomposition of m
and therefore Theorem 11.9 gives the necessary and sufficient condition for the
bijectivity of the shift operator Rm(ϵ, λ).

Example 11.11 (EO4). Let P (λ)u = 0 and P (λ′)v = 0 be the Fuchsian dif-
ferential equation with the Riemann schemes

λ0,1 [λ1,1](2) [λ2,1](2)
λ0,2 λ1,2 [λ2,2](2)
λ0,3 λ1,3
λ0,4

 and


λ0,1 [λ1,1](2) [λ2,1](2)
λ0,2 λ1,2 [λ2,2](2)
λ0,3 λ1,3 + 1

λ0,4 − 1

 ,
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respectively. Since the condition of the reducibility of the equation corresponds
to rigid decompositions (10.62), it easily follows from Theorem 11.9 that the shift
operator between P (λ)u = 0 and P (λ′)v = 0 is bijective if and only if{

λ0,4 + λ1,2 + λ2,µ − 1 ̸= 0 (1 ≤ µ ≤ 2),

λ0,ν + λ0,ν′ + λ1,1 + λ1,3 + λ2,1 + λ2,2 − 1 ̸= 0 (1 ≤ ν < ν′ ≤ 3).

In general, for a shift ϵ = (ϵj,ν) compatible to the spectral type 1111, 211, 22,
the shift operator between P (λ)u = 0 and P (λ+ ϵ)v = 0 is bijective if and only if
the values of each function in the list

λ0,ν + λ1,1 + λ2,µ (1 ≤ ν ≤ 4, 1 ≤ µ ≤ 2),(11.28)

λ0,ν + λ0,ν′ + λ1,1 + λ1,3 + λ2,1 + λ2,2 − 1 (1 ≤ ν < ν′ ≤ 4)(11.29)

are

(11.30)


not integers for λ and λ+ ϵ

or positive integers for λ and λ+ ϵ

or non-positive integers for λ and λ+ ϵ.

Recall (2.23) and note that the shift operator gives a homomorphism between mon-
odromies.

The following conjecture gives cm(ϵ;λ) under certain conditions.

Conjecture 11.12. Retain the assumption that m =
(
λj,ν

)
0≤j≤p
1≤ν≤nj

∈ P(n)
p+1 is

rigid.
i) If ℓ(λ) = ℓ(λ+ ϵ) in Theorem 11.9, then ℓ(λ) is not a factor of cm(ϵ;λ),
ii) Assume m1,n1 = m2,n2 = 1 and

(11.31) ϵ :=
(
ϵj,ν
)

0≤j≤p
1≤ν≤nj

, ϵj,ν = δj,1δν,n1 − δj,2δν,n2 ,

Then we have

(11.32) cm(ϵ;λ) = C
∏

m=m′⊕m′′

m′
1,n1

=m′′
2,n2

=1

|{λm′}|

with C ∈ C×.

Suppose that the spectral type m is of Okubo type, namely,

(11.33) m1,1 + · · ·+mp,1 = (p− 1) ordm.

Then some shift operators are easily obtained as follows. By a suitable addition we
may assume that the Riemann scheme is

(11.34)



x =∞ x = c1 · · · x = cp
[λ0,1](m0,1) [0](m1,1) · · · [0](mp,1)

[λ0,2](m0,2) [λ1,2](m1,2) · · · [λp,2](mp,2)

...
...

...
...

[λ0,n0 ](m0,n0 )
[λ1,n1 ](m1,n1 )

· · · [λp,np ](mp,np )


and the corresponding differential equation Pu = 0 is of the form

(11.35) P̄m(λ) =

p∏
j=1

(x− cj)n−mj,1
dn

dxn
+

n−1∑
k=0

p∏
j=1

(x− cj)max{k−mj,1,0}ak(x)
dk

dxk
.
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In this case we say that the differential operator P is of Okubo normal form. Here
ak(x) is a polynomial of x whose degree is not larger than k−

∑n
j=1 max{k−mj,1, 0}

for any k = 1, . . . , p. Moreover we have

(11.36) a0(x) =

n0∏
ν=1

m0,ν−1∏
i=0

(λ0,ν + i).

Define the differential operators R1 and Rm(λ) ∈W [x]⊗ C[λ] by

(11.37) R1 = d
dx and P̄m(λ) = −Rm(λ)R1 + a0(x).

Let Pm(λ′)v = 0 be the differential equation with the Riemann scheme

(11.38)



x =∞ x = c1 · · · x = cp
[λ0,1 + 1](m0,1) [0](m1,1) · · · [0](mp,1)

[λ0,2 + 1](m0,2) [λ1,2 − 1](m1,2) · · · [λp,2 − 1](mp,2)

...
...

...
...

[λ0,n0 + 1](m0,n0 )
[λ1,n1 − 1](m1,n1 )

· · · [λp,np − 1](mp,np )


.

Then the correspondences u = Rm(λ)v and v = R1u give W (x)-homomorphisms
between the differential equations.

Proposition 11.13. Let m = {mj,ν} 0≤j≤p
1≤ν≤nj

be a rigid tuple of partitions sat-

isfying (11.33). Putting

(11.39) ϵj,ν =

{
1 (j = 0, 1 ≤ ν ≤ n0),
δν,0 − 1 (1 ≤ j ≤ p, 1 ≤ ν ≤ nj),

we have

(11.40) cm(ϵ;λ) =

n0∏
ν=1

m0,ν−1∏
i=0

(λ0,ν + λ1,1 + · · ·+ λp,1 + i).

Proof. By suitable additions the proposition follows from the result assuming
λj,1 = 0 for j = 1, . . . , p, which has been shown. □

Example 11.14. The generalized hypergeometric equations with the Riemann
schemes 

λ0,1 λ1,1 [λ2,1](n−1)

...
...

λ0,ν λ1,νo

...
...

λ0,n λ1,n λ2,2


and



λ0,1 λ1,1 [λ2,1](n−1)

...
...

λ0,ν λ1,νo + 1
...

...
λ0,n λ1,n λ2,2 − 1


,(11.41)

respectively, whose spectral type is m = 1n, 1n, (n − 1)1 are isomorphic to each
other by the shift operator if and only if

(11.42) λ0,ν + λ1,νo + λ2,1 ̸= 0 (ν = 1, . . . , n).

This statement follows from Proposition 11.13 with suitable additions.
Theorem 11.9 shows that in general P (λ)u = 0 with the Riemann scheme {λm}

is W (x)-isomorphic to P (λ+ ϵ)v = 0 by the shift operator if and only if the values
of the function λ0,ν +λ1,µ +λ2,1 satisfy (11.30) for 1 ≤ ν ≤ n and 1 ≤ µ ≤ n. Here
ϵ is any shift compatible to m.
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The shift operator between
λ0,1 λ1,1 [λ2,1](n−1)

λ0,2 λ1,2 λ2,2
...

...
λ0,n λ1,n

 and


λ0,1 λ1,1 + 1 [λ2,1](n−1)

λ0,2 λ1,2 − 1 λ2,2
...

...
λ0,n λ1,n

(11.43)

is bijective if and only if

λ0,ν + λ1,1 + λ2,1 ̸= 0 and λ0,ν + λ1,2 + λ2,1 ̸= 1 for ν = 1, . . . , n.

Hence if λ1,1 = 0 and λ1,2 = 1 and λ0,1 + λ2,1 = 0, the shift operator defines a
non-zero endomorphism which is not bijective and therefore the monodromy of the
space of the solutions are decomposed into a direct sum of the spaces of solutions
of two Fuchsian differential equations. The other parameters are generic in this
case, the decomposition is unique and the dimension of the smaller space equals
1. When n = 2 and (c0, c1, c2) = (∞, 1, 0) and λ2,1 and λ2,2 are generic, the space
equals Cxλ2,1 ⊕ Cxλ2,2

11.3. Polynomial solutions

We characterize some polynomial solutions of a differential equation of Okubo
type.

Proposition 11.15. Retain the notation in §11.1. Let P̄m(λ)u = 0 be the
differential equation with the Riemann scheme (11.34). Suppose that m is rigid
and satisfies (11.33). Moreover suppose λj,ν /∈ Z for j = 0, . . . , p and ν = 2, . . . , nj.
Then the equation P̄m(λ)u = 0 has a non-zero polynomial solution if and only if
−λ0,1 is a non-negative integer. When 1− λ0,1 −m0,1 is a non-negative integer k,
the space of polynomial solutions of the equation is spanned by the polynomials

(11.44) pλ,ν := Rm(λ)◦Rm(λ+ϵ)◦· · ·◦Rm(λ+(k−1)ϵ)xν (ν = 0, . . . ,m0,1−1)

under the notation (11.37) and deg pλ,ν = k + ν.

Proof. Since m =
(
m0,1δ1,ν

)
0≤j≤p
1≤ν≤nj

⊕
(
mj,ν − m0,1δ1,ν

)
0≤j≤p
1≤ν≤nj

is a rigid

decomposition of m, Example 5.5 and (4.56) assure a decomposition P̄m(λ)∗ =
∂m0,1P1 with a suitable operator P1 ∈ W (x) when 2 −m0,1 − λ0,1 = 1. Moreover
Proposition 11.13 assures that Rm(λ+ ℓϵ) defines an isomorphism of the equation
Pm(λ+(ℓ+1)ϵ)uk+1 = 0 to the equation Pm(λ+ℓϵ)uk = 0 by uk = Rm(λ+ℓϵ)uk+1

if −λ0,1 − ℓ /∈ {0, 1, . . . ,m0,1 − 1}. Hence the polynomials (11.44) are solutions of
Pm(λ)u = 0. The remaining part of the proposition is clear. □

Remark 11.16. i) Note that we do not assume that m0,1 ≥ m0,j for j =
1, . . . , n0 in Proposition 11.15.

ii) We have not used the assumption that m is rigid in Proposition 11.13 and
Proposition 11.15 and hence the propositions are valid without this assumption.

iii) As are give in §13.2.3, most rigid spectral types are of Okubo type, namely,
satisfy (11.33).

iv) A generalization of the above proposition is given by Remark 13.1 and
Theorem 11.7.

v) Suppose P is a Fuchsian differential operator with the Riemann scheme
(11.34) satisfying (11.33). Suppose P is of the form (11.35). Since P defines an
endomorphism of the linear space of polynomial functions of degree at most m for
any non-negative integer m, there exists a monic polynomial pm of degree m such
that pm is a generalized eigenfunction of P .


