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§1. Introduction 

Let K be a field, and let V = K 1 be a finite dimensional vector 
space over K. An arrangement of hyperplanes in V is a finite family A 
of affine hyperplanes of V. The complement of A is defined by 

M(A) = V\ LJ H. 
HEA 

If K is C, then the complement M(A) is an open and connected subset 
ofV. 

The present paper is concerned with fundamental groups of comple­
ments of complex arrangements of hyperplanes. 

The most popular such a group is certainly the pure braid group; 
it appears as the fundamental group of the complement of the "braid 
arrangement" (see [OT]). So, n1(M(A)) can be considered as a general­
ization of the pure braid group, and one can expect to show that many 
properties of the pure braid group also hold for n1 ( M (A)). However, the 
only general known results on this group are presentations [Ar], [CSl], 
[Ra], [Sal]. Many interesting questions remain, for example, to know 
whether such a group is torsion free. 

We focus in this paper on two families of arrangements of hyper­
planes, to the fundamental group of which many well-known results on 
the pure braid group can be extended. Both of them, of course, contain 
the braid arrangement. These families are the "simplicial arrangements" 
and the "supersolvable arrangements". Note that there is another well­
understood family of arrangements, the "reflection arrangements" (see 
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[OT, Ch. 6] and [BMR]), which contains the braid arrangement, and 
which is not treated in the present paper. 

The methods to approach each of these two families are completely 
different. The first method, which applies to simplicial arrangements, 
consists on associating with a real arrangement A a groupoid G(A) that 
we call Deligne groupoid. Any vertex group of G(A) is isomorphic to 
1r1 (M(Ac)), where Ac is the complexification of A. If A is a simplicial 
arrangement, then it is shown that there exists an "automatic struc­
ture" on G(A). Then, follow many properties of 1r1(M(A)). This is the 
object of Section 2. The second method, which applies to supersolvable 
arrangements, consists on proving the existence of certain fibrations. In 
the case of supersolvable arrangements, these fibrations give rise to a 
presentation of 1r1 ( M (A)) as an "iterated semidirect product" of free 
groups. This is the object of Section 3. 

§2. The Deligne groupoid 

Throughout this section, K is R, and A is a (real) arrangement of 
hyperplanes in V. The complexification of V is Ve = C1. The com­
plexification of a hyperplane H is the hyperplane H c of V c having the 
same equation as H. The complexification of A is the arrangement 
Ac= {Hc;H EA} in Ve. 

DEFINITION. A groupoid is a category such that there is a mor­
phism between any two objects, and such that each morphism is invert­
ible. 

A group is a groupoid with exactly one object. An object of a 
groupoid G is called vertex of G. For any vertex x, the set of morphisms 
from x to itself forms a group called vertex group and denoted by Gx. 

Now, in order to define the Deligne groupoid G(A) associated with 
a real arrangement of hyperplanes A, we first give some terminology on 
oriented graphs. 

DEFINITION. An oriented graph r is the following data: 
1) a set V(r) of vertices, 
2) a set A(r) of arrows, 
3) a mapping s : A(r) --+ V(r) called source, and a mapping t : 

A(r)--+ V(r) called target. 

Consider the abstract set A(r)-:- 1 = {a-1;a E A(r)} in one-to-one 
correspondence with A(r), and set s(a- 1) = t(a) and t(a- 1) = s(a), for 
a in A(r). A path of r is an expression 

g =aft ... a~d ' 
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where ai E A(r), ci E {±1 }, and t(afi) = s(a:+V) for all i = 1, ... , d-1. 
The vertex s(a?) is called source of g and is denoted by s(g), and the 
vertex t(a~.1) is called target of g and is denoted by t(g). The integer 
d is the length of g. Any vertex is assumed to be a path of length 
0 D th l e:1 e:,1 ·t 1-1 -e:d -e:1 D t . ror a pa = a 1 ... ad , we wn e = ad ... a 1 . ror wo 
paths l = a11 •.. a~d and g = bt1 .•. btk with t(f) = s(g), we write 
l e:i e:,ibµ 1 bµk A ·t· th· th l e:i E:,t "th g = a 1 ... ad 1 . . . k . posi ive pa 1s a pa = a 1 ... ad w1 
c1 = c2 = · · · = cd = 1. The distance between two vertices x and y is 
defined to be the minimal length of a path connecting x and y. Any 
path which achieves this minimum is called minimal path. 

Call an oriented graph connected if there is a path connecting any 
two vertices. 

DEFINITION. Let r be an oriented connected graph. A congruence 
on r is an equivalence relation ~ on the set of paths of r, which satisfies 
the following conditions: 

1) if l ~ g, then s(f) = s(g) and t(f) = t(g), 
2) l 1-1 ~ s(f) for any path l, 
3) if l ~ g, then 1-1 ~ g- 1, 
4) if l ~ g, h1 is a path with t(h1) = s(f) = s(g), and h2 is a path 

with s(h2) = t(f) = t(g), then hdh2 ~ h1gh2. 

A congruence ~ on a connected oriented graph r determines a 
groupoid G(r, ~): the objects of G(r, ~) are the vertices, and the mor­
phisms of G(r, ~) are the equivalence classes of paths. 

Let A be a (real) arrangement of hyperplanes. Now, we associate 
with A a connected oriented graph f(A) and a congruence~ on f(A), 
and we define the Deligne groupoid G(A) associated with A to be 
G(r(A), ~). 

DEFINITION. A chamber-of A is a connected component of M(A) = 
V\(UHEAH). Call two chambers C and D adjacent if there exists exactly 
one hyperplane in A which separates C and D. Let r(A) be the oriented 
graph whose vertices are the chambers, and whose arrows are the pairs 
(C, D) of adjacent chambers. Note that (C, D) and (D, C) are distinct 
arrows of f(A), if C, D are adjacent chambers. Let ~ be the smallest 
congruence on f(A) satisfying: if a and /3 are both positive minimal 
paths with the same source and the same target, then a ~ /3. The 
Deligne groupoid of A is defined to be the groupoid G(A) = G(f(A), ~) 
associated with f(A) and~. Note that, for two chamber C, D, there is 
a unique equivalence class of positive minimal paths with source C and 
target D. This class will be denoted by J(C, D). 
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EXAMPLE. Consider the arrangement of lines A= {H1 , ... , H5} 
drawn in Figure 1. Then f(A) is the oriented graph also drawn in Figure 
1. Let 

o: = a1a2a3a4 , /3 = b1b2b3b4 . 

Then o: and /3 are both positive minimal paths with the same source and 
the same target, thus o: ~ /3. 

A r(A) 

FIGURE 1 

THEOREM 2.1 (PARIS [Pal], SALVETTI [Sall). Let A be a (real) ar­
rangement of hyperplanes. Then any vertex group of G(A) is isomorphic 
to the fundamental group of M(Ac). 

The Deligne groupoid was first introduced, and Theorem 2.1 was 
proved, in [De] for simplicial arrangements. 

DEFINITION. Let A be a (real) arrangement of hyperplanes. We 
say that A is central if all the hyperplanes of A contain the origin. We 
say further that A is essential if the intersection of all the elements of 
A is {O}. Call A simplicial if it is central and essential, and if all the 
chambers of A are cones over simplices. 

Two results on simplicial arrangements are particularly interesting. 
The first one (Theorem 2.3) is due to Deligne [De], and the second 
one (Theorem 2.5) is due to Charney [Ch]. Many properties of the 
fundamental group of M(Ac) are derived from these theorems. The 
proofs of both are very close from the work of Garside [ Ga] and Thurston 
[Th] on braid groups. They are both strongly based on the following 
lemma 2.2. Note that, by [Pa2], the conclusion of Lemma 2.2 is true if 
and only if A is a simplicial arrangement. 

Let A be a (real) arrangement of hyperplanes. Let f, g be two 
positive paths of r(A) with s(J) = s(g). We say that f begins with g 
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if there exists a positive path h such that s(h) = t(g), t(h) = t(J), and 
f ~ gh. For a positive path f, let Begin(!) denote the set of positive 
minimal paths o: such that f begins with o:. 

LEMMA 2.2 (DELIGNE [Del). Let A be a simplicial arrangement of 
hyperplanes. For every positive path f ofr(A), there exists a (unique up 
to equivalence) positive minimal path o: such that Begin(!)= Begin(o:). 
In particular, f begins with o:. 

A space M is called an Eilenberg-MacLane space if its universal 
cover is contractible. Such a space is specially interesting to study its 
fundamental group because the homologies of M and 71'1(M) are equal 
and, consequently, many topological properties of M reflect on 71'1 (M). 
We refer to [Br] for more details on the subject. 

THEOREM 2.3 (DELIGNE [Del). Let A be a simplicial arrangement 
of hyperplanes. Then M(Ac) is an Eilenberg-MacLane space. 

COROLLARY 2.4. Let A be a simplicial arrangement of hyperplanes. 
i) 71'1(M(Ac)) is torsion free. 
ii) 71'1(M(Ac)) has finite cohomological dimension. 
iii) H*(71'1(M(Ac)), Z) is torsion free (by [OS]). 

Automatic groups form a large class of groups which contains all fi­
nite groups, abelian groups, free groups, fundamental groups of compact 
hyperbolic manifolds, and, more generally, hyperbolic groups in Gro­
mov's sense [GH]. On the other hand, if an automatic group is nilpotent, 
then it is virtually abelian. More generally, if a subgroup of a biauto­
matic group is nilpotent, then it is virtually abelian [GS]. Briefly, an 
automatic group is a group provided with an extra combinatorial struc­
ture which "controls" the words and their lengths in the group. Such 
a structure allows to compute the growth function of the group, gives 
isoperimetric inequalities, and furnishes algorithms to solve the word 
problem and, if the structure is biautomatic, to solve the conjugacy 
problem. A finite index subgroup of an automatic group "inherits" the 
automatic structure from the group. Conversely, if a finite index sub­
group is automatic, then the automatic structure of the subgroup can 
be extended to the whole group. The theory of (bi)automatic groupoids 
is identical to the theory of (bi)automatic groups. In particular, an 
automatic groupoid has finitely many vertices, and every vertex group 
inherits the automatic structure from the groupoid. We refer to [ECH] 
for a general exposition on the subject. 

A natural question is whether the Deligne groupoid G(A) of a real 
arrangement A admits an automatic structure. This question has been 
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solved by Charney [Ch] in the case of simplicial arrangements. This is 
the subject of the remainder of the section. 

Now, we give a precise definition of a (bi)automatic groupoid and, 
after stating Charney's theorem, we show the automatic structure on 
G(A) when A is a simplicial arrangement. We will notice that the defi­
nition of this automatic structure highly depends on Lemma 2.2 above. 

Let A be a finite set (of letters). We write A* for the free monoid 
generated by A. The elements of A will be called words. 

DEFINITION. A finite state automaton is a quintuple 
:F = (V, A,µ, Y, v0 ), where V is a finite set called state set, A is a finite 
set called the alphabet, µ : V x A -, V is a function called the transition 
function, Y is a subset of V called the accept state set, and Vo is an 
element of V called start state. For v E V and f = x1 ... Xn E A* we 
define the state µ( v, f) inductively on n by: 

Then 

µ(v,f) = { 
V 

µ(µ( V, X1 · · · Xn-1), Xn) 

if n = 0 
if n 2: 1 

LF = {f EA*; µ(vo,f) E Y} 

is called the language recognized by :F. A regular language is a language 
recognized by a finite state automaton. 

DEFINITION. Let G be a groupoid. A set S of morphisms is called a 
generating set if every morphism of G is the composition of finitely many 
elements of S. The length of a morphism f (with repect to S), denoted 
by lg8 (!), is the shortest length of a word in S* which represents f. Let 
f, g be two morphisms with the same source. The distance between f 
and g, denoted by ds(f,g), is the length of 1- 1g. 

REMARK. Let A be a real arrangement of hyperplanes and r = 
r(A). Then G(A) has a natural generating set: A(r)uA- 1 (f). However, 
we will see later that this is not the generating set used to define the 
automatic structure on G(A) when A is a simplicial arrangement. 

DEFINITION. Let G be a groupoid and S a generating set of G. 
For f E S*, we denote by f the morphism of G represented by f if it 
exists. A language L in S* represents G if every element of L represents 
a morphism and every morphism is represented by an element of L. For 
f = x1 ... Xn E L and a positive integer t, we write /(t) = x1 ... Xt if 
1 ~ t ~ n and f(t) = f if t 2: n. Let 1,, be a positive integer. We say 
that L has the 1,,-fellow traveller property if, for all f, g E L such that f 
and g have the same source, we have: 

ds(f(t),g(t)) ~ 1,, • ds(f,g) 
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for all integer t 2: 1. 

DEFINITION. A groupoid G is automatic if there exist a finite gen­
erating set S of G, a constant ,._ 2: 1, and a regular language L in S*, 
such that L represents G and has the /'£-fellow traveller property. If, in 
addition, the language L-1 in (s-1 )*, obtained by formally inverting 
the elements of L, also has the /'£-fellow traveller property, then G is 
called biautomatic. 

THEOREM 2.5 (CHARNEY [Ch]). Let A be a simplicial arrange­
ment of hyperplanes, and let G(A) be the Deligne grnupoid of A. Then 
G(A) is biautomatic. 

COROLLARY 2.6. Let A be a simplicial arrangement of hyperplanes. 
i) 1r1(M(Ac)) is biautomatic. 
ii) 1r1(M(Ac)) has the conjugacy prnblem solvable. 
iii) 1r1(M(Ac)) has a quadratic isoperimetric inequality. 

Let A be a simplicial arrangement. We turn now to give the defini­
tion of the finite state automaton :F = (V, S, µ, Y, v0 ) which determines 
the automatic structure on G(A). We refer to [Ch] for the proof that 
both, the language L recognized by :F and its inverse L - 1, have the 6 
-fellow traveller property. 

Let r = r(A). Recall that the vertex set V(f) is the set of chambers 
of A. For C, DE V(f), we denote by J(C, D) the (unique) equivalence 
class of positive minimal paths with source C and target D. We write 
ll..c = 8(C, -C) for all CE V(f). Then 

S = {8(C,D); C,D E V(f)} U {ll..01 ; CE V(f)}. 

It is true but non trivial that S generates G(A). Note also that 8(C, C) 
is the identity morphism on C and lies in S for all C E V(f). We set 

V =SU {vo, vi} , Y = S, 

where v0, v1 are "abstract" states. v0 is the start state and Vo, vi are the 
only non accept states. So, it remains to define the transition function 
µ: V x S-, V. We say that 8(C0 ,C1)8(C1,C2) is normal if, according 
to Lemma 2.2, 8(C0 , C1) is the (unique) class of positive minimal paths 
such that 

Begin(J(Co, Ci)8(C1, C2)) = Begin(J(Co, Ci)). 

Now: 



264 

µ(vo,x) 
µ(v1,x) 

L. Paris 

(A-1 A-1) µ C' D 

µ(Sc/, c5(Do, D1)) 

= X 

= V1 

={Ar/ 
V1 

={ c5(Do, D1) 
V1 

µ(c5(Co, C1), Av1 ) = V1 

{ 
c5(Do, D1) 

µ(c5(Co, C1), c5(Do, D1))= 
V1 

§3. Fibration theorem 

for all x ES 
for all x ES 
if D = -C 
otherwise 
if Do = C and D1 =/=- -C 
otherwise 

if C1 =Do and c5(Co, C1)c5(Do, D1) 
is normal 

otherwise 

Let A be an arrangement of hyperplanes. The intersection poset of 
A is the set L(A) of nonempty intersections of elements of A, partially 
ordered by reverse inclusion. It admits a rank function defined by r( X) = 
CodimX, for X in L(A). The space Vis the unique minimal element of 
L(A), and, by [Sal], all the maximal elements have the same rank. Call 
the arrangement A essential if the maximal elements are points. Let 
X, Yin L(A). Their meet is defined to be X A. Y = n{H EA; XU Y ~ 
H}. If X n Y =I=- 0, their join is defined to be XV Y = X n Y. 

Throughout this section, K is C, A is a ( complex) arrangement of 
hyperplanes in V, and X is a linear subspace which is not necessarily in 
L(A). 

We say that a hyperplane H of A is parallel to X if either H n X = 0 
or X ~ H. Consider the projection px : V --+ V/X. If His parallel 
to X, then px(H) is a hyperplane of V/X. Let A/X = {px(H);H E 
A and H parallel to X}. Then the projection px induces a projection 
Px: M(A)--+ M(A/X). 

PROPOSITION 3.1 (PARIS [Pa3]). The projection 
Px: M(A)--+ M(A/X) admits a cross-section sx: M(A/X)--+ M(A). 

DEFINITION. Call Y E L( A) horizontal with respect to X if p x (Y) 
= V/X. Let Horx denote the set of horizontal elements of L(A). The 
bad set of M(A/ X) is 

Bx= U{px(Y) nM(A/X) ;YE L(A) \Horx}. 

THEOREM 3.2 (PARIS [Pa3]). Let 

Nx =M(A/X)\Bx, Mx =px1(Nx)nM(A). 

Then the restriction PX : Mx --+ Nx of PX to Mx is a locally trivial 
C 00 fibration. 
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REMARK. i) The restriction of s x to N x determines a cross-section 
sx: Nx _, Mx of the fibration. 

ii) Let Yo E Nx, and let zo = sx(Yo) E Mx. The fiber of Px 
containing zo is the complement of the arrangement A~ in (zo + X) 
defined by 

A! = {(zo + X) n H; HE A and Hnot parallel to X} . 

So, by [Hu, Ch. V, Prop. 6.2]: 

COROLLARY 3.3. The following sequence is exact and splits. 

Another direct consequence of Theorem 3.2 is, by [Pa3]: 

COROLLARY 3.4. The following sequence is exact and splits. 

1r1(M(A!),zo) _, 1r1(M(A),zo) _, 1r1(M(A/X),Yo) _, 1 

Note that the morphism 1r1(M(A~),zo) _, 1r1(M(A),zo) is not i~­
jective in general. 

DEFINITION. Assume that A is a (complex) central arrangement 
of hyperplanes. Call X in L(A) modular if X A Y = X + Y for all 
Y in L(A). Call A supersolvable if it is essential and there exists a 
chain O > X 1 > • • • > X1 = Vin L(A) such that Xµ is modular and 
dimXµ =µfor allµ= l, ... ,l. 

Theorem 3.2 is particularly interesting if X is modular, because of 
the following theorem. 

THEOREM 3.5 (TERAO [Tel). Let A be a central arrangement of 
hyperplanes, and let X be a modular element of L(A). Then the bad set 
Bx is empty. 

COROLLARY 3.6. Let A be a central arrangement of hyperplanes, 
and let X be a modular element of L(A). Thenpx: M(A) _, M(A/X) 
is a locally trivial C 00 fibration. 

COROLLARY 3.7. Let A be a central arrangement of hyperplanes, 
and let X be a modular element of L(A). Then the following sequence 
is exact and splits. 

l-, 1r1(M(A!),zo) _, 1r1(M(A),zo) _, 1r1(M(A/X),Yo) _, 1 
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Falk and Proudfoot [FP] have independently proved Corollary 3.6 
using the same argument as sketched below. Corollary 3.6 is a classical 
and well-known result in the case of a modular element of dimension 
1 (Te]. One can easily verify in this particular case that each fiber 
is diffeomorphic to C minus IA\ Axl points; however, the existence 
of trivializing neighborhoods is not explicitly proved in [Te]. To prove 
the existence of trivializing neighborhoods, one can apply the techniques 
shown below or, maybe, use simpler arguments like those given by Fadell 
and Neuwirth in (FN]. 

The proof of Theorem 3.2 is an application of Thom's first isotopy 
lemma that we state now. 

Let M be a C 00 manifold, and let A be a subset of M. A C 00 

Whitney prestratification of A is a partition P of A into subsets, that 
are called strata, satisfying the following conditions: 

1) each stratum is a C 00 submanifold of M; 
2) P is locally finite; 
3) if U, VE P are such that Un V f. 0, then V ~ U (in that case 

we write V < U); 
4) if U, VE Pare such that V < U, then (U, V) satisfies the Whitney 

Condition (b) defined in (Ma]. 

THEOREM 3.8 (MATHER (Mal). Let M, N be two C 00 manifolds, 
let f: M-+ N be a C 00 function, let A be a subset of M, and let P be a 
Whitney prestratification of A. Assume that the restriction !IA: A-+ N 
is a proper map, and that the restriction Jiu : U-+ N is a submersion 
for every U E P. Then !IA : A-+ N is a locally trivial c0 fibration, 
and flu : U-+ N is a locally trivial C 00 fibration for all U E P. 

We turn now to the proof of Theorem 3.2. Let X be a linear sub­
space. We assume that X = Cd, V/X = c 1-d, and PX: Cd X cl-d -
ci-d is the projection on the second coordinate. Let pd denote the com­
plex projective space of dimension d. Consider the embedding of Cd in 
pd, and still denote by PX : pd X cl-d - c 1-d the projection on the 
second coordinate. The proof of Theorem 3.2 given in [FP] and (Pa3] 
consists on defining a Whitney prestratification on pd x Nx so that Mx 
is a stratum and the restriction of the projection px : pd x Nx -+ Nx 
on each stratum is a submersion. Px : pd x Nx-+ Nx being obviously 
a proper map, by Theorem 3.8, it follows that px : Mx -+ Nx is a 
locally trivial C 00 fibration. 

We focus now on the family of supersolvable arrangements. So, from 
now on, A is supposed to be a (complex) supersolvable arrangement of 
hyperplanes. 
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First, notice that, iterating Corollaries 3.6 and 3.7, one obtains the 
following two theorems. 

THEOREM 3.9 (TERAO [Tel). M(A) is an Eilenberg-MacLane space. 

THEOREM 3.10 (FALK and RANDELL [FRl]). n 1 (M(A)) can be pre­
sented as 

n1(M(A)) = F1 XI (F2 XI( ... (F1-1 XI Z) ... )) , 

where F1, ... , F't-1 are free groups. 

Like for complexifications of simplicial arrangements, Theorem 3.9 
implies: 

COROLLARY 3.11. i) 7r1(M(A)) is torsion free. 
ii) 7r1 ( M (A)) has finite co homological dimension. 
iii) H*(n1(M(A)), Z) is torsion free (by [OS]). 

It is known not only that n1 (M(A)) can be written as an iterated 
semidirect product of free groups, but also that the succesive actions on 
the free groups are trivial at the homology level: 

LEMMA 3.12. Letn1(M(A)) = F1 XI (F2 XI( ... (F1-1 XI Z) ... )) 
be the decomposition of Theorem 3.10. Then Fµ+l ><I ( ... (F't-i XI 

Z) ... ) acts trivially on the homology of Fµ for allµ = l, ... , l - l. 

This last lemma is the key of the proof of many properties of 
n1 (M(A)). Cohen and Suciu [CS2] have recently proved that the action 
of Fµ+l ><I( ... (F't- 1 ><I Z) ... ) on Fµ is actually a "pure braid action", 
which is a stronger statement. 

We focus now on one of these properties, the biordering, which is 
not so well-known, and refer to [FR2] and [FR3] for an exposition on the 
other properties of n 1 (M(A)) (LCS formula, rational K(n, 1) property, 
Koszul property, etc ... ). 

DEFINITION. Call a group G biorderable if there exists a total or­
dering< on G such that f < g implies hif h2 < h1gh2 for all h1, h2, f, g E 
G. 

Recall that A denotes a complex supersolvable arrangement of hy­
perplanes. We turn now to show that n1(M(A)) is biorderable and 
explain some consequences of this fact. We refer to [MR] for a general 
exposition on biorderable groups. 

Let G be a biorderable group. Say that g E G is positive if g > l, 
and denote by P the set of positive elements. Then one has the disjoint 
union G = P LJ p-l LJ {1}. Moreover, P • P ~ P, and gPg- 1 = P for 
all g E G. Conversely, these conditions imply that G is biorderable, 
namely: 
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PROPOSITION 3.13. Let G be a group, and let P <;;; G be a subset 
such that G = PU p-l U {1} is a disjoint union, P • P <;;; P, and 
gPg- 1 = P for all g E G. Then G is biorderable, the ordering being 
given by g > f if gf- 1 E P. 

Now, consider an exact sequence 

and assume that K and H are both biorderable. Let PK and PH denote 
the sets of positive elements of K and H, respectively. Say that g E G 
is positive if either </>(g) E PH, or </>(g) = 1 (namely, g EK) and g E PK. 
Let P denote the set of positive elements. We clearly have the disjoint 
union G =PU p-l U {1} and the inclusion P • P <;;; P. Moreover, we 
have gPg- 1 = P for all g E G if and only if we have gPKg- 1 = PK for 
all g E G. This last condition holds if K is central, so: 

PROPOSITION 3.14. Let 

be an exact sequence such that K and H are both biorderable and K is 
central in G. Then G is also biorderable. 

DEFINITION. Let G be a group. For two subgroups A, B of G, let 
[A, B] denote the subgroup generated by { aba- 1b-1; a E A and b E B}. 
The subgroups Gn of the lower central series of G are defined recursively 
by 

G1 = G, Gn+l = [Gn,G] n = l, 2, ... 

A group G for which n~1 Gn = {1} and Gn/Gn+l is torsion free for all 
n, is called residually nilpotent without torsion. 

An important result obtained with Lemma 3.12 is: 

THEOREM 3.15 (FALK and RANDELL [FRl]). 1r1(M(A)) is resi-
dually nilpotent without torsion. 

Now, 1r1(M(A)) is biorderable because of the following. 

PROPOSITION 3.16. Let G be a residually nilpotent without torsion 
group. Then G is biorderable. 

Proof. We first prove that G/Gn is biorderable by induction on n. 
Consider the exact sequence 
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The group Gn/Gn+l is a free abelian group thus is biorderable (take, 
for example, the lexicographic order), G/Gn is biorderable by induc­
tion hypothesis, and Gn/Gn+l is central in G/Gn+l, thus G/Gn+l is 
biorderable by Proposition 3.14. 

Now, call g E G positive if there exists some n 2'.: 1 such that the class 
[g] E G/Gn of g is not the identity andis positive. By the definition of 
the ordering on G/Gn, this definition does not depend on the choice ofn. 
Let P denote the set of positive elements. The condition n~=l Gn = {1} 
implies that G = P U p-1 U { 1} is a disjoint union. Moreover, one can 
easily verify that P • P ~ P and gPg-1 = P for all g E G. Q.E.D. 

An alternative proof of the fact that rr1(M(A)) is biorderable can 
be found in [KR]. There exists a "natural" ordering on any finitely gen­
erated free group called Magnus ordering. The key of the proof of Kim 
and Rolfsen is the following lemma. 

LEMMA 3.17 (KIM and ROLFSEN [KR]). Let F be a finitely gen­
erated free group, let P be the set of positive elements of F with respect 
to the Magnus ordering, and let o: E Aut(F) which acts trivially on the 
homology of F. Then o:(P) = P. 

We turn now to give this alternative proof. Let rr1(M(A)) = F1 ><1 

(F2 ><1 ( ... (F1-1 ><1 Z) ... )) be the decomposition of rr1 (M(A)) of The­
orem 3.10. Write Hµ = Fµ ><1 ( •.• (.Fi-1 ><1 Z) ... ) for µ = 1, ... , l. It 
clearly suffices to show that Hµ-1 is biorderable if Hµ is biorderable. 
Let g E Hµ-l• Since Hµ-l = Fµ-1 ><1 Hµ, g can be uniquely written in 
the form g = g1g2, where g1 E Fµ-1 and g2 EHµ- Say that g is positive 
if either g2 is positive, or g2 = 1 and g1 is positive with repect to the 
Magnus ordering. Let P denote the set of positive elements of H µ-1 · 
The fact that Hµ acts trivially on the homology of Fµ-1 (Lemma 3.12) 
and Lemma 3.17 imply that gPg-1 = P for all g E Hµ-1• The disjoint 
union Hµ-l = PU p-1 U {1} and the inclusion P • P ~ P are obvious. 

We turn now to investigate two properties of biorderable groups. 
The first one says that a biorderable group has no generalized torsion, 
and the second one says that the group ring of a biorderable group has 
no zero divisors. 

DEFINITION. Let G be a group. An element g E G is said to be a 
generalized torsion element if there exist h1 ... , hr E G such that 

PROPOSITION 3.18. A biorderable group contains no generalized 
torsion elements. 
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Proof. Let g E G, g =f. l. Let h1, ... , hr E G. Either g > l or 
g < l. Assume g > l. Then (high-; 1) > 1 for all i = 1, ... , r, thus 

Q.E.D. 

Proposition 3.18 says in particular that biorderable groups are tor­
sion free. 

PROPOSITION 3.19. Let G be a biorderable group. Then ZG con­
tains no zero divisors. 

Proof. Let a:, f3 be non zero elements of ZG. We write 

a = a191 + · · · + apgp , (3 = bi/1 + · · · + bqfq , 

where a1, ... ,ap,b1, ... ,bq E Z \ {O}, 91i···,9v,fi, ... ,fq E G, 91 < 
92 < · · · < 9v, and /i < '2 < · · · < fq- Then 

thus a:(3 =f. 0. 

i,j 

gi/1 < 9di if i =f. l or j =f. l , 

a1b1 =f. 0 , 

Q.E.D. 

Let G be a biorderable group. We pointed out before that G is then 
torsion free because it has no generalized torsion elements. The fact that 
ZG has no zero divisors also implies that G is torsion free. Indeed, if g 
is a torsion element of a group G (say of order k), then 

(1 - g)(l + g + g2 + · · · + gk-l) = 1 - i = 0, 

thus (1 - g) is a zero divisor. It is not known whether ZG has no zero 
divisor in general if G is torsion free. 
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