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For a real hyperplane arrangement A C !Rn, among the first in­
variants that were determined for A were the. number of chambers in 
the complement !Rn\A by Zavslavsky [Za] and the number of bounded 
chambers by Crapo [Cr]. In the consideration of certain classes of hy­
pergeometric functions, there also arise arrangements of hypersurfaces 
which need not be hyperplanes (see e.g. Aomoto [Ao]). In this paper we 
will obtain a formula for the number of bounded regions (i.e. chambers) 
in the complement of a nonlinear arrangement of hypersurfaces. For ex­
ample, for the general position arrangements of quadrics in Figure 1, we 
see the number of bounded regions in the complement are respectively 
1, 5, and 13. 

Figure 1 

A computation of the number of bounded regions in the complement 
depends on the degrees of the hypersurfaces as well as the combinatorial 
structure of the arrangement. Hence, the form such a formula should 
take is less obvious, even given the answer for hyperplane arrangements. 
Moreover, in the real case for hypersurfaces of degree > 1 there is the 
added complication that the number depends upon the specific hypersur­
faces ( another choice of real quadrics could have fewer real intersections). 

In the case of real hyperplane arrangements, the number of bounded 
regions in the complement represents an intrinsic invariant for the as­
sociated complex arrangements. Each bounded region has a bounding 
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cycle, and these cycles represent the nontrivial cycles in the associated 
complex hyperplane arrangement. For arrangements of hypersurfaces of 
degree > 2, there is the added complication that the number of bounded 
regions does not accurately count the number of "bounding cycles" for 
the complexification. For example, the arrangement in figure 2 of a 
quadric and elliptic curve has a maximum of 6 bounded regions while 
by [D1, §6], the number of "bounding cycles" for the complexification 
is 8. In fact, it is the number of "bounding cycles" for arrangements of 
smooth complex hypersurfaces A c en which is intrinsic and we shall 
refer to these cycles as the "bounding cycles" . 

Figure 2 

In order to obtain a formula for the number of bounding cycles, we 
are led to consider more generally a nonlinear arrangement of hypersur­
faces A on a smooth complete intersection X c en, and consider the 
corresponding number of "relative bounding cycles" for ( X, A). More­
over, we consider nonlinear arrangements which are the analogues of 
arbitrary hyperplane arrangements rather than just general position ar­
rangements. Then, in Theorem 1, we shall give a general formula (5.13) 
for the number of "relative bounding cycles" for a nonlinear arrange­
ment A of q-tic hypersurfaces on a smooth complete intersection X of 
multidegree d, where the nonlinear arrangement is generally based on 
any central hyperplane arrangement A. The formula is valid for general 
nonlinear arrangements provided that the arrangement and complete 
intersection are "nondegenerate at infinity" ( see § 1). It has the form 

d · (t Qj · qr-j µr-j(A)) 
J=O 
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Here, d is the product of the multidegrees and the coefficient a 1 involves 
s1 , the j-th complementary function to the elementary symmetric func­
tions, applied to the multidegree d and common arrangement degree q. 
Also, µr-J(A) are the higher multiplicities of the arrangement A [D2, 
§4]. The higher multiplicities are certain intrinsic geometric invariants 
of the central arrangement, which are the analogues of those originally 
introduced by Teissier [Te] for hypersurfaces (see §2). 

Several key ideas play crucial roles in obtaining such a formula. In 
§1 we reduce computation of global invariants to local invariants of an 
appropriate mapping (§1). Then, the number of "relative bounding cy­
cles" turns out to be a "relative singular Milnor number" which, in turn, 
is sum of the usual Milnor number for an isolated complete intersection 
singularity and the "singular Milnor number" for the intersection of the 
arrangement and the complete intersection. In the special case that 
such a nonlinear arrangement is based on a free arrangement, formulas 
were given in [D1] for the special case where X = en or X is a smooth 
complete intersection but the arrangement consists of hyperplanes. We 
recall these formulas in §5. To generalize these formulas for all central ar­
rangements rather than just free arrangements, we introduce a version of 
"nonlinear deletion-restriction" (§3). The version we give does not yield 
analogues of the complete results obtained by Orlik-Terao [OT] for the 
topology of complements of hyperplane arrangements; however, it suf­
fices for counting the number of bounding cycles. It leads to functional 
equations ( 4.1) which such a formula for the number of bounding cycles 
must satisfy (§4). The form of the solution to these functional equations 
is obtained in terms of the higher multiplicities of the central arrange­
ment and the multidegree of the complete intersection X. It is obtained 
by expressing the formulas valid for free central arrangements in terms 
of higher multiplicities (§5). The proof that the formula satisfies the 
functional equations is given in §6. As a consequence, it follows that the 
formulas which originally were obtained for the special case of nonlinear 
arrangements based on free arrangements, when reexpressed in terms of 
higher multiplicities, are seen to hold for all nonlinear arrangements. 

In all that follows, we shall use standard notation and terminology 
for hyperplane arrangements as given in [OT], especially chapters 1 and 
2. 

Contents 

(1) §1 Nonlinear Arrangements Nondegenerate at oo 
(2) §2 Higher Multiplicities of Central Arrangements 
(3) §3 Nonlinear Deletion-Restriction 
( 4) §4 Functional Equations for the Number of Bounding Cycles 
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(5) §5 Formula for the Number of Relative Bounding Cycles 
(6) §6 Proof of the General Formula 

§1. Nonlinear Arrangements Nondegenerate at oo 

To define a nonlinear arrangement exhibiting intersection proper­
ties of a linear arrangement, we begin by defining a nonlinear arrange­
ment based on a central hyperplane arrangement. We modify the ap­
proach to nonlinear arrangements given in [D2]. Consider a smooth 
complete intersection X C en of dimension r defined by a polynomial 
map g = (91, ... , 9n-r) : en -+ en-r. We let deg(gi) = di and refer to 
X as having multidegree d = (d1 , ... , dn-r)- Also, consider a central hy­
perplane arrangement A ( = UHi) C eP (for which all of the hyperplanes 
Hi contain 0). Let <p: en-+ eP be a polynomial mapping. 

Definition 1.1. A nonlinear (affine) arrangement of smooth hy­
persurfaces A C X based on a central hyperplane arrangement A C eP 
is defined by A= <p'- 1 (A) where <p: en-+ eP is a polynomial map and 
<p1 = <plX is transverse to A (i.e. <p1 is transverse to each flat of A). 

In the special case that X = en, we obtain a nonlinear arrangement 
A c en. If A' c en is a nonlinear arrangement and X is a smooth 
complete intersection which is transverse to A' (i.e. to the "nonlinear 
flats"of A'), then A= X n A' is a nonlinear arrangement in X. 

Example 1.2. If An C en denotes the Boolean arrangement of 
coordinate hyperplanes and <p : e2 -+ en is a polynomial mapping 
whose coordinate functions are generic quadratic polynomials, let A = 
<p- 1(An)- Then A is a general position arrangement of quadrics as in 
figure 1 for n = l, 2, 3. 

Example 1.3. If in place of An in example 1.2, we consider the 
braid arrangement B3 C e3 and let <p : e2 -+ e3 be given by 

<p(z1, z2) = (2zf + 6z~ - 8, zf + 4z~ - 5, 4zf + 7z~ - 11) 

then A consists of the three quadrics whose common intersection exhibits 
the triple intersection of the braid arrangement B3 • This nonlinear ar­
rangement has 9 bounding cycles as we see in figure 3 

Example 1.4. Again let An C en denote the Boolean arrange­
ment of coordinate hyperplanes and let <p : e -+ en be a polynomial 
mapping whose coordinate functions are generic polynomials of degrees 
(q1, ... ,qn)- Then, set-theoretically, A = <p- 1(An) is a collection of 
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Figure 3 

q = 'E qi points in C, and appears identical to a general position ar­
rangement of points in C. However, A is a nonlinear general position 
arrangement of 0-dimensional varieties each consisting of qi points. It is 
analogous to a colored braid arrangement where sets of qi points share 
the same color and are indistinguishable. 

Example 1.5. Lastly, we let X C ca denote a quadric surface 
and we consider the nonlinear arrangement A on X obtained as the 
intersection A = X n Ba. A real version of this is given in figure 4. 
Although H 1 (A) is generated by 5 cycles, there are 6 relative bounding 
cycles corresponding to the 6 regions in the ellipsoid. 

The conditions we have given for nonlinear arrangements are not 
in themselves sufficient to allow us to determine the number of bound­
ing cycles. We must also control the behavior at infinity for both the 
complete intersection X and the nonlinear arrangement A. 

(1.6) We do this by viewing both as the intersection of singular 
complete intersections and nonlinear arrangements in cn+l with the 
affine space en x {1 }. We extend both polynomial mappings g and <p 
by homogenization. However, we view the homogenized maps as germs 
at 0. For example, from g = (91, ... ,9n-r): en -t cn-r defining X, we 
define G = ( G1, ... , Gn-r) : cn+i, 0 -t cn-r, 0 where 

Gi(z1, ... , Zn+1) = (Zn+1)d; · 9i(zi/ Zn+1, ... , Zn/ Zn+1) 
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Figure 4 

with di = deg(gi)- We similarly define <P : en+i, 0-+ eP, 0 from cp. We 
let X = a- 1(0), <I?'= <PIX, and A= <1?1- 1(A). 

The properties of X and A at infinity are given by the properties of 
X and A. 

Definition 1.7. First, we say that X is smooth including oo if 
both G and Glen define isolated complete intersection singularities ~CIS) 
X = a-1 (0) and X 0 = Xnen (the conditions imply that X and en are 
transverse off O). Second, we say that the nonlinear arrangement A C X 
is nondegenerate at oo if both <I?' = <PIX and <J?IXo are transverse to A 
in a punctured neighborhood of 0. 

In figure 5, We observe the relation between X, A, etc. 
The results that we obtain will apply to a nonlinear arrangement 

A C X which is nondegenerate at oo and X is smooth including oo. 
Observe that if A = <P'- 1 (A), X, and en are in general position off 0, 
then A'= AnX C Xis a nonlinear arrangement which is nondegenerate 
at oo (this was the definition used in [D2]). 

We should mention that we add the descriptive term "affine" in the 
referring to a nonlinear arrangement to distinguish from the case of a 
central nonlinear arrangement such as A= <J?- 1 (A) where the defining 
map <P is only required to be transverse to A off O (see [D1, §6]). 
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Figure 5 

In order to apply deletion-restriction later to nonlinear arrange­
ments, we shall make use of the following lemma. 

Lemma 1.8. Suppose X c en is smooth including oo, and Ac X 
is a nonlinear arrangement nondegenerate at oo (defined as cp- 1(A)). 
Let K be a flat of A and AK denote the restriction of A to K. Then, 
XK = cp- 1 (K) is smooth including oo, and AK = cp- 1(AK) c XK is a 
nonlinear arrangement nondegenerate at oo. 

Proof. By assumption, both «I>' : X ---+ eP and «I>'IXo are trans­
verse to the central hyperplane arrangement A c eP in a punctured 
neighborhood of 0. In particular, they are transverse to K in a punc­
tured neighborhood of 0. Then, by a straighforward fiber square argu­
ment, XK = «I>'- 1(K) and XoK = «1>'- 1(K) n Xo are ICIS, and both 
«I>'IXK : XK ---+ K and «I>'IXoK : XoK ---+ K are transverse to AK in a 
punctured neighborhood of 0. Hence, AK C XK is a nonlinear arrange­
ment nondegenerate at oo. Q.E.D. 

Reduction from Global to Local Properties: 

Suppose A C X is a nonlinear affine arrangement nondegenerate 
at oo and that X is smooth including oo. We constuct as in (1.6) the 
associated homogeneous objects X, etc. There is a basic relation between 
the local properties of the homogeneous objects and the corresponding 
affine ones. First, both X and .A are transverse to en off 0. Second, 
since en is transverse to X off 0, it follows that en x {t} is transverse 
to X and X = X n (en x {1}) is the smooth complete intersection in 
enx{l} ::,- en. We let Xt = Xn(enx{t}). Likewise, A= .An(enx{l}) 
is the nonlinear affine arrangement in X. Third, cp = «I>Jen x {1}. 
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Then, by a theorem of Hamm [Ha], for a sufficiently small ball Be 
and O < ltl « £, Xt n Be is the Milnor fiber of the ICIS Xo and is 
homotopy equivalent to a bouquet of spheres of (real) dimension r. The 
number of such spheres is the Milnor number, which we denote by µ( Xo). 

Also, by [D1, §7] (and see [D3]), for £ sufficiently small and O < 
ltl « £, Xt n .An Be is the singular Milnor fiber of the nonisolated 
complete intersection singularity Ao, 0 viewed as a nonlinear section of 
{O} x A, 0 c cn-r+l+P, 0. Using a theorem of Le [Lel], it is also proven 
that Xtn.AnBe is homotopy equivalent to a bouquet of spheres of (real) 
dimension r - 1. Then, Xt n .An Be is called the singular Milnor fiber 
of A0 , and the number of such spheres is the singular Milnor number, 
denoted by µ(Ao) ([DM, §4], [D1, §7] and [D3]). Strictly speaking, these 
(singular) Milnor fibers are associated to the mappings g' = (g, Zn+1) 

and (g', <I>) defining Xo and Ao as an ICIS or a nonlinear section of a 
complete intersection; however, by [D1, §6, 7] the description given here 
is consistent with the definition for the mappings. 

Figure 6 

The global affine spaces X and A are related to the (singular) Milnor 
fibers by the following result, which is a slight variant of Prop. 2.5 in 
[D2], but whose proof is virtually identical. 

Proposition 1.9. Suppose ACX is a nonlinear(affine) arrange­
ment nondegenerate at oo ( with X smooth including oo). Then, X is 
homeomorphic to the Milnor fiber Xt n Be of Xo via a homeomorphism 
1/J which can be chosen to send A to Xt n .An B, ( see fig. 6). 

Number of Bounding Cycles as Relative Singular Milnor Numbers: 

In light of the preceding discussion of the relation between nonlinear 
arrangements and singular Milnor fibers, we define the number of bound­
ing cycles in terms of (relative) homology of the nonlinear arrangement. 
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Definition 1.10. If the nonlinear arrangement A c en is non­
degenerate at oo, then the number of bounding cycles is defined to be 
dimHn-1(A). If ACX is a nonlinear (affine) arrangement nondegen­
erate at oo (with X smooth including oo), then the number of relative 
bounding cycles is defined to be dimHr(X, A). 

We observe that if X = en, then the number of relative bounding 
cycles for A is the same as the number of bounding cycles. Because the 
relative Milnor fiber (Xt n B" Xt n An Be) is a relative CW-complex of 
dimension r, by the homotopy properties of (singular) Milnor fibers we 
see that 

dim Hr(Xt n Be, Xt n An Be) 

= dimHr(Xt n Be)+ dimHr-1(Xt n An Be) 

By proposition 1.9 and the exact sequence of a pair, this implies for the 
affine spaces that Hk(X, A) is only nonzero when k =rand 

(1.11) dimHr(X, A)= dimHr(X) + dimHr-1(A) 

We shall refer to dim Hr(Xt n Be, Xt n An Be) as the relative singular 
Milnor number of A0 . Via proposition 1.9 and 1.11, we can summarize 
the discussion by 

(1.12) the number of relative bounding cycles for (X, A) = 

the relative singular Milnor number of (Xo, Ao) 

Remark 1.13. The singular Milnor numbers can be explicitly 
computed in the case that A is a free arrangement [D1, §6], then Ao 
is called an almost free arrangement and µ(Ao) can be computed as the 
length of a determinantal module, see [DM, thms 5, 6] and [D1, §4]. This 
is further extended in [D1, §7, 8] to almost free complete intersections, 
intersections of almost free divisors which are the transverse off 0. This 
includes nonlinear arrangements such as Ao. 

· It was the formulas for almost free nonlinear arrangements Ao which 
suggested the existence and form for a general formula given in §5. 

§2. Higher Multiplicities of Central Arrangements 

A general formula for the number of bounding cycles must be ex­
pressed in terms on intrinsic invariants of arrangements. We recall 
just such a set of intrinsic geometric invariants of central arrangements, 
viewed as nonisolated singularities. These are the higher multiplicities. 
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For the case of isolated hypersurface singularities, Teissier [Te] intro­
duced a series of higher multiplicities, namely the µi appearing in his 
µ*-sequenceµ*= (µO,···,µn)- Specifically, given lo: cn,o- c,o, if 
II is a generic s-dimensional subspace in en then /olII has an isolated 
singularity and Teissier defines µ8 (/o) = µ(folII), where µ(·) denotes 
the usual Milnor number. This was extended to arbitrary singularities 
(V, 0) by Le and Teissier [LeT] considering instead generic projections 
V, 0 --+ II, 0 for linear subspaces II of varying dimensions. They consider 
the Euler characteristics of Milnor fibers of such projections. 

In [D1, §4], we considered higher multiplicities for nonisolated com­
plete intersection singularities V, 0 c en, 0 using the analogue of Teissier's 
original definition. A Zariski open subset of s-dimensional subspaces 
II c en are (geometrically) transverse to V off 0. We view the inclusion 
i : II --+ en as a section of V. For simplicity we assume P = cs so that 
we have a map germ i : cs, 0 --+ en, 0 which is then transverse to V off 
0. By the s-th higher multiplicity µ 8 (V) we mean the singular Milnor 

number of the generic nonlinear section i (and µo(V) ~f 1). For a cen­
tral arrangement A C (CP, if it is a perturbation of i which is transverse 
to A, then the affine arrangement it (cs) n A is homotopy equivalent to a 
bouquet of s - I-spheres and µ8 (A) counts the number of such spheres. 

We summarize the main properties on the higher multiplicities of 
central hyperplane arrangements. 

Proposition 2.1. Suppose that Ac (CP is a central arrangement. 

(1) If r = r(A) is the rank of A = UHi (= codim(nHi)), then 
µk(A) = 0 if k ~ r and 

µr-i(A) = lµMoh(A)I 

(µMob(A) denotes the Mobius function of the lattice L(A), [OT, 
Chap. 2]); 

(2) If (A, A', A") is a deletion-restriction triple, then 

µk(A) = µk(A') + µk-i(A") 

(3) The k-th Betti number of the complement M(A) = (CP\A is 
given by 

bk(M(A)) = µk(A) + µk-1(A) 

(in particular, br(M(A)) = µr-i(A) as µr(A) = 0). 
(4) If A is a free arrangement, then 
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If exp(A) = (eo, e1, ... , ep-1) with eo = 1, then exp'(A) = 
(e1, ... , ep-1) and ak(·) denotes the k-th elementary symmet­
ric function. 

(5) If A is the complexification of a real, essential arrangement AR, 
then the /3 invariant of Crapo is given by 

/3(A) = µv-i(A) 

Proof. The proofs of these results essentially follow from [D1, §5]. 
1), 3), and 4) are respectively Proposition 5.6, Lemma 5.6, and Propo­
sition 5.2 of [D1]. 5) follows from 1) and the equality of f3(A) and 
µMob(A). Lastly, for 2) if II is a generic k-dimensional subspace, then 
(A n II, A' n II, A" n II) is still a deletion-restriction triple. Then, 
if k + 1 = dim(II) > r(A) then µk(A), µk(A'), and µk-1(A") are 
zero. If k < r(A), then by 1) these multiplicities are lµMob(A n II)I, 
lµMob(A'nII)I, and lµk-1(A"nII)I- Then, the result follows from Corol­
lary 2.3.12 of [OT] (if H n II is not a separator, then r(A' n II) < k + 1 
so µk(A') = 0). Q.E.D. 

We give several corollaries. 

Corollary 2.2. For a central hyperplane arrangement A C CP, 
the Poincare polynomial of the complement M(A) is given by 

p-1 
P(A, t) = (1 + t) · µ(A, t) where µ(A, t) = L µi(A)ti 

j=O 

is the "multiplicity polynomial"of A. 

We should note that in [OT], P(A, t) is equivalently given by 1r(A, t). 
As a second corollary we obtain a formula for the multiplicities of 

a "product of arrangements" A C CP1 and B C CP2 • This is the ar­
rangement (Ax CP2 ) U (CP1 x B) C CP, where p = p1 + P2- This same 
construction appears in other situations in singularity theory where the 
term "product" is misleading, so we refer to it more generally as the 
"product union" of A and B, and denote it by A ~B [D1, §3]. Let 

k 

Ak(A,B) = Lµi(A)µk-j(B). 
j=O 

Corollary 2.3. For a central hyperplane arrangements A and B 

(2.4) 
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Proof. By [OT, Lemma 2.3.3] 

P(A ~B, t) = P(A, t) · P(B, t) 

Then, using Corollary 2.2 we conclude 

(2.5) µ(A ~B, t) = (1 + t)µ(A, t) · µ(B, t) 

Equating coefficients of tk in (2.5) yields the corollary Q.E.D. 

Remark 2.6. The expression in Corollary 2.3 does not obviously 
depend upon A nor B being arrangements. This suggests the conjecture 
that Formula 2.4 is valid for arbitrary germs of hypersurfaces A and B. 

§3. Nonlinear Deletion-Restriction 

We consider a central arrangement A c (CP with H a hyperplane 
in A. Let (H C A, A', A") be a deletion-restriction triple for the 
hyperplane H [OT, def. 1.2.14]. Recall it consists of arrangements 
A' = {H' EA: H' =/- H}, and A" = AH (= H n (UH'), where the 
union is over H' EA'). 

Definition 3.1. Let A C X be a nonlinear arrangement nonde­
generate at oo defined as cp'- 1 (A) for cp' = cplX (with X smooth in­
cluding oo). The associated nonlinear deletion-restriction triple ( H' c 
A, A', A") consists of the smooth hypersurface H' = XH, and the non­
linear arrangements A, A' = cp'- 1(A'), and A" = cp'- 1(A"). 

By proposition 1.8, H' is smooth including oo and both A' c X and 
A" c H' are nondegenerate at oo. 

If x(Y) denotes the Euler characteristic of Y, then nonlinear deletion­
-restriction takes the following simple form. 

Proposition 3.2 (Nonlinear Deletion-Restriction). For the non­
linear deletion-restriction triple (H' c A, A', A"), 

x(X, A) = x(X, A') - x(H', A") 

Proof. This is a simple application of Euler characteristic argu­
ments for exact sequences. As A" = A' n H' and A = A' U H', Mayer­
Vietoris implies 

(3.3) x(A) = x(H') + x(A') - x(A") 

Subtracting both sides of (3.3) from x(X), and using that for Y c X, 
x(X, Y) = x(X) - x(Y), we obtain the conclusion. Q.E.D. 
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Normally, Proposition 3.2 would not yield strong conclusions. However, 
in our case all of the arrangements are nondegenerate at oo. We recall by 
proposition 1.9 and the discussion following that X is homeomorphic to 
the Milnor fiber of an ICIS of dimension r, and A is homeomorphic to the 
singular Milnor fiber for a nonlinear section of a (nonisolated) complete 
intersection. Then, (X, A) is a relative CW-complex of dimension r, and 
X and A are homotopy equivalent to bouquets of spheres of dimensions 
r, respectively r - 1. Hence, by (1.11) 

x(X, A) 

(3.4) 

(-lr dim Hr(X, A) 

(-lr (dimHr(X) + dimHr-1(A)) 

(-1r(µ(Xo) + µ(Ao)) 

(here µ(Xo) and µ(Ao) denote the (singular) Milnor numbers of the 
(singular) Milnor fibers). 

Thus, nonlinear deletion-restriction (3.2) takes the form 

(3.5) dimHr(X, A)= dimHr(X, A')+ dimHr-1(H', A") 

Our next goal is to find a formula for dimHr(X, A) which satisfies (3.5). 

Remark. Even if we only wanted a formula for the number of 
bounding cycles for a nonlinear arrangement in en, we see that deletion­
restriction leads us to consider via (3.5) the relative number of bounding 
cycles of A" on the nonlinear hypersurface H'. Hence, it is really neces­
sary to establish a general result of the form we obtain. 

§4. Functional Equations for the Number of Bounding Cycles 

The formula for the number of relative bounding cycles is a formula 
for Hr(X, A) which must satisfy nonlinear deletion-restriction in the 
form (3.5). At this point we restrict to the case where all of the coordi­
nate functions of <I> are homogeneous of the same degree q so that A is 
a nonlinear arrangement of q-tic hypersurfaces, as will be any nonlin­
ear arrangement obtained by deletion or restriction. In the special case 
when A consists of a single hyperplane H, we also have A is the Milnor 
fiber of the homogeneous ICIS X n <1>- 1(H) n en which has multide­
gree d = (d1, ... ,dn-r,q). Thus, as in (3.4) dimHr(X,A) is the sum 
of two Milnor numbers of homogeneous ICIS, and hence is given by the 
formulas of Greuel-Hamm [GH] and Giusti [Gi] which only involve the 
multidegree. We denote these formulas for Milnor numbers by µ( d) and 
µ(d, q). 
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Also, in the case when A is a free arrangement and <I> is homoge­
neous, we may apply the formula for the singular Milnor number µ(A) 
in [D1, Thm 2] together with the formula from [DM, Thm 5], together 
with proposition 2.3 of [D4] to conclude that for A fixed, µ(A) only de­
pends on the multidegree d = (d1, ... , dn-r), and the degree q. Thus, 
we seek a formula for dimHr(X, A) in the form p(d, q, A) which satisfies 
the equation (3.5) so that when A is a single hyperplane, it becomes the 
sum of the Milnor numbers for the pair of ICIS (X, A). These equations 
become the following functional equations. 

(4.1) Functional Equations for a Nonlinear Deletion-Restriction Triple: 

(H c A, A', A") 

(1) 

p(d, q, A) = p(d, q, A')+ p((d, q), q, A") 

(2) 

p(d, q, {H}) = µ(d) + µ(d, q) 

Remark. To reduce excessive notation, it will be understood in 
the functional equations (4.1) that the ambient space for the nonlinear 
arrangements is en. 

Proposition 4.2. Suppose p(d, q, A) satisfies the functional equa­
tions ( 4.1) for all deletion-restriction triples ( H C A, A', A"). If X is 
a homogeneous hypersurface of multidegree d, smooth including oo and 
A C X is a nonlinear arrangement of smooth q-tic hypersurfaces non­
degenerate at oo, then 

dimHr(X,A) = p(d,q,A) 

Proof. This is proven by induction on the number IAI of hyper­
planes in A. For one hyperplane, it follows by (4.1-2). Then, by the 
induction hypothesis, if it holds for arrangements A' with IA'I < m and 
IAI = m, then by (4.1-1) and (3.5) we obtain the result for A. Q.E.D. 

§5. Formula for the Number of Relative Bounding Cycles 

To find a candidate for p(d, q, A), we examine special cases obtained 
in [D2] for the case that A is a free arrangement. The special cases com­
pute the singular Milnor number of central nonlinear arrangements based 
on free arrangements. The (relative) singular Milnor number computes 
the the number of (relative) bounding cycles for the associated affine 
nonlinear arrangement. 
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First for hyperplane arrangements, we recall ([D1, §5] or [D3, §7]) 
that if <I> : en+ 1 --t eP and <I> I ( en x { 0}) are linear embeddings transverse 
to A off 0, then A= <I>- 1(A) is called an almost free arrangement and 
A = A n ( en x { 1}) is called an almost free affine arrangement (based 
on A). We also refer to A as being A-generic. For example, if A is a 
Boolean arrangement, then an affine A-generic arrangement is a general 
position arrangement. 

The almost free affine arrangement A is the singular Milnor fiber of a 
generic hyperplane section of the almost free arrangement A= <1>- 1 (A). 
The singular Milnor number µ(A) also gives the higher multiplicity 
µn(A) [D1, §4,5]. Also, for an almost free arrangement A based on A, 
µk(A) = ak(exp'(A)) where exp'(A) = (e1, ... , ep-1) and ak(x) denotes 
the k-th elementary symmetric function in :i: =(xi, ... , Xp-1). 

Notation. In the formulas that follow, in addition to the ele­
mentary symmetric functions ak ( :i:), we shall also need the collection 
of related functions sk(:i:). Here sk(:i:) is defined to be the polynomial 

defined as the sum of all monomials of degree k in :i: (here so ( :i:) ~f 1). 
These functions naturally complement the elementary symmetric func­
tions, have analogous expansions as well as other properties listed in 
[D4, §2.]. In using these functions we will have occasion to evaluate 
ak(x) where Xj = a for say the last £ values of j. We indicate this by 
ak(x1, ... ,Xp-t,al). We may do this for several different ai, and as well 
for the functions Sk. 

Two special cases of the general formula we seek are given by the 
following. 

Proposition 5.1 ((D1, prop. 6.12]). Let A be an A-generic affine 
nonlinear arrangement of hypersurfaces each of degree q ( with A free). 
Then, 

(5.2) the number of bounding cycles of A= an((q - l)n, qe1, ... , qep-1) 

(where again exp'(A) = (e1, ... ,ep-1)). 

In [D1], we used a special form of nonlinear arrangement A= XnA' 
where X is the transverse to the nonlinear arrangement A' including 
points at oo (see also [D2, def. 2.6]). 

Proposition 5.3 ([D1, Theorem 8.19]). Suppose that A' is an A­
generic affine hyperplane arrangement with A free. Let A = X nA' where 
X is smooth of multidegree d including oo and transverse to A' including 
oo. Then 
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(5.4) the number of relative bounding cycles of (X, A) 

= d · ( t si(d - I)µr-i(A)) 
J=O 

where d = Ir:; di and d-1 = (d1 - 1, ... , dn-r -1). 

Comparing these two results we first notice that (5.4) is given in 
terms of the multidegree d and the higher multiplicities µi(A), while 
that (5.2) is not. Second, in the special case of a smooth hypersurface 
X, (5.4) can be reexpressed as follows. 

Corollary 5.5. Suppose A' is an A-generic affine arrangement 
(with A free), and that X is an r-dimensional smooth hypersurface of 
degreed+ 1 which is smooth and transverse to A' including oo. Then, 
for A =XnA' 

(5.6) the number of relative bounding cycles of (X, A) = ~ • P(A, d-1) 

Remark. It follows from results of Orlik-Terao [OT2] that when 
X is a homogeneous hypersurface, the relative Euler characteristic equals 
the RHS of (5.6) for arbitrary arrangements A. This suggests that 
Proposition 5.3 should hold without the condition on A. To compare 
(5.2) and (5.4) we first restate (5.2) in a form involving the higher mul­
tiplicities as follows. 

Proposition 5. 7. Let A be an A-generic affine nonlinear arrange­
ment of hypersurfaces each of degree q (with A free). Then, 

(5.8) the number of bounding cycles of A 

= t (~) (q - l)jqn-j µn-j(A) 
j=O J 

Proof. Using properties of elementary symmetric functions, we ex­
pand 

(5.9) O'n((q-lt,qe1, ... ,qep-1) 

Also, 

(5.10) 

Similarly, 

n 

= L O'j( (q - l)n)O'n-j (qe1, ... , qep-1) 
j=O 



On the number of Bounding Cycles for Nonlinear Arrangements 67 

(5.11) O'n-j(qei, ... , qep-1) = qn-jO'n-j(ei, ... , ep_i) = qn-j µn-j(A) 

Here the last equality follows from (2.1-4) as A is a free arrangement. 
Substituting (5.10) and (5.11) into (5.9) gives the result. Q.E.D. 

The formulas in Proposition 5.3 and 5.8 show a greater resemblance if 
we observe that by properties of the functions Sj (see [D1, §2]), 

(;) (q - l)j = Sj((q - l)n-j-1) 

so that (5.8) can be written 

(5.12) 
n L Sj((q - lt-j-l)qn-j µn-j(A') 

j=O 

_ Then, the form of (5.4) and (5.12) suggest the following candidate 
as a general formula. 

(5.13) p(d, q, A) = d · ( t Sj(d - 1, (q - 1r-H1 ) · qr-j µr-j(A)) 
J=O 

where d = fr:; di and d-1 = (d1 -1, ... , dn-r -1). 
We shall show that this is correct. 

Theorem 1. Suppose X C en is an r-dimensional complete in­
tersection of multidegree d, which is smooth including oo. Let ACX be 
a nonlinear arrangement of smooth q-tic hypersurfaces based on central 
arrangement A and nondegenerate at oo. Then, 

the number of relative bounding cycles of (X, A) 

= p(d, q, A) given by (5.13) 

Because (5.4) and (5.8) are special cases of this result, we obtain as 
a corollary. 

Corollary 2. In the special cases of propositions 5.3 or 5. 7, except 
that we allow A c en to be a nonlinear arrangement based on any central 
arrangement A, then the number of bounding cycles of A, respectively the 
number relative bounding cycles of (X, A), is given by (5.8), respectively 
(5.4). 

Also, because the number of relative bounding cycles is also a rela­
tive singular Milnor number, we can also deduce as a corollary both the 
singular Milnor number and higher multiplicities. 
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Corollary 3. Let Xo be a homogeneous r-dimensional ICIS of 
multidegree d. Also, let Ao = <1>1- 1(A) C X0 be a nonlinear central ar­
rangement consisting of hypersurfaces of degree q, where <l>' : Xo ---t CP 
is transverse to A off 0. Then, 

(1) 

the singular Milnor number µ(Ao)= p(d, q, A) - µ(Xo) 

(2) Likewise, the k-th higher multiplicity is given by 

Example 5.14. We return to the examples (1.2) and (1.3) of non­
linear arrangements of quadrics A c C2 based on a central arrangement 
A. By Corollary 2, 

(5.15) number of bounding cycles of A = 1 + 4{µ 1(A) + µ2(A)) 

1 + 4b2(A) 

where b2(A) denotes the second Betti number of M(A). For A the 
Boolean arrangement Av c cv, µk(Ap) = (Pk 1) where (Pk 1) = 0 if 
k > p - 1. After simplifying (5.15), we obtain for general position 
arrangements of p quadrics in general position in C2 , 1 + 4(~) bounding 
cycles. This yields the numbers 1, 5, and 13 for the first three cases in 
Fig. 1 (providing an alternate formula to Corollary 5.1). 

For example (1.3), we have by (4) of proposition 2.1, for the braid 
arrangement Bp c CP, µk(Bv) = ak(2, ... ,P - 1). So for a nonlinear 
braid arrangement in example {1.3), we have by {5.15) the number of 
bounding cycles equals 1 + 4{@) = 9. 

Example 5.16. Second, consider as in example {1.5) a nonlinear 
hyperplane braid arrangement A on the hypersurface X of degree d in 
en. By Corollary 2 and Proposition 5.3, the number of relative bounding 
cycles equals 

{5.17) d((d - 1r-1 + (d - 1r-2 · a1{2, ... ,n - 1) + · · · + 
(d - 1) · O'n-2(2, ... , n - 1) + O'n-1(2, ... , n - 1) 

For example, on C3 when d = 2, we obtain 2(12 + 1 • 2 + 0) = 6 relative 
bounding cycles as shown in Fig. 4. 
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§6. Proof of the General Formula 

We note that Theorem 1 is an immediate consequence of Proposi­
tion 4.2, provided we can show that p(d, q, A) satisfies the functional 
equations (4.1). 

For the first functional equation, we may write 
p(d,q,A') + p((d,q),q,A") as 

(6.1) d · ( :t Sj(d - 1, (q - 1r-j+l) · qr-j µr-j(A')) 
J=O 

+d · q · (I:si((d,q) -1, (q- 1r-l-i+1) · qr-l-Jµr-1-J(A")) 
J=O 

The first sum can be written 

(6.2) d · sr(d - 1, q - l)µo(A') 

+d · (I: Sj(d - 1, (q - 1r-i+1 ) · qr-j µr-j(A')) 
J=O 

In the second sum, we see 

Using (6.3) and taking the factor q inside, the second sum becomes 

(6.4) d · (I: Sj(d -1, (q - 1r-j+l) · qr-j µr-1-j(A")) 
J=O 

Thus, if we add (6.2) to (6.4) we obtain 

(6.5) d · sr(d - 1, q - l)µo(A') 

+d · (~ Sj(d -1, (q - 1r-i+1 ) · qr-j (µr-j(A') + µr-1-j(A"))) 

Then, µ0 (A') = 1 = µ0 (A)) and by (2) of Proposition 2.1, 

µr-j(A) = µr-j(A') + µr-1-j(A") 

Hence, (6.5) becomes 
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this establishes the first functional equation. 
For the second equation, we use the formulas of Greuel-Hamm [GH] 

and Giusti [Gi] for the Milnor number of a homogeneous ICIS. If it has 
multidegree d =(di, ... ,dn-r)- We write it in an equivalent form as in 
the remark following Theorem 8.10 in [D2] 

r 

(6.6) µ(d) = (-1r+l + d · L ar-j((-lt)sj(d) 
j=O 

where again d = n::; di and ak((-lt) = ak(-l, ... , -1) with n fac­
tors -1. Now, we may apply the T function in [D3] and write the sum 
in (6.6) as r(D) where D is the r x (n - r + 1) matrix 

(

di - 1 d2 - 1 . . . dn-r - l 
di - 1 d2 - 1 . . . dn-r - l 

D= . . . . . . . . . . . . 
di - 1 d2 - 1 . . . dn-r - l 

-1) -1 

-1 

Then, by the definition of Sr in [D3, §2], 

r(D) Sr(di - 1, d2 - 1, ... , dn-r - 1, -1) 
(6.7) 

= Sr(d - 1, -1) 

Then, we let dn-r+l = q, and d' =(di, ... , dn-r, dn-r+i)- Using (6.7) 

(6.8) 
µ(d) + µ((d, q)) = (-1y+1 + d · sr(d - 1, -1) 

+ (-1y-1+i + d · dn-r+l · Sr-i(d' - 1, -1) 

Then, (6.8) equals 

(6.9) d · (sr(d- 1, -1) + dn-r+l · Sr-i(d' -1, -1)) 

We may rewrite the second term of (6.9) 

dn-r+l · Sr-i(d' - 1, -1) = (dn-r+l - 1) · Sr-i(d' - 1, -1) 

+ Sr-i(d' - 1, -1) 
(6.10) 

Also, by the "Generalized Pascal Relation"for Sj (see [D3, §2]) 

{6.ll)sr(d' -1, -1) = Sr(d -1, -1) + (dn-r+l -1) · Sr-i(d' - 1, -1) 

Thus, we may apply (6.10) and (6.11) to rewrite (6.9) as 

(6.12) d- (sr(d' - 1, -1) + Sr-i(d' -1, -1)) 
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We may apply the expansion property of the Sj functions (again see [D3, 
§2]) to obtain 

(6.13) Sr(d' -1,-1) = Sr(d' -1) + (-l)sr-1(d' -1, -1) 

Thus, substituting (6.13) into (6.12), we obtain for (6.9) 

d · Sr(d' - 1) d · Sr(d - 1, dn-r+l - 1) 

= d · sr(d-1,q -1) = p(d,q, {H}) 

The last equation results from µi ( { H}) = 0 for all j > 0. 
This completes the proof of the theorem. 
Corollary 2 is an immediate consequence of Theorem 1. For Corol­

lary 3, we need only observe that the relative singular Milnor number 

µ(Xo, Ao) = µ(Xo) + µ(Ao) 

is exactly the number of relative bounding cycles, which by (5.13) yields 
the formula for the singular Milnor number. 

Also, for the k-th higher multiplicities we also have for a generic 
k-plane TI 

(6.10) 

while 

µ(TI n Xo, TI n Ao) = µ(TI n Xo) + µ(TI n Ao) 

(6.11) µk(Xo) = µ(TI n Xo) and µk(Ao) = µ(TI n Ao) 

Thus, combining (6.10) and (6.11) with the result for the singular Milnor 
fiber gives the result for higher multiplicities. 
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