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RELATIONSHIPS AMONG THE FIRST VARIATION,
THE CONVOLUTION PRODUCT, AND THE
FOURIER-FEYNMAN TRANSFORM

CHULL PARK, DAVID SKOUG AND DAVID STORVICK

ABSTRACT. In this paper we examine the various rela-
tionships that exist among the first variation, the Fourier-
Feynman transform, and the convolution product for func-
tionals on Wiener space that belong to a Banach algebra S.

1. Introduction. Let Cy[0,T] denote one-parameter Wiener space;
that is the space of R-valued continuous functions on [0,7] with
x(0) = 0. The concept of an L; analytic Fourier-Feynman transform
was introduced by Brue in [1]. In [3], Cameron and Storvick introduced
an Lo analytic Fourier-Feynman transform. In [12], Johnson and
Skoug developed an L, analytic Fourier-Feynman transform theory
for 1 < p < 2 which extended the results in [1, 3] and gave various
relationships between the L; and Lo theories. In [9], Huffman, Park
and Skoug defined a convolution product for functionals on Wiener
space and in [9, 10, 11] obtained various results involving the Fourier-
Feynman transform and the convolution product.

The class of functionals on Cy[0,7] that we work with throughout
this paper is the Banach algebra S introduced by Cameron and Stor-
vick in [4]. Results in [7, 8, 14, 15] show that S contains many broad
subclasses of functionals of interest in connection with Feynman inte-
gration theory and quantum mechanics.

In Section 3 of this paper we examine all relationships involving
exactly two of the three concepts of “transform,” “convolution product”
and “first variation” of functionals in S. In Section 4, we examine all
relationships involving all three of these concepts where each concept is
used exactly once. Study of these relationships yields many interesting
formulas; see, for example, equations (3.7), (3.9), (4.1), (4.3) and (4.7).

2. Definitions and preliminaries. Let M denote the class of
all Wiener measurable subsets of Cy[0,T], and let m denote Wiener
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measure. (Cy[0,T], M, m) is a complete measure space, and we denote
the Wiener integral of a functional F by fCo 0.7] F(z)m(dx).

A subset E of Cy[0, T is said to be scale-invariant measurable [6, 13|
provided pE € M for all p > 0, and a scale-invariant measurable set N
is said to be scale-invariant null provided m(pN) = 0 for each p > 0. A
property that holds except on a scale-invariant null set is said to hold
scale-invariant almost everywhere (s-a.e.). If two functionals F' and G
are equal s-a.e., we write F' = G.

Let Cfy = {A € C:ReA >0} and C7 = {A € C: X # 0 and
Re A > 0}. Let F be a C-valued scale-invariant measurable functional
on Cy[0,T] such that

J\) = / FOAY22)ym(de)

Co[0,T]

exists for all A > 0. If there exists a function J*(A) analytic in C4
such that J*(X\) = J(A) for all A > 0, then J*()) is defined to be the
analytic Wiener integral of F' over Cy[0,T] with parameter A and for
A € C4 we write

anwy

F(z)m(dx) = J*(X).

Co[0,T]

Let ¢ # 0 be a real number, and let F' be a functional such that

fg:g]*T F(z)m(dx) exists for all A € C4. If the following limit exists,

we call it the analytic Feynman integral of F' with parameter ¢, and we
write

an fq anwy
/ F(z)m(dz) = lim / F(x
A—— iq
Co[0,T] Co[0,T]

where A — —iq through C;..

Notation. (i) For A € C4 and y € Cy[0,T7, let

anwy

LEW = [ Pt ym{do).

Co[0,T7]
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(ii) Given a number p with 1 < p < 400, p and p’ will always be
related by 1/p+1/p’ = 1.

(iii) Let 1 < p < 2, and let {H,,} and H be scale-invariant measurable
functions such that, for each p > 0,

lim \Ho(py) — H(py)[” m(dy) = 0.

n—oo

Co[0,T]

Then we write
lim (w?)(H,) ~ H,

n—oo

and we call H the scale invariant limit in the mean of order p’. A
similar definition is understood when n is replaced by the continuously
varying parameter \.

We are finally ready to state the definition of the L, analytic Fourier-
Feynman transform [12], the definition of the convolution product [9],
and the definition of the first variation of a function [2,5].

Definition. Let g # 0 be a real number. For 1 < p < 2 we define the
L, analytic Fourier-Feynman transform Tq(p )(F) of F' by the formula
(AeCy)

Tq(l’) (F)= lim (wﬁ’/)T,\(F)a

A——1iq
whenever this limit exists. Also the L; analytic Fourier-Feynman

transform Tq(l)(F) of F' is defined by (A € Cy)

TW(F) = lim Ty(F), sae.
——1iq

We note that for 1 < p < 2, Tq(p)(F) is defined only s-a.e. We also
note that, if Tq(p)(Fl) exists and if F; ~ F,, then Tq(p) (Fy) exists and
T (Fy) ~ TP (Fy).

Definition. Let F' and G be functionals on Cy[0,T]. For A € C} we
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define their convolution product (if it exists) by

(F*G)a(y)
ca:guér]F< >G<y_x>m(dx) AeCy

anf, Yy .
%£HF< 2)G<V5)WW@,A=—wwequ#0

Remarks. (i) When X\ = —iq, we denote (F x G)y by (F'* G)q.

(ii) Our definition of the convolution product is different than the
definition given by Yeh in [16] and used by Yoo in [17]. In [16] and
[17] Yeh and Yoo study relationships between their convolution product
and Fourier-Wiener transforms.

We finish this section by giving the definition of the first variation
O F of a functional F.

Definition. Let F be a Wiener measurable functional on Cy[0,T], and
let w € Cy[0,T]. Then

O0F (z | w) = %F(m—l— hw)
h=0

(if it exists) is called the first variation of F(z).

3. Relationships involving exactly two of the three concepts
of transform, convolution and variation.

Notation For u,v 6 L[0, T] and x € Cyl0,T], we let (u,v) =

fo t)dt and ( fo , the Paley-Wiener-Zygmund
stochastlc 1ntegral Also let

A= {y € Cy[0,T] : y is absolutely continuous on [0, 7]
with i/ € L»[0, T}
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The following analytic Feynman integration formula is used through-
out this paper.

an fq

exp {2@ x)}m(dm) = exp { _ iy }

Co[0,T]

for a > 0 and u € Lo[0,T].

Definition. The Banach algebra S consists of functionals on Cy[0, T
expressible in the form

(3.1) Fly) = / expfifu, )} df (u)
L2[0,T)

for s-a.e. y € Cy[0,T] where f is an element of M (Ls[0,T]), the space
of C-valued countably additive (and hence finite) Borel measures on
L]0, 7.

In our first lemma we obtain a formula for the first variation of
functionals in S.

Lemma 3.1. Let F € S be given by (3.1) with sz[o 7y lullz 1df (u)] <
0o. Then, for each w € A and s-a.e. y € Cy[0,T],

G2 SFwlw= [ i) explitu) .
L2[0,T)
Furthermore, as a function of y, §F(y | w) is an element of S.

Proof. By use of [5, Lemma 2|, which justifies taking the partial
derivative under the integral sign, we see that for s-a.e. y € Cy[0, T,

r )= ([ ewlitun) + it w) )
L2[0,T)

_ / i, w) exp{i(u, y) } df (u).

L2[0,T

h=0
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Next let ¢ (E) = [, i(u, w)df (u) for each set E € B(Lz[0,T]). But
then, §F(y | w) = ng[O,T] exp{i{u,y)} do,(u) is an element of S since

l6ull < lle'lls fy, 0 lullz ldF ()] < o0,
Now let G in § be given by

(3.3) Gly) = / expli(v, )} dg(v)
LQ[O,T]

for s-a.e. y € Cpl0,T] where g € M(L2[0,T]). In [11], Huffman, Park
and Skoug show that, for all p € [1,2] and all ¢ € R — {0}, the Fourier-
Feynman transform of F' € § is given by the formula

. (u,u
s 1@ = [ e {iten - i b arw)
L2[0,T)
for s-a.e. y € Cy[0,T], while the convolution product (F' * G), is given
by the formula

et = [ ew{ s - T dao)

L3[0,7]

for s-a.e. y € Cy[0,T.

In the three subsections below, we establish the various relationships
that hold involving exactly two of the three concepts “the Fourier-
Feynman transform,” “the convolution product,” and “the first varia-
tion” of functionals in the Banach algebra & where each operation is
used only once.

3.1. Relationships involving Fourier-Feynman transforms and convo-
lution.

3.1.1. The transform of the convolution product. In [11, Theorem
3.3] it was shown that, for all p € [1,2] and all ¢ € R — {0},

(35)  TP((F*G)g)(y) = TP (F)(y/ VTP (G)(y/V?2)



RELATIONSHIPS 1453

for s-a.e. y € Cy[0,T].
3.1.2. The convolution product of transforms.

Theorem 3.1. Let F' and G be given by (3.1) and (3.3), respectively.
Let p € [1,2] and g € R — {0} be given. Then, for s-a.e. y € Cy[0,T],

(TP (F) + TP (G))-q(y) = T (F(/V2)G(/V2)(w).

Proof. Fix p € [1,2] and ¢ € R — {0}. Then, for s-a.e. y € Cy[0,T],
(T3P (F) * TP(G)) ()

T rwo(s
anf_q

= / /exp{%(u,y)—k%(u,x)— oF }df(u)

Co[0,T] L2[0,T]

LQ[O/ﬂ exp {%(v,w - %(v,x) — i(z,qv) } dg(v)m(dz)
_Lg[o/j] exp {%(u +u,y) — %q[(%u) + (v, U)]}
(36) -C:ZT: exp { 5= v.0) pn(d) ) do)
_Lgm/T] exp {%(u +v,y) — %q[(u,u) + (v, v)]
' ““4—;”} 4f (u) dg(v)
= [ e Jturun - R g ayo
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- [ e

L3(0,7]

(u—H},y)}

e

an fq

exp

o v,x>}m<dx> df (u) dg(v)

——
ol

Co[0,T7]
an fq

= / / exp{%(u+v,z+y>}df(u) dg(v)m(dx)

Co[0,T] L2[0,T)

anfq
- ] rER)e e

=T (F(-/V2)G(-/V2))(y). o
3.2.  Relationships involving Fourier-Feynman transforms and the
first variation.

3.2.1. The transform with respect to the first argument of the variation
equals the variation of the transform.

Theorem 3.2. Let F' be as in Lemma 3.1, w € A, p € [1,2] and
g € R — {0} be given. Then, for s-a.e. y € Cy[0,T],

(3.7) TP (SF (- | w))(y) = 6TV (F)(y | w).

Also, both of the expressions in (3.7) are given by the expression

(3.8) / i, ) exp {i(u, y) — %} df (u).

L»[0,T]
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Proof. We first note that, by use of equation (3.2),

an fq
TPGFC )W = [ F@+y]wm(ds)
Cy[0,T]
an fq
= [ ] itwwlepfitur ) dm)
CQ[O,T] LQ[O,T]

= / i{u, w) exp{i{u,y)}

L5[0,7]
an fq
exp{i(u, z) }m(dx) df (u)
Cp[0,T]
= [ ttwuyes {ites - 5 )
L5[0,7]

for s-a.e. y € Cp[0,T]. On the other hand, using (3.4) we obtain that

5T P w :2 () hw
TP ENy | w0) = TP E) G+ )|

— / i<u,w>exp{i<u,y>—%}dﬂu)

L»[0,T]

for s-a.e. y € Cy[0,T] as desired. O

3.2.2.  The transform with respect to the second argument of the
variation equals the variation of the functional.

Theorem 3.3. Let F', p and q be as in Theorem 3.2, and let w € A.
Then for s-a.e. y € Cyl0,T],

(3.9) TP (OF(y | ) (w) = §F(y | w).
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Proof. Using (3.2) we obtain

an fq
IO GF(y | ) (w) = / 5F(y | 2+ wym(dx)
Co[0,T7]
an fq
=[] et whesplifu ) dftum(do)

Co[0,T] L2[0,T]

an fq
=i [ ewliwn) [ (ot w)mldo) ()
LQ[O,T] CO[O,T]
iy / exp{i{u, 4} } o, w) df (1)
LQ[O,T]
- / i, w) expli(u, y)} df ()
Lz[O,T]
=0F(y | w)

for s-a.e. y € Cy[0,T] as desired. u]
3.3. Relationships involving the first variation and convolution.

3.3.1. A formula for the first variation of the convolution product.
Let F, G, p, ¢ and w be as in Theorem 3.2, and let G be given by (3.3)
with sz[oﬂ [lv]]2 |[dg(v)] < oo. Then for s-a.e. y € Cyl0,T] we have
the formula

I(F*G)yly | w) = % / (u—!—v,w)exp{%(u%—v,y)

L3[0,T]
i(u—v,u—0v)

- == ) dgo).

The proof of formula (3.10) parallels that of Lemma 3.1 above and
so is omitted.
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3.3.2. Formulas for the convolution product of the first variation of
functionals. As in subsection 3.2 above, there are two cases; in formula
(3.11) below we take the convolution with respect to the first argument
of the variations while in formula (3.12) we take the convolution with
respect to the second argument of the variations.

Case 1. Let F, GG, p and g be as in subsection 3.3.1 above, and let
w € A. Then for s-a.e. y € C,[0,T] we have the formula

(3.11)  (OF (- [ w) * 6G(- [ w))q(y)

/ w, w) (v w)exp{7<u+v7y>

£200,7]
i(u—v,u

- = ) dglo),

Proof of formula (3.11). Using the definition of the convolution
product and equation (3.2), we see that, for s-a.e. y € Cy[0,T],

(OF (-Jw) + 6G(-|w))q(y)

an fq

= / 5F<y\—}—§x w) 5G(y\;§x w>m(dx)
Co[0,T]
an fq

:/ /i(u,w>exp{

Co[0,T] L2[0,T]

ity exp { L0y = ) | doCeym(a)

sty +x>} 0 (u)

L2[0,T1]
_ _Lg[o/j] (u, w) (v, w) exp{\/L—W"‘U y>}
anfqexp{i\/_u—vx} (d) df (u) dg(v)

Col0,7]
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—— (u, w)(v, w) exp L<U+U7Z/>
sz({T] {\/5
i(u—v,u—v)

- =t =0 ) dgo),

as desired. O

Case 2. Let F, G, p and ¢ be as in Case 1 above, and let w € A.
Then, for s-a.e. y € Cy[0,T], we have the formula

(6F(y | ) %8Gy | -))g(w) = 6F (y | w/vV2)3G(y | w/V2)

(3.12) b / (u,v) exp{ifutv, y)} df (u) dg(v).

Proof of formula (3.12). Using the definition of the convolution
product and equation (3.2), we see that, for s-a.e. y € Cy[0, T,

OF(y|)*0G(y | -))q(w)

an fq
w+x w—x
= oF oG S d
[ or(o]" 5 )oc (o] 5" Jmta
Co[0,T]
anfq

_ / / %(v,w—f—x)exp{ﬂuvw}dﬂu)

C[0,T] L2[0,T]

/ \/%W w = x) exp{i(v, y) } dg(v)m(de)
L2[0,T)

= —% / exp{i{u+v,y)}

L2[0,T
an fq
(u, w + z) (v, w — zym(dx) df (u) dg(v)

Co[0,T]
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1

=-3 / exp{i{u+v,y)}

L3[0,T]

- [<u,w><v,w> - o) @) doto)

nfq

since fg:[é‘jT] (u, x) (v, x)m(dz) = (i/q)(u,v) and fCaO[QT] (u, zym(dx) =
0. Hence

(OF(y | ) x0G(y | -))q(w)
(u, w) exp{i(u, y)} df (u)

S8

= 0F(y | w/vV2)0G(y | w/V2)

+ (u,v) exp{i(u +v,y)} df (u) dg(v)

1
2q
L2[0,T]

for s-a.e. y € Cy[0,T] as desired. O

4. Relationships involving all three concepts. In this
section we look at all the relationships involving the“transform,” the
“convolution” and the “variation” where each operation is used exactly
once; i.e., we will consider the variation of the transform of the
convolution product, but not the transform of the variation of the
transform. There are more than six possibilities since one can take
the transform or the convolution with respect to the first or the second
argument of the variation. However, there are some repetitions because,
as we observed above in subsection 3.2, the transform with respect
to the first argument of the variation equals the variation of the
transform, while the transform with respect to the second argument
of the variation equals the variation of the functional. We need to take
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the “transform” of the expressions in subsection 3.3, the “variation”
of the expressions in subsection 3.1, and the “convolution product”
of the expressions in subsection 3.2. In fact, there are nine distinct
possibilities; these are given in the nine equations (4.1) through (4.9)
below. We formally state some of these nine results as theorems and
others as formulas; however, all nine of these equations hold for s-a.e.
Y€ CO [07 T]

4.1. A formula for the transform with respect to the first argument of
the variation of the convolution product which equals the variation of
the transform of the convolution product.

Theorem 4.1. Let F, G, p, and q be as in Subsection 3.3.1, and let
w € A. Then for s-a.e. y € Cyl0,T],

TP (5(F  G)y(- | w))(y)
(4.1) = TP (F)(y/V2TL (6G(- | w/V2))(y/V2)
+ TP (SF(- | w/\f))(y/\/i)Té”)(G)(y/\/i)-

Proof. By Theorem 3.2 we have that
TP (5(F % G)g(- | w))(y) = 0P ((F + G)g)(y | w).
But, using equations (3.5) and (3.4), we obtain that

ST ((F * G)g)(y | w)

_ g(T(m((F * G)g)(y + hw)) -
_ §<T<p>(p)<%>z§m(?)(y J\r/;w» -

/ esxp {%w,w + Jtow - 15 b dyo)

L2[0,T
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i(u, u)

= [ ew{ 5w - 5 )

Stvwren{ St - T o)

(wwpexp { Tt - 5 L)

[ e { St - 2 b da)

PF) Y/ VTP (6G(- | w/V2)(y/V2)
+ TP GF(- | w/V2))(y/V2) TP (G)(y/V2)

for s-a.e. y € C[0, 1. u]

4.2. The transform with respect to the second argument of the varia-
tion of the convolution product equals the variation of the convolution
product. Let F', G, p, g and w be as in Theorem 4.1. Then by Theorem
3.3 and equation (3.10) we see that

1

F
(1.2 = [ Jtervoren{ o

i(u —v,u—v)

- = ) dglo),

4.3. Formulas for the transforms of the convolution product with
respect to the first argument of the variations. Here again there are
two cases; namely, we can take the transform of the expressions in
equation (3.11) either with respect to y or else with respect to w.

Case 1. Let F, G, p, q, and w be as in Theorem 4.1. Then using
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equations (3.5) and (3.7) we get that

(4.3) TP((OF(-| w)*8G(- | w))y)(y)
= TP (SF(- | w))(y/V2TP (6G(- | w))(y/V2)
— 5T (F)(y/V2 | w)sTP (G)(y/V2 | w).

Case 2. Let F, G, p, ¢, and w be as in Theorem 4.1. Then, proceeding
as in the proof of equation (3.12) and using (3.11), we obtain

an fq

OF( [w+2) x6G(- | w + x))q(y)m(dz)

Co[0,T]
an fq
= / / i{u, w + x)i{v, w + x)
Col0,T] L2[0,T]
exp{ Jstut o) - U= ) dytoyman)
B i i(u—v,u—0)
=— / exp{EW—l—v,y) - 4—q}
L3[0,T)
[t + 2] ar dgto)
— (6P (- | w) % 3G(- | 0)y()
(4.4)

4 / (u,v)exp{%(u-F%w

L3[0,T]
i(u—v,u—v)

- == ) dglo),

4.4 The transforms of the convolution product with respect to the
second argument of the variations. Again there are two cases since we
can take the transforms of equation (3.12) either with respect to w or
with respect to y.
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Case 1. Let F, G, p, q, and w be as in Theorem 4.1. Then, using
equations (3.5) and (3.9), we obtain

TP ((BF(y | ) % 0G(y | -))g) (w)
(4.5) = TP (0F (y | ))(w/VTF (5G(y | ) (w/V?2)
=0F(y | w/V2)sG(y | w/V2).

Case 2. Let F', G, p, q, and w be as in Theorem 4.1. Then
an fq
@6) [ @Fy+a])xdGl+ o | yfw)m(d)
Co[0,T]
)
\/§<U, w>ﬁ
an fq
/ exp{i{u + v, z) }m(dx) df (u) dg(v)

Co[0,T]

+Z / (u,v) exp{i{u +v,y)}

L3[0,7]

(v, w) exp{i(u +v,9)})

an fq

exp{i(u + v, z) }m(dx) df (u) dg(v)

- exp {i<u +v,y) - Hutvutv) gqu )

} 4f (u) dg (o).

4.5 The variation of the convolution product of transforms.
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Theorem 4.2. Let F, G, p, q, and w be as in Theorem 4.1. Then
for s-a.e. y € Cy[0,T],

(TP (F) + TP(G)) gy | w)

(47) _ / %(u-ﬁ-v,w}exp{%(u—i—v,y)

Proof. A direct calculation shows that the variation of the sixth
expression in equation (3.6) is the third expression in (4.7), and thus
(4.7) follows from (3.6). O

4.6 Formulas for the convolution product of the transform of the
variation. Again there are two cases; namely, we can take the
convolution with respect to the first argument or the second argument
of the variation. However, in both cases, the transform is taken with
respect to the first argument of the variation.

Theorem 4.3. Let F, G, p, q, and w be as in Theorem 4.1. Then
for s-a.e. y € Cy[0,T],

(4.8) (0T (F)(- | w)) * 6TFHG)(- | w)))—q(y)
anf_q

= p y—l—_xw p y—r

- / 6T,§)(F)<\/§ >6T,§)(G)<\/§

Co[O,T]
-/ <u,w><v,w>exp{i<u+v,y>
L2[0,T]

)i

V2

(u+v,u+v)

- 0 g o).
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Proof. Using equations (3.7) and (3.8), we see that

nf_q

ST (F) (y%”

gk
anf_q
- / / i(u,w}exp{%<u,y+x>_

Co[0,T] L2[0,T]

i(u,w)

T} df (u)
LzW/T] e { %@7 v i(gqv) } dg(v)ym(dz)

i il(u, u) + (v, )]
=— (u, w)(v,w) exp § —=(u +v,y) — ———5——
At !

i(u —v,u—v)

+ == )

=— / {u, w) (v, w) exp{%(u-i-wy)

L2[0,T7]

S dutnuty) } af () dg(v),

as desired. O

Theorem 4.4. Let F, G, p, q, and w be as in Theorem 4.1. Then
for s-a.e. y € Cy[0,T],

(4.9)
BT (F)(y | ) # 0T (G)(y | ) —q(w)
anf_q
- sT® (F) [y | L2 om0 (@) (| L Y m(da)
(o251

= STV (F)(y | w/V2)STP (G (y | w/V2)
= TP (OF (- | w/V2)) ()T (6G(- | w/V2))(y)
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if(u, u)+ (v, v)]
2q

_ / 2iq(u,v) exp {i<u+v7y> -

L3[0,T)

} 4f(u) dg (v).

Proof. Using equations (3.7) and (3.8) and then proceeding as in the
proof of equation (3.12), we obtain

C:ZT]anq(p) ) <y Lj;) 5Tq(p) (G) (y‘ w\/—; > m(dx)
— a7q / %(u,uﬂ—@ exp{i(u,y> _ %} df ()

Co[0,T] L2[0,T]

i i(v, v)

gl = a)exp {< y) - T} dg(v)m(dz)

=1 [ ew{iter o - piww + oo}

[(u, w) + (u, 2)][{v, w) = (v, x)|m(dx) df (u) dg(v)

=1 [ ew{iter o - fiwn+ oo}
L£2[0,T)

(u, vﬂ 0f (u) dg(v)

Jwwtow + 2

L2[0,T] %(mw} P {z(u,y> - Z(Z;U) }_@’ )
exp {< y) u} 4f () dg(v)

2q
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cexp {itut o) = o) + (0,00 b 1) dao)
= ST )y | w/ VDT () | w/vD)

7
- ] e
L2[0,T]
7

cexp {itut o) = o l(w) + (0,00 ) dao)
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