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Discrete multivariate analysis has also witnessed a
phenomenal growth of literature in the past two dec-
ades and there are by now several texts covering the
main developments in this area in an uptodate fashion.
However, there appears to be a different picture with
the development of mixed multivariate models involv-
ing partly continuous and partly discrete variables.
These models arise often in applications and it would
be a natural expectation to see an adequate treatment
of the theory in a text. This may be a glaring omission
in Dillon and Goldstein! Another important area with
an outstanding growth of literature in the past fifteen
years is the so-called variance component models.
Frankly, I expected a more detailed treatment of this
important topic in Anderson’s second edition, and I
am to a greater extent disappointed to see an inade-
quate treatment of this topic in either of the two books
reviewed by Mark Schervish. I would like to make a
specific reference to the forthcoming book of Rao and
Kleffe (1987) for an in-depth coverage of this impor-
tant area. I expect a significant amount of applications
of these models in various applied areas.

As I tend to draw an overview of modern multivar-
iate statistical analysis, more and more, I feel the need
for robust (if not nonparametric) methods. Although
some of these methods (mostly, in the context of
simple MANOVA models) have been treated ade-
quately in some contemporary textbooks, I have no
doubt in my mind that in the coming years, there will
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In our experience, most statistical problems that
arise in practice are genuinely multivariate in char-
acter. This is almost surely as true in other settings
as it is in the telecommunications business that we
work in. A recent literature search (Gnanadesikan and
Kettenring, 1984) covering seven disciplines over the
" period 1965 to 1982 turned up 15,000 articles that
involved multivariate methods.

It is natural, therefore, to expect that new books on
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be a far reaching impact of this vital area in multivar-
iate analysis.

To summarize, let me congratulate Mark Schervish
for a job well done. In principle, I would have argued
in favor of a modified title “A Review of Two Texts
in Multivariate Analysis.” The area of multivariate
statistical analysis is indeed too vast to be covered
entirely by these two (or, as a matter of fact, by any
two) texts. However, Anderson’s second edition will
naturally help us in identifying the other pockets
where an equally sound and lucid treatment of the
theory (and methodology) should be developed in the
form of a text, and once this has been accomplished,
we are all set to close the whole area in the form of
two texts. Until then, the second edition is a major
step in the right direction.
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the subject, such as those by Anderson and by Dillon
and Goldstein, as well as comprehensive reviews, such
as that of Schervish, will have a wide audience. How-
ever, our intention in this commentary is not so much
to critique either the books or the review as it is to
bring out some of our own views on multivariate data
analysis.

In outlook, if not detail, these overlap with views of
Schervish who makes many telling points about the
state of multivariate analysis. The best known and
most frequently used of the classical methods have
not always served well and often leave the user with
the question “What have I really learned about my
data and how sure can I be about it?” Much of the
elegant theory is of little practical value. Standard
multivariate hypothesis tests, which have been so
extensively developed (see Schervish’s comments in
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Section 1), are infrequently used. This helps to explain
why applied researchers, both in statistics and in other
consumer disciplines, have developed such a variety
of alternative numerical and graphical methods in the
last 25 years.

In an overall sense, multivariate methods are useful
to the extent that'they can extract and explicate
“structure” in high dimensional observations. In the
“exploratory” phase of this search, it is seldom possi-
ble to be able to pose questions in the precise way that
is required for formal inference. Hence, exploratory
methods need to operate flexibly on the data.

Even in the “confirmatory phase,” the methods
should do much more than provide a specific answer
to a tightly posed question. They should, in addition,
indicate the adequacy of underlying assumptions, ex-
pose unanticipated structure (serendipity!) and pecu-
liarities, and not be overly model-dependent (although
to go to the opposite extreme of nonparametric infer-
ence is not necessarily the answer).

For both exploratory and confirmatory analyses,
more methods are needed that can deal with real world
departures from ideal conditions. Diagnostics that are
as fully developed and effective as those presently
available for linear regression would help consider-
ably. For analyzing multiresponse data from designed
experiments, graphical diagnostic tools have been
available for over two decades (these are summarized
in Gnanadesikan, 1977, Section 6.3) and should
become routine parts of multivariate pedagogy. Simi-
larly, methods that are robust against data idiosyncra-
sies, such as outliers, deserve even more attention
than they have already been given. Being satisfied
with methods that are robust in the sense that their
behavior can be justified by the central limit theorem
is unacceptable from the practical perspective.

Promisingly, one can point to numerous relatively
recent developments in computer-intensive multivar-
iate methods that move in the direction of providing
a better selection of practically oriented tools. Exam-
ples include general purpose techniques such as the
bootstrap, jackknife, m estimation and dynamic
graphical display systems and more focused ones such
as ACE (Breiman and Friedman, 1985), CART (Brei-
man, Friedman, Olshen and Stone, 1984) and projec-
tion pursuit (Jones and Sibson, 1987, and references
therein).

In fact, multivariate analysis appears to be entering
a revolutionary stage where the limitations associated
with classical procedures and their offspring are no
longer necessary ones. These developments are being
driven by the tremendous computational and graphi-
cal power that is here today—and more is coming!
Time will be needed not only to complete this revo-
lution but also to filter out the more effective of these

new tools and provide them with firmer foundations
and levels of understanding. All of this suggests that
the interesting theory and relevant practice of multi-
variate analysis will be (or at least badly needs to be)
quite different in a few years than it appears in today’s
books.

Still, there is no need to await the denouement of
this revolution. Already key tools are in hand that
move us well beyond the limited capabilities of nu-
merically oriented batch computing and “canned”
analyses. The critical “technologies” are: highly inter-
active computing, with each step of the data analysis
indicating what the next step should be, and rudimen-
tary statistical graphics. Most of the graphical displays
one needs are in the form of two-dimensional plots of
some sort. The plotted quantities and coordinate sys-
tems may themselves be the product of standard nu-
merical machinery, for example, a scatter plot of the
data in the space of the first two discriminant vari-
ables in a discriminant analysis. Indeed, such primi-
tive plotting capabilities are so powerful, basic and
well established for multivariate data analysis that
they overshadow in importance many other topics on
the subject.

Even in a completely conventional presentation of
multivariate analysis, we should be able to do more in
the way of capturing the underlying principles and
mathematical concepts. For example, the fundamental
role of the singular value decomposition is seldom
exploited. Another example is the interesting alter-
native motivation of principal components mentioned
by Schervish in Section 8. He points out that the first
principal component for a set of standardized vari-
ables is the linear function of them with the highest
sum of squared correlations with the individual mem-
bers of the set. In fact, there is no need to limit oneself
to linear functions of the variables: the first principal
component is the best choice among all possible vari-
ables according to this criterion. Moreover, this for-
mulation leads to an underlying statistical model that
is not only useful for explaining principal components,
but also motivates the maximum variance method of
canonical correlation analysis for several sets of vari-
ables (Kettenring, 1971).

In conclusion, both the “science” and the “technol-
ogy” of multivariate data analysis have been and are
evolving rapidly, and it is time that pedagogical con-
cerns and tools (such as books) reflect these develop-
ments adequately if they aim to be relevant and
exciting!
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I thoroughly enjoyed Mark Schervish’s review of
multivariate analysis, a subject that has been near and
dear to me for many years. The review was written in
a very light, free-flowing format that made it interest-
ing and pleasant reading, while at the same time the
points made were usually deep and insightful. I will
comment generally on the Schervish review by offer-
ing my own perspectives on multivariate analysis, and
then I will give a few brief specifics on his review. All
comments will necessarily be brief but indicative of
directions in which the field is moving.

A COMPARISON OF CLASSICAL AND MODERN
MULTIVARIATE ANALYSIS

I would like to distinguish “classical” multivariate
analysis (CMA) from “modern” multivariate analysis
(MMA). I will do so on the basis of how they compare
on various (randomly ordered) characteristics.

1. Distribution theory. In CMA, the theory derives
largely from the multivariate normal and Wishart
distributions. It also is concerned with the study of
the distribution of latent roots of random matrices.

In MMA there is increasing focus on non-normal
inference and distribution theory. It is based upon
nonabsolutely continuous distributions, such as the
mixed discrete and continuous distributions, or
the mixed singular and absolutely continuous distri-
butions, exemplified by the multivariate exponential
distribution. Focus has shifted away from the latent

* root distributions because the models that require
them have languished for lack of use.

2. Estimation. In CMA, the emphasis was on MLE
and moment estimation. In MMA there has been a
substantial shift in emphasis to Stein-type estimation,
empirical Bayes estimation and Bayes estimation.
This shift is natural with the improvements in mul-
tidimensional estimation achievable by using higher
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dimensional shrinkage estimators (for dimension
greater than two) and by introducing subjective prior
information into a problem in a formal way.

3. Noncentral distributions. In CMA, power calcu-
lations demanded the development of various noncen-
tral distributions, such as the noncentral Student ¢
and noncentral F distributions, the Hotelling T3 dis-
tribution and the noncentral Wishart distribution,
which arose in coefficient estimation for simultaneous
equation systems.

In MMA a unified theory of noncentral distribu-
tions has developed around the theory of hyper-
geometric functions of matrix arguments, zonal
polynomials and generalized distributions.

4. Distribution theory of sample estimators. CMA
was deeply concerned with the distribution theory of
sample estimators, although the introduction of the
“bootstrapping” technique (Efron) and the technique
of simulating complicated multivariate distributions
by simulating functions of known distributions (Kass)
have liberated modern multivariate analysts from
their former distributional burdens of having to
develop the distributional theory of complicated
multivariate distributions.

5. Discrete multivariate analysis. CMA dealt with
discrete data by means of traditional contingency table
analysis, i.e., estimating cell probabilities by MLE.

MMA is more concerned with analyzing discrete
data by using multivariate log-linear and logistic
models; by using models involving ordered categories
and by using both dimensions of a contingency table
simultaneously to study categorical data, by means of
“correspondence analysis.”

6. Factor analysis. CMA was wary of the factor
analysis approach and was concerned with centroid
solutions, rotations, maximum likelihood factor anal-
ysis and exploratory factor analysis (rather than
confirmatory).

MMA has become more accepting of the factor
analysis approach. Today the emphasis has shifted
to confirmatory factor analysis, Bayesian factor anal-
ysis methods and to nonparametric factor analysis



