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SOME MISCELLANEOUS PROPERTIES AND APPLICATIONS OF
CERTAIN OPERATORS OF FRACTIONAL CALCULUS

Shy-Der Lin and H. M. Srivastava*

Abstract. In recent years, various operators of fractional calculus (that is,
calculus of integrals and derivatives of arbitrary real or complex orders) have
been investigated and applied in many remarkably diverse fields. The main
object of this paper is to consider some miscellaneous properties and applica-
tions which are associated with several fractional differintegral operators. We
first investigate, in a systematic and unified manner, various families of series
identities which emerged in connection with some of these fractional differin-
tegral formulas. By using such operators of fractional calculus, a number of
integral formulas as well as fractional differintegral formulas involving inverse
hyperbolic functions are also evaluated.

1. INTRODUCTION, DEFINITIONS AND PRELIMINARIES

During the past three decates or so, the extensively-investigated The subject of
fractional calculus (that is, calculus of integrals and derivatives of any arbitrary
real or complex orders) has been investigated rather extensively due mainly to its
demonstrated applications in numerous seemingly diverse fields of science and
engineering (see, for details, [1, 11-13, 20, 45-47, 53] and [56]). One of the
operators of fractional calculus, which has presumably been used in the literature
most commonly and most widely, is the Riemann-Liouville fractional differintegral
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operator D of order u (u € C) given by Definition 1 below (see, for details, [4,
Chapter 13], [12, 20, 45, 47] and [53]).

Definition 1. The (Riemann-Liouville) fractional differintegral operator D% is
defined by

DE{f(2)}

; : z— —pu—1
(1) B F(—M)/o( ¢) f(O)d¢  [R(p) <0
%{D‘;—n{f(z)}} [n—1=R(p) <n; neN],

provided that the defining integral in (1) exists.
Throughout our present investigation, we denote by R and C the sets of real
and complex numbers, respectively. Furthermore, we have

Np:=NuU{0} and N:={1,2,3,---}.

It readily follows from Definition 1 that

) DY {z’\} = % AT RO > 1.

In terms of the Srivastava-Daoust multivariable hypergeometric function defined
by (cf. [57] and [58]; see also [9], [60, p. 37 et seq.] and [62, p. 64 et seq.])

(aj; 043», T ’ay))1 p : (03’73)1,@ A (CS’T)”VJ(’T))I qr ;

2;7311::;;5;‘ (r) (r) s(r) o

. (ba‘? (A )M (5 05) 4y (dj ) 0; )1,m7- ;
P a1 , ar ()
0o jl;ll (aj)TL1<X9+“‘+TL7-Oé§T) jl;ll (Cj)nlry;, o .jl;ll (Cj )"T’Y;T) Zill le,m‘
= Z ¢ mq m, nq! o 17

, U - " IS 1! ny!

n1y M =0 jl;ll (bj)nlgg.x_“A-knTB;” jl;ll (d.{j)nlé; o 1;[ (d§ ))nﬂsy)

in which the multiple hypergeometric series converges absolutely under the
parametric and variable constraints detailed in the aforecited works and (\),, denotes
the Pochhammer symbol (or the shifted factorial, since (1), = n! for n € Ny) given
(for A\, v € C and in terms of the Gamma function) by

p()\+y):{1 (v=0; e C\{0})

@ (A, = L (\) AA+1)---A+n—-1) (wv=neN; Xe(),
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we recall the following potentially useful analogue of a well-known result [62, p.
303, Problem 1] for the familiar Riemann-Liouville operator DY (cf. [19, p. 54,
Equation (3.13)]; see also [14, p. 1178, Equation (2.3)]):

D?_M{ At H{ 1—a z“J a’}}

(5)
_ I ph—1 plilil g pir) (o, D)oo (o, 1) ay 2", a2
IN(D) BO O (g ) e ; o
RA) >0; pj >0 (j=1,---,7r); max{|ag 2"'|, -, |ar 2"} < 1].

By applying the reflection formula for the Gamma function:

s

(6) M)l —2) = (z€ C\Z; Z:={0,£1,£2,---}),

sin(7z)

we can easily rewrite (5) as follows:

L u] . _ T(1—p) sin(mp) i
D {ZHH{l_a’Z }}_F(l—)\) sin(r\) - 1

()
T (A;Mlv"'vu):(alvl);"';(avl);
Fll%) 10 [ ' ' ap 2" ap 2T
(b pas s ) SR ;
[R(A) >0; 5 >0 (j=1,---,7); max{|ag 2"|,---,|ar 2"} < 1].

We next recall that, in a series of recent investigations dealing with power,
composite, rational, exponential and logarithm functions as well as many other
special functions, Nishimoto et al. and other authors (cf., e.g., [27-43]; see also [7,
17-19, 21-24, 54, 55, 61]) made use of a certain fractional differintegral operator
N [that is, fractional derivative operator N’/ of order v € C when R(v) > 0 and
fractional integral operator A2 of order v € C when R(v) < 0] (see Definition
2 below), which is based essentially upon the familiar Cauchy-Goursat Integral
Formula (see, for details, [65, Chapter 5]).

Definition 2 (cf. [25, 26] and [63]). If the function f(z) is analytic (regular)
and has no branch points inside and on C, where
(8) C:={C,C"},

C~ is a contour along the cut joining the points z and —oo + iJ(z), which starts
from the point at —oo, encircles the point z once counter-clockwise, and returns to
the point at —oo, C™ is a contour along the cut joining the points z and co +iJ(z2),



2472 Shy-Der Lin and H. M. Srivastava

which starts from the point at oo, encircles the point z once counter-clockwise, and
returns to the point at oo,

5 (v +1) f(Q)
) NAS(2)} = o /C (C— z)vH1 d¢

(wveC\Z; Z7:={-1,-2,-3,---})
and

(100  NT{f(2)} = lim {NZ{f(2)}}  (neN:={1,2,3,.-}),

where ¢ # z,

(11) —rmSarg((—z2)sw for C7,
and

(12) 0<arg((—z)<2r for CT,
then

NAFR)})  R(v) >0
is said to be the fractional derivative of f(z) of order v and
NAFR)})  Rv) <0]
is said to be the fractional integral of f(z) of order —v, provided that
(13) NAf(2)} <00 (veC).

Remark 1. Throughout our present investigation, in case the differintegrated
function f(z) is a many-valued function, we shall tacitly consider the principal
value of f(z).

We choose to recall here the following potentially useful lemmas and properties
associated with the fractional differintegration which is given by Definition 2 above
(cf., e.g., [25] and [26]).

Lemma 1. (Linearity Property). If the functions f(z) and g(z) are single-valued
and analytic in some domain 2 C C, then

(14)  NY{k1 f(2)+h2 g(2) }=hk1 NZ{f(2)}+ha NV {g(2)}  (v€C; 2€9)

for any constants k1 and k.
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Lemma 2. (Index Law). If the function f(z) is single-valued and analytic in
some domain Q C C, then
NEANEf ()} = MET{f ()} = MENE{F(2)} )

(ME{f(2)} #0; NZ{f(2)} #0; p,v €T 2 €Q).

(15)

Lemma 3. (Generalized Leibniz Rule). If the functions f(z) and g(z) are
single-valued and analytic in some domain €2 C C, then

16) N {f(2) - 9(2)} = Z()NV ")) AMe())  weCize)

where N7*{g(z)} is the ordinary derivative of g(z) of order n (n € Ny := NU{0}),
it being tacitly assumed (for simplicity) that g(z) is the polynomial part (if any) of
the product f(z) - g(z).

Property 1. For a constant ),

(17) Nz”{e’\z}:)\”e’\z A#£0;veC; 2€QC)
and
(18) Nz”{e_’\z} — TV \V e AN#£0;veC; zeC).

Property 2. For a constant \,

N () i LX)
(19)
(ue(C; z € C\ {0}; '%'<oo)

Property 3. For a constant ),

N (z =)} =e7™ 72&?__)\?) (z =)
20) I'(v—A\)
<VG(C; z€ C\{c}; ceC; 'W' <oo>.

By suitably applying Property 3 in conjunction with the definition (3), it is not
difficult to derive the following analogue of the fractional differintegral formula (5):
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NZA—M{ZA—1 H {(1 oy ) }} _ ?S = /)g e—imA—p) 1

j=1
(21)
o b N, ) s (0, 1) 5o (ap, 1)
(5 1, - s i) e ;
I(1—
<‘F21—/;; <095 'uj>0 (j:1,---,7"); max{‘al z’“\,---,\ar ZW‘}<1>7

which may be compared with the fractional differintegral formula (7).

In a considerably large number of recent investigations (some of which have
already been referred to above), several fractional differintegral formulas involving
the fractional differintegral operators DY (u € C) and N¥ (v € C) were derived
by applying such fractional differintegral formulas as those depicted above in (for
example) Equations (2), (5), (7) and (21), Lemma 3, Property 2 and Property 3.
Some of these fractional differintegral formulas were also shown to lead to several
closely-related series identities (see, for details, [14, 15, 36] and [44]). Each of the
fractional differintegral operators DY (1 € C) and N¥ (v € C) has indeed been
investigated and applied in many remarkably diverse fields. In the present sequel
to some of these earlier works, we consider several miscellaneous properties and
applications which are associated with each of the fractional differintegral operators
DY (u € C) and N (v € C). We first investigate, in a systematic and unified
manner, various families of series identities which emerged in connection with some
of the fractional differintegral formulas referred to above. We then use such operators
of fractional calculus with a view to deriving a number of integral formulas as well
as fractional differintegral formulas involving inverse hyperbolic functions.

2. SERIES IDENTITIES DERIVED BY MEANS OF THE FRACTIONAL
DIFFERINTEGRAL OPERATOR N

The series identities (22) and (23) asserted by Theorems 1 and 2, respectively,

were derived recently by Nishimoto [36] and Nishimoto et al. [44] by comparing
different expressions which they obtained for the following fractional differintegrals:

N2 {tog ([ =02 = =d)} and A7 {log<[m—cr—d>}.

Theorem 1. (cf. [36, p. 35, Theorem 4]). The following series identity holds
true:
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S () ()

(22) —om=

> 2€—|— c+Vd ‘ c—d ‘ c ¢
-2 3 K(sz) +<<z—b>2> 2((6))]
<\z—b\ >max{\c\,\/g};ze<C\{b}),

provided that each of the series involved is absolutely convergent.

Theorem 2. (cf. [44, p. 22, Theorem 3]). The following series identity holds

true:
= (2m)e T (50+m+7) c N/ od\™
23) fzgmzl m'zmr(%“m) (m) (ﬁ)
L &I ) [(enva) | (e-va) N
) () ]
<M>max{\c\,\/&}; z € C\{b}>,

provided that each of the series involved is absolutely convergent.

Remark 2. In their statements of Theorems 1 and 2, respectively, Nishimoto [36,
p. 35, Theorem 4] and Nishimoto et al. [44, p. 22, Theorem 3] also included the
trivially obvious special cases of the assertions (22) and (23) wheny =n (n € N).

In the existing literature, there are remarkably many families of interesting (and
potentially useful) series identities. We choose to present an important member of
one of these families of series identities, which is due to Chen and Srivastava [2,
p. 586, Equation (2.10)], as Theorem 3 below.

Theorem 3. Let {Q(n)},en, be a bounded sequence of complex numbers.
Then

= €+2m )ty (4= 3), (@+29)" ()™
24) ZZO . ZZOQ”m @u_1), 0 ml

provided that each of the double series involved is absolutely convergent.

By letting u — % and by setting 1 = % in the assertion (24) of Theorem 3, and
then making use of the following hypergeometric reduction formulas [50, p. 461,
Entry 7.3.1.106]:
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e en| T e =0 va) P vE) Y

)\,)\—1—%; ]
z

and [50, p. 461, Entry 7.3.1.107]:

)\,)\—1—%;

2 z] :2( 1 [(1_\/2)1_2,\_(1_'_\/2)1—2/\}7

(26) oF 5. Do)z

respectively, Lin et al. [15] derived two general series identities which are
asserted by Theorem 4 below (see also a recent paper [64] dealing extensively
and systematically with the theory and applications of such hypergeometric reduction
formulas as (25) and (26) above).

Theorem 4. (cf. [15, p. 744, Theorem 3]). Let {Q(n)}nen, be a bounded
sequence of complex numbers. Then

S SN W (z+y)'+@—y)
(27) Eg;sne+2m)ﬁ-@mﬂ——§;%QW)< 7 )
and
S oy 1 (z+y™—(z—y™
Qw(%;fumﬂm)ﬁ'@m+nﬂ“§;%Qw)( 0+ 1)! )’

provided that each of the double series involved in the assertions (27) and (28) is
absolutely convergent.

Remark 3. As already observed by (for example) Lin et al. [15, p. 745], the
hypergeometric reduction formula (26) is an essentially differentiated version of the
hypergeometric reduction formula (25), since it is easily verified that [51, p. 69,

Exercise 1]
A, A
v; v

The details involved may be left as an exercise for the interested reader.

(29) % { o b

v+ 1;

A1, 041, ]
Z .

Upon suitable specializations of the complex sequence {£2(n) },en,, €ach of the
assertions (27) and (28) of Theorem 4 would easily yield a remarkably large number
of series identities including (for example) those in the class of series identities
represented in Theorems 1 and 2. Here, in our present investigation, we derive
the following unification and generalization of Theorems and 2 by applying only
the first assertion (27) of Theorem 4. Analogous series identities can similarly be
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derived by appying the second assertion (28) of Theorem 4.

Theorem 5. The following series identity holds true:

(%E—i—m) - (2m), F(rj(€+2m)+fyj)

oo 0 J J
§ § xﬂ 2m

<
=

Y

=0 m=1 m - £! ﬁ F(Sj(€+2m) +5j)
j=1
. f‘[ L(ri€ + ;)
(30) =5 > le [(z+9)" + (z —y)" — 227
=0 T] T (s;¢+6;)
=1

[7"j,$k;€R+ (]:177p7 kzlv?Q)7
provided that each of the series involved is absolutely convergent.

Proof.  First of all, upon setting

ﬁ1 (rjn + ’YJ)

(31) Q(n)

J

q

HF(Sjn+5j)

7=1

[neNo; rj,sk€R+ G=1,--,p;k=1,---,q);
v €C (j=1,---,p); 6 € C\ZJ (jzl,---,q)]

in the first assertion (27) of Theorem 4, we find that

o (C+2m) T]T(rs(0+2m) +75)
0

& j=1 x( y2m
;mz:: ﬁF(SJf—i—Qm +6) o (2m)!
(32) ~
1 & ,1:11 <TJ€+%)
=325 [+ )" + (= —9)"].
£=0 H1 (8¢ 4+ 0;5)

We denote, for convenience, the first member of (32) by S(z,y) and observe
from the definition (4) that

(+2m)! TU+2m+1) (3 0+m)-(2m),

o@2m)  OAT2m+1) m -0 (¢ € No; m € N),
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which readily yields )
o oo (E2m) TTT(rj(0+2m)+;)

S(a,y) =) ) = % (gm)!

iSom=0 T1T(s;(¢+2m)+6))

(3 ¢4+m)-(2m), L(r;(¢+2m) +7;)

=

(33) _ Z Z - J xﬂ y2m
(=0 m=1 m -0 T] T(s; (€ + 2m) + §;)
j=1
p
00 H F(ij + ’YJ)
s

If we substitute this last expression for S(z,y) from (33) for the first member of
(32) and transpose the resulting single ¢-series to the right-hand side of (32), we
shall arrive at the assertion (30) of Theorem 5 under the constraints stated already.

Alternatively, we can prove the assertion (30) of Theorem 5 directly by appealing
to the hypergeometric reduction formula (25), that is, without using the assertion
(27) of Theorem 4. Indeed, if in the left-hand side of (30), we set

L— 0 —2m 0<m< g];&meNo

and make use of the following well-known series identity for a suitably bounded
double sequence {A(¢,m)}smen, (see, for example, [51, p. 57, Lemma 11 (7)]
and [62, p. 100, Lemma 2 (3)]):

oo [£/2]

(34) > AWM= AL —2m,m),
£,m=0 =0 m=0
we find for the first member of (27) that
O(z,y) )
o (3 €+m)-(2m), HIF(Tj(f +2m) + ;)
=

q
=0 m=1 m -0 T (s (¢ + 2m) + §;)
i=1

) ,
o oo ((+2m)1 T T(r; (€ +2m)+7;) oo & 11 T (ril+)
o

35 — Jj=1 7j=1 Y
( ) - Z Z q (27’77,)' - q €T
£=0 m=0 11 I’(SJ(€+2m)+5j) =0 T T (s;¢+ ;)
j=1 j=1
D
00 ,l:IIF(Tje'i"YJ) _g,_ﬁ_i_l’ y2 00 1:[1F<7“j€+’)g)
_ Z J; 2’ o F 2" 2 % g _Z Jq— zt,
= RO Lo S Iree)
Jj=1 j=1
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which, by applying the hypergeometric reduction formula (25), yields

O(z,y)
= ﬁf(%‘“%‘) = EF(W“%)
2 ;:;Jﬁr( 1+ 6)) [(x—l—y)é-l-(x—y)é]—;%lr( il +6;) o
(36) =R =R
L& jljlr(ijJr%) ) .
“3 2 K [+ 9) + (2 —y) —227],

<.
Il
—_

which evidently completes our alternative demontration of (30) under the hypotheses
stated already with Theorem 5. [ |

Remark 4. The assertion (22) of Theorem 1 would follow readily upon
specializing Theorem 5 by setting

c Vid
p=q=1, =5 (=7 61=1), z EEDE and y e
<\z —b* > max{\c\, \/&} ; 2€C\ {b}) )
Theorem 2, on the other hand, is a special case of Theorem 5 when
1 c Vd
pq’ﬁSl?(%Wl)w\/Tb RV

<\/m>max{\c\,\/&}; z GZ(C\{b}>

Remark 5. Just as we have demonstrated above in our alternative proof of
Theorem 5, each of Theorems 1 and 2 can be proven directly by applying the
hypergeometric reduction formula (25). The details involved are being left as an
exercise for the interested reader.

3. EvAaLuATION OF INTEGRALS BY UsING FrRacTiONAL CALCULUS

In this section, we propose to illustrate how several elementary integrals can be
evaluated by using fractional calculus.

Example 1. Consider the following elementary integral:
(37) Iy := / 2" (azf +b)° dz

where (and in what follows) the lower terminal of the integral can be specified
appropriately. By suitably applying the fractional differintegral formula (5) with
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r=1 and )\:/.L—IZH+1 (al:_%§a1:—5§ﬂlzp>,

it is not difficult to find from (37) that

g zn—f—l
1 pu—

a
* 1 —0.1): 2 P P}
k41 Q\Ijl |:(/<‘3+ 7p)7( g, )7(’%—’— 7p)7 bz

[R(k) > —=1; p>0; b#0],

(38)

in terms of the Fox-Wright function , W7 defined by the following special case of
the Srivastava-Daoust multivariable hypergeometric function (3) when » = 1 (cf.
[5, 66] and [67]; see also [3, p. 183] and [60, p. 21])

qu:; [(a1, A1), -+, (apv Ap) ; (b1, B1), -+, (bq, Bq) ; 2]

k

_ i (C’Jl;Alk "'(ap)Apk z

k=0 (bl Bk "'(bQ)qu k!
@ o LO0 Ty A
T(ar) ---T(ap) 7 (b1, B), -+, (bg, By);

q p
7=1 j=1

where the equality in the convergence condition holds true for suitably bounded

values of |z| given by
D A q 5
< (T4 - TIB7 |-
j=1 j=1

Clearly, we have (see, for details, [59, p. 19])
p\PZ [(a171)7 7(ap71);(blvl)7 7(bqvl)7z]

(40) _ ai, -, ap; _F(bl)"'r(bq)
_qu[bl, by z]_r<a1>---r<ap> e

and (see, for details, [6])

U (a17A1)7 7(a’p7Ap);
PEq LR
(b17B1)7 7(bquq)7
(41)
_Hl,p _ (1—0,1,141), "'7(1_a'p7Ap)
Pt (071)7(1_617B1)7 7(1_bq7Bq)
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in terms of the familiar and widely-investigated F* and H functions, respectively
(see also [61]).

Remark 6. By using the definition (39) and such relationships as (40), we can
derive a number of simpler cases of the integral formula (38). In particular, when
o=mn (n € Ny), we find from (38) that [49, p. 27, Entry 1.2.2.7]

2" (azf +b)" dz =
(42) / kzg k K+ pk +1

[n €Ny R(k) >—1; p>0].

n <n> ak bn—kzn—l—pk—l—l

Example 2. By simple changes of the variable w of integration, the problem of
evaluation of such integrals as

w w 1 w w
/ log(logw) dw, / < ) dw and / e dw
log w

can be reduced to that of the evaluation of integrals of the following class:

n—oo

z z p\ "
(43) Iy = / 2% ¥’ dz = lim z" <1 + %) dz,
which, upon evaluation by means of the fractional differintegral formula (5) with

r=1 and A=pu—1=r+1 (alz—g'a1=—5;u1=p>7

b7
yields
7 _ lim o¥] [(m+1 ), (—n,1); (k42 )'—gz”}
(44) 2_I€+1n—’0021 ' P)s ) ) yP); n
[R(k) > —1; p>0].

Since

_ 1) (n— 1

E n;Z:n(n ) /Sn k+ )_>1 as n— oo (k:O,l,---,n),

-n n

we find from (44) that

z o zn—l—l
/ e e = Z W [ 1, ) (2, ) 0

ak zn—l—pk—l—l

(45) =Y G kT D H [R(K) > —1; p>0].
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Remark 7. In terms of the incomplete Gamma function ~(z, ) defined by

(46) v(z, @) := /0 " letdt = % 1P (o a+1;—2)
R(z) > 0; arg(a)| S7—¢ (0<e<m),

a special case of the integral formula (45) when p =1 and a = —a can be put in
the following form [49, p. 137, Entry 1.3.2.3]:
? K -z 1
47) /0 2P e ¥ dz = sy v(k + 1, az) [R(k) > —1].
Remark 8. In an obviously exceptional case of the integral Z, in (43) when
k= —n (n € N), if we further set p = 1, we can apply Lemma 3 with
v=-1, f(z)=2"" (neN) and g(z)=e*
so that
(48) / =S (N ey L ey e
2" —~\k z dzF '
Since, by definition,

()2 DDA 6D ey

by separating the infinite sum into three parts as follows, we find that

z ,az az n—1
e_ dz = € + %% <Z(_a)k—1 Nz—k {Z_n}

AL azm P
+Z(_a)k—1 Nz—k {z—n}>
k=n n—1
_ et” az k-1 —k -n
= +e <kz;( a)* PN {2}

S AT ) e
k=0

(49)

If we set
A=-n and v=-k

in Property 2, we get

Nk {zn) — gink L(n—k) .,

50 n—k—1)1 ,_,
= (1" (n—1)! 2

(k€{0,1,2,--- ,n—1}; neN).
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We now recall the following easy consequence of Lemma 3 and Property 2 [26,
p. 69, Equation (27)]:

”_1 n k-1 n
(51) N "{logz} = llogz — Z <k>] (n e N),

k=

which, by means of the familiar combinatorial identity (see, for example, [8, p. 6,
Entry (1.45)]):

(52) nz_:: ”“():n(—l]gk_l(?;):kzi% (neN),

k=1

assumes a remarkably simpler form given by
(53) N, {logz} = % (logz — Hy,) (n € Np),
where H,, denotes the harmonic numbers defined by
|
(54) H, ::Z:E (neN; Hy:=0).

Next, by operating upon both sides of the fractional differintegral formula [26,
p. 51, Equation (12)]:

i7ry

(55) S = gy los? (veC IP)| < )
by N, ™ and applying the result (53), we find that
(56) A
Nt e = = N o)
——lf(z) z—'(logz H,) (veC: [0W)| < oo neN),

Finally, upon setting
v=m and n—~n-—-m (m < n; m,n €N)

in this last result (56), we obtain

ez7rm zn—m

(67) N = e

(logz—Hym) (m <n; m,neN)
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in terms of the harmonic numbers H,, defined by (54). An obviously erroneous
version of the fractional differintegral formula (57) was presented and applied in a
recent paper by Salinas de Romero et al. [52, p. 57, Equation (8)].

By appropriately applying the fractional differintegral formulas (50) and (57) to
the last member of (49), we are led eventually to the following integral formula:

Z o0z p 0% 9% n—1 (TL — k- 1)! . ak_l
n = n _ | Z n—k
z az (n—1)! — z

(58) 0 n—i—k—l k
Z log z — Hy,) %) (n € N),
k=0 '

which, for n = 1, yields

z o0z 0 (_az)k
—dz=¢e" |1 1 —H
(59) / - dz=e < 0gz+ ;.;1 (log z — Hy) 2 >

in terms of the harmonic numbers H,, defined by (54).

By means of a known relationship [10, p. 363, Entry (55.7.2)] of the infinite
sums in (58) and (59) with the exponential integral Ei(z) (see also [16]), the integral
formulas (58) and (59) can be shown to be essentially the same as the known results
[49, p. 138, Entries 1.3.2.11 and 1.3.2.12].

Example 3. Consider the following integral:

z
(60) e ::/ 2" sinz dz,

which can be evaluated, for different constraints upon the parameter «, by applying
the method (using Lemma 3 and Property 2) mutatis mutandis. We thus find that

(61) /z 2% sinz dz = 2"t Z it 1;k sin <z + kg) [R(k) > —1],
k=0

k+1

(62) /zz” sin z dz- k(Z)k' 2" % sin <z - (k—;l)w) (n € No)

and

(63)

— n—+k)mw
_Z%(k! (10gZ—Hk)COS<Z+( 5 )] (neN),



Some Miscellaneous Properties and Applications 2485

each of which may be compared with the corresponding known integral formulas
recorded by (for example) Prudnikov et al. [49], H,, being the harmonic numbers
defined already by (54).

Remark 9. In its special case when n = 1, this last integral formula (63)
reduces to the following interesting form:

(64) /z sin 2 dz:—i(_z')k (log z — Hy,) cos <Z+M> _
k=0 )

z k 2

4. APPLICATIONS OF FrRAcCTIONAL CALCULUS INVOLVING
INVERSE HYPERBOLIC FUNCTIONS

In a recent paper, Prieto et al. [48] considered several applications of the
fractional differintegral operator \V¥ involving the inverse trigonometric functions
sin~! z and cos™! z. Salinas de Romero et al. [52], on the other hand, considered
analogous applications involving the inverse hyperbolic functions sinh~! z and
cosh™! z. Here, in the present section, we show how such fractional differintegral
formulas as (for example) (2) or (5) can be applied to derive, in a relatively simpler
manner, several n-fold integral formulas for various inverse hyperbolic functions.

Theorem 6. Each of the following n-fold integral formulas holds true for the
inverse hyperbolic functions involved:

D" {sinh_1 z}

(65) ntl 111 1 3
i < 1'—n+1,§n+§;—22> (neN; |z]<1),

=2 R (ZZ
(n+1)! *72\272° 772

D" {sech_1 z}

2" o= (—1)Ft E1 1 11 )
(66) :H[ZT Fy —5,5,1;512—1—5,512—1—1;2 —logz+H,

)

"l (—1)Ft E1 .1 11 )
67) = ] [ZT 3Fy <—§, §,l;§n+§,§n+1;—z )—logz—i—Hn

and
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D" {tanh_1 z}

(68) Hntl

1 1 1 3
e F — 1 1'_ 1 — . 2 N. 1
(n+1)'32<27 ) 72n+ 72n—|—272> (ne 7‘Z‘< )7
where H,, denotes the harmonic numbers defined by (54).

Proof.  For the inverse hyperbolic function sinh~" z, it is fairly well known
that

sinh ™!z = log <z +V1+ 22>
(69) - {(1+ 22)_%}

113
=2z ol <§7 35 —22> (lz| < 1).

In light of the fractional differintegral formula (2) or (5) (with A = x—n = 1) and
the Legendre duplication formula for the Gamma function:

22z—1

(70) r(22) = = T(:)T <z + %) ,

the first assertion (55) of Theorem 6 would follow easily when we apply the operator
D" upon the second (or, alternatively, the third) member of (69).
Next, for the inverse hyperbolic function sech™'z, we have

14+v1—22
sech™'z = log <¥> = log <1 +vV1-— 22> —log z
z
(71)

k
2

© 1)kl
:Z( 12 (1-22)

k=1

—log 2,

which, in view of (5) in conjunction with the following easily derivable fractional

differintegral formula by the principle of mathematical induction on n € N [see also

Equation (53)]:

zn
!

(72) D "{logz} = — (logz—H,)  (n€eN),

n!
readily yields the assertion (65) of Theorem 6. Formula (72) is, in fact, an obvious
special case of the following known result (cf., e.g., [4, p. 188, Entry 13.1(24)]):

'(A+1)
14 A —
D% {z Ing}_F(A—M—i—l)

[R(A) > —1; peC]

ATH logz+1p(A+1) — (A —p+1)]
(73)
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when

A=0 and pu=-n (n e N),
since
(74) Y(n+1)—y¢(1)=H, (n€Ny),

in terms of the Harmonic numbers H,, given by (54), (z) being the Psi (or
Digamma) function defined by

(7)) ::d% D(2)} = 1;/((;) or  logl(z) = /1 T (r) dr.

In order to prove the assertion (67) of Theorem 6, we observe from (69) that

1 14+vV1+22
csch ™!z = sinh ™! <;) =log (%) =log <1—|—\/ 1+22> —log 2

S Dp (L
k=1

which, just as in our demonstration of (65), leads us easily to (67) by means of the
fractional differintegral formulas (5) and (72).
Finally, we can similary prove the assertion (68) of Theorem 6 by noting that

(76)

—log 2,

1 1+2 1 3
h™lz=21 =z o (2,1;5;22).
(77) tanh™" 2 5 og<1_2> ) 1<2, 727,2)
The details involved may be left as an exercise for the interested reader. ]

4. FURTHER REMARKS AND OBSERVATIONS

In this concluding section, we present the following general fractional
differintegral formulas involving the operator A/, which are proven by appealing
appropriately to such fractional differintegral formulas as those depicted in (for
example) Lemma 3, Property 2 and Property 3 of Section 1 (cf. [19, p. 53,
Equations (3.6) and (3.7)] and [17, p. 92, Equation (2.4)]; see also [15, p. 740,
Theorem 1]):

78
(78) e (z—a)"HV

: _ ¢
= F(—/i) oWy |:(V_ K, M)v (_’%7 1)7 (_’%Mv M)v (Z—Oé)“:| ’

eIV SRV

(79) N:{(Z“—C)R}:W 201 [(V—fw p)s (=, 1); (=kp, M);z%]

and
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e |

&0 _ i r)(\/:) (A(ji:)ezig i (Z) (Z) 0 (_%y

oWy [(1/ —l+ko,0),(k,1); (ko,o); W%)"]
¢

md)’

it being provided that both sides of each of the assertions (78), (79) and (80) exist.

The fractional differintegral formula (86) is equivalent to a result proven recently
by Nishimoto [28, p. 37, Theorem 1 (i)]. The fractional differintegral formula (79),
on the other hand, can easily be rewritten in the following form by appealing to the
relationship (41) with the Fox H-function:

—iTV KUV
(81) N:{ (z“—c)*’”} =g s [—i

<oa7é0;)\7é0;J€R+;

(1+’%M_V7M)7(1+’%71) ]

0,1), (1 + Kp, p)

provided that each member of (81) exists.
In light of the following rather elementary property of the Fox H-function
involved in (41) and (81) (see [59, p. 15, Equation (2.3.6)]):

o T A, - (a4
z Hp,c} z
(b1, B1), -+, (bg, By)
(82)
A A A, A
:ngn . (a1+0_ 1, 1)7 7(a’p+0- Y2 p) (O'G(C),
’ (b1 +0B1,B1), -+, (bg+ 0By, By)

we can at once rewrite the fractional differintegral formula (81) in its equivalent
form:

N;{(z“—g)"“}

(83) e—iwy s (_C)H—(n/u) . C (1 +K—-v, M) , <1 + 57 1)
- I'(—k) 2,

which, in fact, corresponds precisely to one of the main results of Saxena and
Nishimoto [54, p. 59, Theorem 1] (see also [19] and [55]).
Upon setting
p=1, A=« and uw=7p0,
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the fractional differintegral formula (80) can be reduced fairly easily to the following
remarkably simple form:

NY { az+p _ —im ao”
z [(az + ﬁ)a — C]H} - ¢ (az + ﬁ)u—i—na—l

. N C
(64) . [mm_ 1,0), (s, 1); (k0 1“’)7m]
S
(a;«é(l o eR™; (az + )7 <1>'

Moreover, in its further special case when
k=c—-1=1, a=a, (=0 and ¢ =b%— ac,
the fractional differintegral formula (84) would readily yield

y az+b
N {a22+262+c}

) a v+1
@ e () e L. .2

b2 —ac
(az +b)?

<1).

b2 —
<a22+262+c;&0; a#0; T'(v+1)| < oo '(azfab;

which can easily be rewritten in the following equivalent forms:
y az+b
N {a22 +sz+c}
v+1 o0 2 m
, a v+2m b —ac
86 =e "™ 1 —
(86) c v+ )<az—|—b> mz: < 2m ) <(az—|—b)2>

=0
<1)

2 _
<a22+262+c;&0; a#0; T'(v+1)| < oo ‘(szc;c

)2
and
y az+0b
N {a22+262+c}
" Lol
v — UV - =V .
(87) =e ' = 2By | 2 22 P U ac
az+b 1 (az+b)?
2

b —
<a22+262+c;&0; a#0; T'(v+1)| < oo ‘(azfab; <1>.

The fractional differintegral formula (73) happens to be one of the main results
proven recently by Nishimoto and Miyakoda [41, p. 56, Theorem 2(i)]. More
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interestingly, by appealing appropriately to hypergeometric reduction formula (25),
we can deduce a remarkably simpler (closed-form) version of the fractional
differintegral formula (87) given by

AV az+b . a \"!
- 0 === = —e
“ laz?2 +2bz+c 2 az+b

—u—1 —v—1
2 _ 2 _
88) . |14 VE—oac Lo Vb ac
az—+b az—+b
b2 — ac

<),

Numerous obvious further special cases and applications of each of the fractional
differintegral formulas (78), (79) and (80), as well as of their aforementioned and
other corollaries and consequences (see also [15]), can be found to be derived in
a considerably large number of recent investigations which appeared and continue
to appear in the Journal of Fractional Calculus (see, for details, [7, 22-24, 32-35,
39] and [42]; see also many of the closely-related earlier as well as more recent
references cited in our bibliography). For instance, Miyakoda [22] considered an
obvious special case of the fractional differintegral formula (78) when

<a22+262+67&0; a#0; T(v+1)| < oo;

1
w=m and kK== — (m,n € N).
n
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