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Received 7 February 2014; Accepted 29 April 2014; Published 18 May 2014

Academic Editor: Cemil Tunç
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The paper is devoted mainly to the study of the existence of solutions depending on two variables of a nonlinear integral equation
of Volterra-Stieltjes type. The basic tool used in investigations is the technique of measures of noncompactness and Darbo’s fixed
point theorem. The results obtained in the paper are applicable, in a particular case, to the nonlinear partial integral equations of
fractional orders.

1. Introduction

The theory of differential and integral equations of fractional
order creates nowadays a large subject of mathematics which
found in the last three decades numerous applications in
physics, mechanics, engineering, bioengineering, viscoelas-
ticity, electrochemistry, control theory, porous media, and
other fields connected with real world problems [1–5]. Let us
mention that recently there have appeared a few important
and expository monographs covering both the theory and
applications of differential and integral equations of frac-
tional order (cf. [1, 4, 6–8]).

It turns out that a lot of results of the theory of differential
and integral equations of fractional order can be considered
from a unified point of view with help of the theory of
the so-called Volterra-Stieltjes integral equations (cf. [9, 10]).
The approach applied in those papers allows us not only to
consider the mentioned theories of differential and integral
equations of fractional order from one point of view but also
to obtain deeper results with help of less complicated tools of
nonlinear analysis.

Such an approach can be also applied to investigations
associated with the theory of differential and integral equa-
tions of fractional orders in two variables.That subject of non-
linear analysis was recently studied in a few papers [11–16]. It
seems that results obtained in those papers are not sufficiently

general. The tools and methods associated with the theory
of nonlinear Volterra-Stieltjes integral equations which will
be applied in this paper are more convenient and allow us to
obtain more applicable results. Indeed, further on we obtain,
as particular cases, the existence theorems concerning both
nonlinear integral equations of fractional orders, nonlin-
ear integral equations of Volterra-Chandrasekhar type, and
nonlinear equations of mixed type. Moreover, we indicate
possible generalizations of our results to the situation of
nonlinear Volterra-Stieltjes integral equations in 𝑛 variables.
Additionally, we indicate also a few open problems appearing
in our theory.

2. Notation, Definitions, and Auxiliary Results

This section is devoted to provide the notation, definitions,
and other auxiliary facts which will be needed in our further
study.

At the beginning let us assume that 𝑓 is a real function
defined on the interval [𝑎, 𝑏]. Then the symbol ⋁

𝑏

𝑎
𝑓 will

denote the variation of the function𝑓 on the interval [𝑎, 𝑏]. In
the case when⋁

𝑏

𝑎
𝑓 < ∞we say that𝑓 is of bounded variation

on [𝑎, 𝑏]. If we have a function 𝑢(𝑡, 𝑥) = 𝑢 : [𝑎, 𝑏] × [𝑐, 𝑑] →

R, then we denote by⋁𝑞
𝑡=𝑝

𝑢(𝑡, 𝑥) the variation of the function
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𝑡 → 𝑢(𝑡, 𝑥) on the interval [𝑝, 𝑞] ⊂ [𝑎, 𝑏]. Similarly we define
the quantity⋁

𝑞

𝑥=𝑝
𝑢(𝑡, 𝑥).

For the properties of functions of bounded variation we
refer to [17].

If 𝑓 and 𝜑 are two real functions defined on the interval
[𝑎, 𝑏], then under some additional conditions [17, 18] we can
define the Stieltjes integral (in the Riemann-Stieltjes sense)

∫

𝑏

𝑎

𝑓 (𝑡) 𝑑𝜑 (𝑡) (1)

of the function 𝑓 with respect to the function 𝜑. In this case
we say that 𝑓 is Stieltjes integrable on the interval [𝑎, 𝑏] with
respect to 𝜑.

It is worthwhile mentioning that several conditions
ensuring Stieltjes integrability may be found in [17]. One of
the most frequently used requires 𝑓 to be continuous and 𝜑

to be of bounded variation on [𝑎, 𝑏].
In the sequel wewill utilize a few properties of the Stieltjes

integral contained in the below quoted lemmas (cf. [17]).

Lemma 1. If 𝑓 is Stieltjes integrable on the interval [𝑎, 𝑏] with
respect to a function 𝜑 of bounded variation, then

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑏

𝑎

𝑓 (𝑡) 𝑑𝜑 (𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤ ∫

𝑏

𝑎

󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡)

󵄨
󵄨
󵄨
󵄨
𝑑 (

𝑡

⋁

𝑎

𝜑) . (2)

Lemma 2. Let 𝑓1, 𝑓2 be Stieltjes integrable functions on the
interval [𝑎, 𝑏] with respect to a nondecreasing function 𝜑 such
that 𝑓1(𝑡) ≤ 𝑓2(𝑡) for 𝑡 ∈ [𝑎, 𝑏]. Then

∫

𝑏

𝑎

𝑓1 (𝑡) 𝑑𝜑 (𝑡) ≤ ∫

𝑏

𝑎

𝑓2 (𝑡) 𝑑𝜑 (𝑡) . (3)

In what follows we will also consider Stieltjes integrals
having the form

∫

𝑏

𝑎

𝑓 (𝑡) 𝑑𝑠𝑔 (𝑡, 𝑠) , (4)

where 𝑔 : [𝑎, 𝑏] × [𝑎, 𝑏] → R and the symbol 𝑑𝑠 indicates
the integration with respect to the variable 𝑠. The details
concerning the integral of this type will be given later.

Even more, in our considerations we will use the double
Stieltjes integrals of the form

∫

𝑑

𝑐

∫

𝑑

𝑐

𝑓 (𝑡, 𝑥) 𝑑𝑦𝑔2 (𝑥, 𝑦) 𝑑𝑠𝑔1 (𝑡, 𝑠) ,
(5)

where 𝑔𝑖 : [𝑎, 𝑏] × [𝑐, 𝑑] → R (𝑖 = 1, 2). Obviously, the
double Stieltjes integral (5) is understood as the following
double iterated Stieltjes integral:

∫

𝑑

𝑐

(∫

𝑑

𝑐

𝑓 (𝑡, 𝑥) 𝑑𝑦𝑔2 (𝑥, 𝑦)) 𝑑𝑠𝑔1 (𝑡, 𝑠) . (6)

Now, let us assume that 𝑢 = 𝑢(𝑡, 𝑥) is a real function
defined on the Cartesian product [𝑎, 𝑏] × [𝑐, 𝑑]. Denote by
𝜔(𝑢, 𝜀) the modulus of continuity of the function 𝑢; that is,

𝜔 (𝑢, 𝜀) = sup {
󵄨
󵄨
󵄨
󵄨
𝑢 (𝑡, 𝑥) − 𝑢 (𝑠, 𝑦)

󵄨
󵄨
󵄨
󵄨
: 𝑡, 𝑠 ∈ [𝑎, 𝑏] , 𝑥, 𝑦 ∈ [𝑐, 𝑑] ,

|𝑡 − 𝑠| ≤ 𝜀,
󵄨
󵄨
󵄨
󵄨
𝑥 − 𝑦

󵄨
󵄨
󵄨
󵄨
≤ 𝜀} .

(7)

Obviously, we can also consider the modulus of continuity of
the function 𝑢(𝑡, 𝑥) with respect to each variable separately.
For example,

𝜔 (𝑢 (𝑡, ⋅) , 𝜀) = sup {
󵄨
󵄨
󵄨
󵄨
𝑢 (𝑡, 𝑥) − 𝑢 (𝑡, 𝑦)

󵄨
󵄨
󵄨
󵄨
: 𝑥, 𝑦 ∈ [𝑐, 𝑑] ,

󵄨
󵄨
󵄨
󵄨
𝑥 − 𝑦

󵄨
󵄨
󵄨
󵄨
≤ 𝜀} ,

(8)

where 𝑡 is a fixed number in the interval [𝑎, 𝑏].
Further on, in order to simplify our investigations, wewill

always assume that [𝑎, 𝑏] = [𝑐, 𝑑] = [0, 1] and we will denote
by 𝐼 the unit interval [0, 1]; that is, 𝐼 = [0, 1].

Now, we recall some facts concerning measures of non-
compactness, which will be applied in the sequel. To this end
assume that 𝐸 is an infinite dimensional Banach space with
the norm ‖⋅‖ and zero element 𝜃. Denote by𝐵(𝑥, 𝑟) the closed
ball centered at 𝑥 and radius 𝑟. The symbol 𝐵𝑟 stands for the
ball 𝐵(𝜃, 𝑟).

Next, for a given nonempty bounded subset 𝑋 of 𝐸,
we denote by 𝜒(𝑋) the so-called Hausdorff measure of
noncompactness of the set𝑋 [19]. This quantity is defined by
the formula

𝜒 (𝑋) = inf {𝜀 > 0 : 𝑋 has a finite 𝜀 − net in 𝐸} . (9)

Let us mention that the function 𝜒 has several useful
properties and is often applied in nonlinear analysis, operator
theory, and the theories of differential and integral equations
[19, 20].

Notice that the concept of a measure of noncompactness
may be defined in a more general way [19, 21], but for our
purposes the Hausdorff measure of noncompactness defined
by (9) will be thoroughly sufficient.

In fact, in our further considerations, we will work in the
space 𝐶(𝐼

2
) consisting of all functions 𝑢 = 𝑢(𝑡, 𝑥) defined

and continuous on the Cartesian product 𝐼
2

= 𝐼 × 𝐼 with
real values. The space 𝐶 = 𝐶(𝐼

2
) will be furnished with the

standard maximum norm

‖𝑢‖𝐶 = max {|𝑢 (𝑡, 𝑥)| : (𝑡, 𝑥) ∈ 𝐼
2
} . (10)

It can be shown [19] that if𝑈 is a nonempty and bounded sub-
set of 𝐶(𝐼

2
), then the Hausdorff measure of noncompactness

of 𝑈 can be expressed by the following formula:

𝜒 (𝑈) =

1

2

𝜔0 (𝑈) , (11)

where

𝜔0 (𝑈) = lim
𝜀→0

𝜔 (𝑈, 𝜀) . (12)

The symbol 𝜔(𝑈, 𝜀) used above denotes the modulus of
continuity of the set 𝑈 and is defined as follows:

𝜔 (𝑈, 𝜀) = sup {𝜔 (𝑢, 𝜀) : 𝑢 ∈ 𝑈} , (13)

while 𝜔(𝑢, 𝜀) stands for the modulus of continuity of the
function 𝑢 defined by (7).

Now we recall a fixed point theorem of Darbo type which
will be utilized in our investigations (cf. [19]).
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Theorem3. LetΩ be a nonempty, bounded, closed, and convex
subset of the Banach space 𝐸 and let 𝑄 : Ω → Ω be a contin-
uous operator such that there exists a constant 𝑘 ∈ [0, 1) for
which 𝜒(𝑄𝑈) ≤ 𝑘𝜒(𝑈) provided 𝑈 is an arbitrary nonempty
subset ofΩ. Then 𝑄 has at least one fixed point in the set Ω.

Next we recall a few facts concerning the so-called
superposition operator [19]. To this end assume that 𝐷 = 𝐼

2,
where 𝐼 = [0, 1]. Let 𝑓 : 𝐷 × R → R be a given function.
Then, to every function 𝑢 acting from 𝐼

2 intoRwemay assign
the function 𝐹𝑢 defined by the formula

(𝐹𝑢) (𝑡, 𝑥) = 𝑓 (𝑡, 𝑥, 𝑢 (𝑡, 𝑥)) , (14)

for (𝑡, 𝑥) ∈ 𝐼
2. The operator 𝐹 defined in such a way is

called the superposition operator generated by the function
𝑓 = 𝑓(𝑡, 𝑥, 𝑢).

The properties of the superposition operator may be
found in [22]. For our further purposes we will only need
the below quoted result concerning the behaviour of the
superposition operator 𝐹 in the space 𝐶(𝐼

2
).

Lemma 4. The superposition operator 𝐹 generated by the
function 𝑓 : 𝐼

2
×R → R transforms the space 𝐶(𝐼

2
) into itself

and is continuous if and only if the function 𝑓 is continuous on
the set 𝐼2 ×R.

Remark 5. Let us notice that in our considerations concern-
ing the superposition operator 𝐹 generated by the function
𝑓 we may replace the set 𝐷 = 𝐼

2 by an arbitrary Cartesian
product 𝐷 = 𝐼

2 with 𝐼 = [𝑎, 𝑏] or even by 𝐷 = [𝑎, 𝑏] × [𝑐, 𝑑]

(cf. [22] for further possible generalizations).

Finally, we recall some fundamental facts associated
with fractional calculus (cf. [7, 8, 23]). To this end denote
by 𝐿
1
(𝑎, 𝑏) the space of all real functions defined and

Lebesgue integrable on the interval (𝑎, 𝑏). The space 𝐿
1
(𝑎, 𝑏)

is equipped with the standard norm. Further, fix a number
𝛼 > 0 and take an arbitrary function 𝑢 ∈ 𝐿

1
(𝑎, 𝑏).

The Riemann-Liouville fractional integral of order 𝛼 of the
function 𝑢 = 𝑢(𝑡) is defined by the formula

𝐼
−𝛼

𝑢 (𝑡) =

1

Γ (𝛼)

∫

𝑡

𝑎

𝑢 (𝑠)

(𝑡 − 𝑠)
1−𝛼

𝑑𝑠, 𝑡 ∈ (𝑎, 𝑏) , (15)

where Γ(𝛼) denotes the gamma function.
It may be shown that the fractional integral operator

𝐼
−𝛼 transforms the space 𝐿

1
(𝑎, 𝑏) into itself and has some

additional properties [7, 8, 23].

3. Main Result

Investigations of this paper are connected mainly with the
solvability of the following nonlinear quadratic integral
equation of Volterra-Stieltjes type having the form

𝑢 (𝑡, 𝑥) = ℎ (𝑡, 𝑥) + 𝑓 (𝑡, 𝑥, 𝑢 (𝑡, 𝑥))

× ∫

𝑡

0

∫

𝑥

0

V (𝑡, 𝑠, 𝑥, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥, 𝑦) 𝑑𝑠𝑔1 (𝑡, 𝑠) ,

(16)

for (𝑡, 𝑥) ∈ 𝐼
2, where 𝐼 = [0, 1].

Let us recall that details concerning the notation used in
(16) were presented in the previous section.

In order to formulate the assumptions under which (16)
will be investigated, let us denote by Δ 𝑖 (𝑖 = 1, 2) the
following triangles:

Δ 1 = {(𝑡, 𝑠) : 0 ≤ 𝑠 ≤ 𝑡 ≤ 1} ,

Δ 2 = {(𝑥, 𝑦) : 0 ≤ 𝑦 ≤ 𝑥 ≤ 1} .

(17)

We will study (16) assuming the following hypotheses:

(i) ℎ ∈ 𝐶(𝐼
2
);

(ii) the function 𝑓(𝑡, 𝑥, 𝑢) = 𝑓 : 𝐼
2
× R → R is

continuous and satisfies the Lipschitz condition with
respect to the variable 𝑢; that is, there exists a constant
𝑘 > 0 such that

󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡, 𝑥, 𝑢) − 𝑓 (𝑡, 𝑥, 𝑤)

󵄨
󵄨
󵄨
󵄨
≤ 𝑘 |𝑢 − 𝑤| (18)

for all 𝑡, 𝑥 ∈ 𝐼 and 𝑢, 𝑤 ∈ R;
(iii) the function 𝑔𝑖(𝑤, 𝑧) = 𝑔𝑖 : Δ 𝑖 → R is continuous

on the triangle Δ 𝑖 for 𝑖 = 1, 2;
(iv) the function 𝑧 → 𝑔𝑖(𝑤, 𝑧) is of bounded variation on

the interval [0, 𝑤] for each fixed 𝑤 ∈ 𝐼 (𝑖 = 1, 2);
(v) for any 𝜀 > 0 there exists 𝛿 > 0 such that, for all

𝑤1, 𝑤2 ∈ 𝐼, 𝑤1 < 𝑤2, and 𝑤2 − 𝑤1 ≤ 𝛿, the following
inequality is satisfied:

𝑤
1

⋁

𝑧=0

[𝑔𝑖 (𝑤2, 𝑧) − 𝑔𝑖 (𝑤1, 𝑧)] ≤ 𝜀 (19)

for 𝑖 = 1, 2;
(vi) 𝑔𝑖(𝑤, 0) = 0 for each 𝑤 ∈ 𝐼 (𝑖 = 1, 2);
(vii) V : Δ 1 × Δ 2 × R → R is a continuous function such

that
󵄨
󵄨
󵄨
󵄨
V (𝑡, 𝑠, 𝑥, 𝑦, 𝑢)󵄨󵄨󵄨

󵄨
≤ 𝜙 (|𝑢|) (20)

for all (𝑡, 𝑠) ∈ Δ 1, (𝑥, 𝑦) ∈ Δ 2 and for each 𝑢 ∈ R,
where 𝜙 : R+ → R+ is a nondecreasing function.

Before formulating further assumptions concerning (16)
we provide a few lemmas proved in [9] which will be utilized
in our investigations.

Lemma 6. The function

𝑝 󳨀→

𝑝

⋁

𝑧=0

𝑔𝑖 (𝑤, 𝑧) (21)

is continuous on the interval [0, 𝑤] for any 𝑤 ∈ 𝐼 (𝑖 = 1, 2).
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Lemma 7. Let assumptions (iii)–(v) be satisfied. Then, for
arbitrarily fixed number 𝑤2 ∈ 𝐼 (𝑤2 > 0) and for any 𝜀 > 0

there exists 𝛿 > 0 such that if𝑤1 ∈ 𝐼,𝑤1 < 𝑤2, and𝑤2−𝑤1 ≤ 𝛿,
then

𝑤
2

⋁

𝑧=𝑤
1

𝑔𝑖 (𝑤2, 𝑧) ≤ 𝜀 (22)

(𝑖 = 1, 2).

Lemma 8. Under assumptions (iii)–(v) the function

𝑤 󳨀→

𝑤

⋁

𝑧=0

𝑔𝑖 (𝑤, 𝑧) (23)

is continuous on the interval 𝐼 (𝑖 = 1, 2).

As an immediate consequence of the above lemma we
derive the following corollary.

Corollary 9. There exists a finite positive constant𝐾𝑖 such that

𝐾𝑖 = sup{

𝑤

⋁

𝑧=0

𝑔𝑖 (𝑤, 𝑧) : 𝑤 ∈ 𝐼} (24)

(𝑖 = 1, 2).

In what follows let us denote by 𝐹1 the constant defined
by the formula

𝐹1 = max {
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡, 𝑥, 0)

󵄨
󵄨
󵄨
󵄨
: 𝑡, 𝑥 ∈ 𝐼} . (25)

Obviously, in view of assumption (ii) we have that 𝐹1 < ∞.
Now, we can formulate the last assumption used further

on.

(viii) There exists a positive solution 𝑟0 of the inequality

‖ℎ‖𝐶 + (𝑘𝑟 + 𝐹1)𝐾1𝐾2𝜙 (𝑟) ≤ 𝑟 (26)

such that

𝑘𝐾1𝐾2𝜙 (𝑟0) < 1. (27)

Our main result is contained in the following theo-
rem.

Theorem 10. Under assumptions (i)–(viii) there exists at least
one solution 𝑢 = 𝑢(𝑡, 𝑥) of (16) in the space 𝐶 = 𝐶(𝐼

2
).

Proof. We start with the following notation:

𝑀𝑖 (𝜀) = sup{

𝑤
1

⋁

𝑧=0

[𝑔𝑖 (𝑤2, 𝑧) − 𝑔𝑖 (𝑤1, 𝑧)] :

𝑤1, 𝑤2 ∈ 𝐼, 𝑤1 < 𝑤2, 𝑤2 − 𝑤1 ≤ 𝜀}

(28)

for 𝑖 = 1, 2. Notice that in view of assumption (v) we infer that
𝑀𝑖(𝜀) → 0 as 𝜀 → 0 for 𝑖 = 1, 2.

Moreover, for further purposes let us define the function
𝑁𝑖 = 𝑁𝑖(𝜀) (𝑖 = 1, 2) by putting

𝑁𝑖 (𝜀) = sup{

𝑤
2

⋁

𝑧=𝑤
1

𝑔𝑖 (𝑤2, 𝑧) : 𝑤1, 𝑤2 ∈ 𝐼, 𝑤1 < 𝑤2,

𝑤2 − 𝑤1 ≤ 𝜀} .

(29)

Observe that in virtue of Lemma 7 we have that 𝑁𝑖(𝜀) → 0

as 𝜀 → 0 (𝑖 = 1, 2).
Further, for a fixed function 𝑢 ∈ 𝐶 and 𝑡, 𝑥 ∈ 𝐼, let us

denote

(𝐹𝑢) (𝑡, 𝑥) = 𝑓 (𝑡, 𝑥, 𝑢 (𝑡, 𝑥)) ,

(𝑉𝑢) (𝑡, 𝑥)

= ∫

𝑡

0

∫

𝑥

0

V (𝑡, 𝑠, 𝑥, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥, 𝑦) 𝑑𝑠𝑔1 (𝑡, 𝑠) ,

(𝑄𝑢) (𝑡, 𝑥) = ℎ (𝑡, 𝑥) + (𝐹𝑢) (𝑡, 𝑥) (𝑉𝑢) (𝑡, 𝑥) .

(30)

Next, fix arbitrarily 𝜀 > 0 and choose 𝑡1, 𝑡2, 𝑥1, 𝑥2 ∈ 𝐼 such
that 𝑡1 ≤ 𝑡2, 𝑥1 ≤ 𝑥2, 𝑡2 − 𝑡1 ≤ 𝜀, 𝑥2 − 𝑥1 ≤ 𝜀. Then, keeping
in mind our assumptions, for a fixed function 𝑢 ∈ 𝐶(𝐼

2
), we

get

󵄨
󵄨
󵄨
󵄨
(𝑉𝑢) (𝑡2, 𝑥2) − (𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨

≤

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
2

0

∫

𝑥
2

0

V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

−∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥1, 𝑦) 𝑑𝑠𝑔1 (𝑡1, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
2

0

∫

𝑥
2

0

V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑔)

−∫

𝑡
1

0

∫

𝑥
2

0

V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

+

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
1

0

∫

𝑥
2

0

V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

−∫

𝑡
1

0

∫

𝑥
2

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

+

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
1

0

∫

𝑥
2

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

−∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

+

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)
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−∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥1, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

+

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥1, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

−∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥1, 𝑦) 𝑑𝑠𝑔1 (𝑡1, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

.

(31)

Further, estimating step by step the terms occurring on the
right-hand side of inequality (31), on the basis of Lemmas 1
and 2, we obtain

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
2

0

∫

𝑥
2

0

V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

−∫

𝑡
1

0

∫

𝑥
2

0

V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
2

𝑡
1

∫

𝑥
2

0

V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤ ∫

𝑡
2

𝑡
1

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑥
2

0

V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑑𝑠

× (

𝑠

⋁

𝑝=0

𝑔1 (𝑡2, 𝑝))

≤ ∫

𝑡
2

𝑡
1

∫

𝑥
2

0

󵄨
󵄨
󵄨
󵄨
V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦))

󵄨
󵄨
󵄨
󵄨
𝑑𝑦(

𝑦

⋁

𝑞=0

𝑔2 (𝑥2, 𝑞)) 𝑑𝑠

× (

𝑠

⋁

𝑝=0

𝑔1 (𝑡2, 𝑝))

≤ ∫

𝑡
2

𝑡
1

∫

𝑥
2

0

𝜙 (‖𝑢‖𝐶) 𝑑𝑦(

𝑦

⋁

𝑞=0

𝑔2 (𝑥2, 𝑞)) 𝑑𝑠(

𝑠

⋁

𝑝=0

𝑔1 (𝑡2, 𝑝))

= 𝜙 (‖𝑢‖𝐶)(

𝑥
2

⋁

𝑦=0

𝑔2 (𝑥2, 𝑦))(

𝑡
2

⋁

𝑠=𝑡
1

𝑔1 (𝑡2, 𝑠))

≤ 𝐾2𝜙 (‖𝑢‖𝐶)

𝑡
2

⋁

𝑠=𝑡
1

𝑔1 (𝑡2, 𝑠) ≤ 𝐾2𝜙 (‖𝑢‖𝐶)𝑁1 (𝜀) ,

(32)

where the function𝑁1(𝜀) is defined by (29).
Next, evaluating similarly as above, in view of Lemmas 1

and 2, we have

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
1

0

∫

𝑥
2

0

V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

− ∫

𝑡
1

0

∫

𝑥
2

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
1

0

∫

𝑥
2

0

[V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦))

−V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦))]

× 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤ ∫

𝑡
1

0

∫

𝑥
2

0

󵄨
󵄨
󵄨
󵄨
V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢 (𝑠, 𝑦))

−V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦))
󵄨
󵄨
󵄨
󵄨
𝑑𝑦

× (

𝑦

⋁

𝑞=0

𝑔2 (𝑥2, 𝑞)) 𝑑𝑠(

𝑠

⋁

𝑝=0

𝑔1 (𝑡2, 𝑝))

≤ ∫

𝑡
1

0

∫

𝑥
2

0

𝜔1,3 (V, 𝜀) 𝑑𝑦(
𝑦

⋁

𝑞=0

𝑔2 (𝑥2, 𝑞)) 𝑑𝑠(

𝑠

⋁

𝑝=0

𝑔1 (𝑡2, 𝑝))

≤ 𝜔1,3 (V, 𝜀) (
𝑥
2

⋁

𝑦=0

𝑔2 (𝑥2, 𝑦))(

𝑡
1

⋁

𝑠=0

𝑔1 (𝑡2, 𝑝))

≤ 𝐾1𝐾2𝜔1,3 (V, 𝜀) ,
(33)

where we denoted

𝜔1,3 (V, 𝜀) = sup {
󵄨
󵄨
󵄨
󵄨
V (𝑡2, 𝑠, 𝑥2, 𝑦, 𝑢) − V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢)

󵄨
󵄨
󵄨
󵄨
:

𝑡1, 𝑡2, 𝑥1, 𝑥2, 𝑠, 𝑦 ∈ 𝐼,
󵄨
󵄨
󵄨
󵄨
𝑡2 − 𝑡1

󵄨
󵄨
󵄨
󵄨
≤ 𝜀,

󵄨
󵄨
󵄨
󵄨
𝑥2 − 𝑥1

󵄨
󵄨
󵄨
󵄨
≤ 𝜀, 𝑢 ∈ [−‖𝑢‖𝐶, ‖𝑢‖𝐶]} .

(34)

Moreover, the constants𝐾1, 𝐾2 are defined by (24).
Observe that taking into account the fact that the function

V = V(𝑡, 𝑠, 𝑥, 𝑦, 𝑢) is uniformly continuous on the set 𝐼
4
×

[−‖𝑢‖𝐶, ‖𝑢‖𝐶] we deduce that 𝜔1,3(V, 𝜀) → 0 as 𝜀 → 0.
Further, using the imposed hypotheses, in light of Lem-

mas 1 and 2, we derive the following estimate:

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
1

0

∫

𝑥
2

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

−∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤ ∫

𝑡
1

0

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑥
2

𝑥
1

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑑𝑠

× (

𝑠

⋁

𝑝=0

𝑔1 (𝑡2, 𝑝))

≤ ∫

𝑡
1

0

∫

𝑥
2

𝑥
1

󵄨
󵄨
󵄨
󵄨
V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦))

󵄨
󵄨
󵄨
󵄨
𝑑𝑦(

𝑦

⋁

𝑞=0

𝑔2 (𝑥2, 𝑞)) 𝑑𝑠

× (

𝑠

⋁

𝑝=0

𝑔1 (𝑡2, 𝑝))
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≤ 𝜙 (‖𝑢‖𝐶) ∫

𝑡
1

0

∫

𝑥
2

𝑥
1

𝑑𝑦(

𝑦

⋁

𝑞=0

𝑔2 (𝑥2, 𝑞)) 𝑑𝑠(

𝑠

⋁

𝑝=0

𝑔1 (𝑡2, 𝑝))

≤ 𝜙 (‖𝑢‖𝐶)(

𝑡
1

⋁

𝑠=0

𝑔1 (𝑡2, 𝑠))(

𝑥
2

⋁

𝑦=𝑥
1

𝑔2 (𝑥2, 𝑦))

≤ 𝐾1𝜙 (‖𝑢‖𝐶)𝑁2 (𝜀) ,

(35)

where the constant 𝐾1 is defined by (24) and the function
𝑁2(𝜀) is defined by (29).

Next, using similar reasonings, we arrive at the following
estimate:
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥2, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

−∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥1, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

=

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦

× [𝑔2 (𝑥2, 𝑦) − 𝑔2 (𝑥1, 𝑦)] 𝑑𝑠𝑔1 (𝑡2, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤ ∫

𝑡
1

0

∫

𝑥
1

0

󵄨
󵄨
󵄨
󵄨
V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦))

󵄨
󵄨
󵄨
󵄨
𝑑𝑦

× (

𝑦

⋁

𝑞=0

[𝑔2 (𝑥2, 𝑞) − 𝑔2 (𝑥1, 𝑞)]) 𝑑𝑠(

𝑠

⋁

𝑝=0

𝑔1 (𝑡2, 𝑝))

≤ 𝜙 (‖𝑢‖𝐶) ∫

𝑡
1

0

∫

𝑥
1

0

𝑑𝑦(

𝑦

⋁

𝑞=0

[𝑔2 (𝑥2, 𝑞) − 𝑔2 (𝑥1, 𝑞)]) 𝑑𝑠

× (

𝑠

⋁

𝑝=0

𝑔1 (𝑡2, 𝑝))

= 𝜙 (‖𝑢‖𝐶)(

𝑥
1

⋁

𝑦=0

[𝑔2 (𝑥2, 𝑦) − 𝑔2 (𝑥1, 𝑦)])

𝑡
1

⋁

𝑠=0

𝑔1 (𝑡2, 𝑠)

≤ 𝐾1𝜙 (‖𝑢‖𝐶)

𝑥
1

⋁

𝑦=0

[𝑔2 (𝑥2, 𝑦) − 𝑔2 (𝑥1, 𝑦)]

≤ 𝐾1𝜙 (‖𝑢‖𝐶)𝑀2 (𝜀) ,

(36)

where the function𝑀2(𝜀) was defined in (28).
Now, we estimate the last term appearing on the right-

hand side of inequality (31). Arguing similarly as above, we
get
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥1, 𝑦) 𝑑𝑠𝑔1 (𝑡2, 𝑠)

− ∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥1, 𝑦) 𝑑𝑠𝑔1 (𝑡1, 𝑠)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

=

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑡
1

0

∫

𝑥
1

0

V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥1, 𝑦) 𝑑𝑠

× [𝑔1 (𝑡2, 𝑠) − 𝑔1 (𝑡1, 𝑠)]

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤ ∫

𝑡
1

0

∫

𝑥
1

0

󵄨
󵄨
󵄨
󵄨
V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦))

󵄨
󵄨
󵄨
󵄨
𝑑𝑦(

𝑦

⋁

𝑞=0

𝑔2 (𝑥1, 𝑞)) 𝑑𝑠

× (

𝑠

⋁

𝑝=0

[𝑔1 (𝑡2, 𝑝) − 𝑔1 (𝑡1, 𝑝)])

≤ 𝜙 (‖𝑢‖𝐶) ∫

𝑡
1

0

∫

𝑥
1

0

𝑑𝑦(

𝑦

⋁

𝑞=0

𝑔2 (𝑥1, 𝑞)) 𝑑𝑠

× (

𝑠

⋁

𝑝=0

[𝑔1 (𝑡2, 𝑝) − 𝑔1 (𝑡1, 𝑝)])

= 𝜙 (‖𝑢‖𝐶)(

𝑥
1

⋁

𝑦=0

𝑔2 (𝑥1, 𝑦))(

𝑡
1

⋁

𝑠=0

[𝑔1 (𝑡2, 𝑝) − 𝑔1 (𝑡1, 𝑠)])

≤ 𝐾2𝜙 (‖𝑢‖𝐶)𝑀1 (𝜀) ,

(37)

where the constant 𝐾2 and the function 𝑀1(𝜀) were defined
in (24) and (28), respectively.

Now, linking estimates (31)–(33) and (34)–(37) as well
as taking into account the properties of the functions 𝑀𝑖 =

𝑀𝑖(𝜀) and 𝑁𝑖 = 𝑁𝑖(𝜀) (𝑖 = 1, 2) and the comment given after
estimate (33), we conclude that the operator𝑉 transforms the
space 𝐶(𝐼

2
) into itself.

On the other hand, keeping in mind Lemma 4 we infer
that the operator 𝐹 defined in (30) transforms also the space
𝐶(𝐼
2
) into itself. Consequently we obtain that the operator 𝑄

defined in (30) is a self-mapping of the space 𝐶(𝐼
2
).

In the sequel we show that the operator 𝑄 is continuous
on the space𝐶(𝐼

2
). To this end let us first observe that in view

of the properties of the superposition operator 𝐹 expressed in
Lemma4 it is sufficient to show that the operator𝑉 defined by
(30) is continuous on 𝐶(𝐼

2
). To prove this fact fix arbitrarily

𝜀 > 0 and 𝑢 ∈ 𝐶(𝐼
2
). Further, take an arbitrary function

𝑤 ∈ 𝐶(𝐼
2
) with ‖𝑢 − 𝑤‖𝐶 ≤ 𝜀. Then, keeping in mind

Lemma 1, for arbitrarily fixed 𝑡, 𝑥 ∈ 𝐼, we obtain

|(𝑉𝑢) (𝑡, 𝑥) − (𝑉𝑤) (𝑡, 𝑥)|

≤ ∫

𝑡

0

∫

𝑥

0

󵄨
󵄨
󵄨
󵄨
V (𝑡, 𝑠, 𝑥, 𝑦, 𝑢 (𝑠, 𝑦)) − V (𝑡, 𝑠, 𝑥, 𝑦, 𝑤 (𝑠, 𝑦))

󵄨
󵄨
󵄨
󵄨
𝑑𝑦

× (

𝑦

⋁

𝑞=0

𝑔2 (𝑥, 𝑞))𝑑𝑠(

𝑠

⋁

𝑝=0

𝑔1 (𝑡, 𝑝)) .

(38)

Next, let us denote

𝑃 = ‖𝑢‖𝐶 + 𝜀 (39)
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and let us define

𝜔𝑃 (V, 𝜀) = sup {
󵄨
󵄨
󵄨
󵄨
V (𝑡, 𝑠, 𝑥, 𝑦, 𝑢1) − V (𝑡, 𝑠, 𝑥, 𝑦, 𝑢2)

󵄨
󵄨
󵄨
󵄨
:

(𝑡, 𝑠) ∈ Δ 1, (𝑥, 𝑦) ∈ Δ 2,

𝑢1𝑢2 ∈ [−𝑃, 𝑃] ,
󵄨
󵄨
󵄨
󵄨
𝑢1 − 𝑢2

󵄨
󵄨
󵄨
󵄨
≤ 𝜀} .

(40)

Then, from (38) we derive the following estimates:

|(𝑉𝑢) (𝑡, 𝑥) − (𝑉𝑤) (𝑡, 𝑥)|

≤ ∫

𝑡

0

∫

𝑥

0

𝜔𝑃 (V, 𝜀) 𝑑𝑦(
𝑦

⋁

𝑞=0

𝑔2 (𝑥, 𝑞))𝑑𝑠(

𝑠

⋁

𝑝=0

𝑔1 (𝑡, 𝑝))

≤ 𝜔𝑃 (V, 𝜀) (
𝑥

⋁

𝑦=0

𝑔2 (𝑥, 𝑦))(

𝑡

⋁

𝑠=0

𝑔1 (𝑡, 𝑠))

≤ 𝐾1𝐾2𝜔𝑃 (V, 𝜀) .
(41)

Hence, in view of the uniform continuity of the function V
on the set Δ 1 × Δ 2 × [−𝑃, 𝑃], we infer that the operator 𝑉

is continuous on the space 𝐶(𝐼
2
). According to the above

remark this implies that the operator 𝑄 is continuous on the
space 𝐶(𝐼

2
).

In what follows let us fix an arbitrary function 𝑢 ∈ 𝐶(𝐼
2
).

Utilizing the imposed assumptions and Lemmas 1 and 2, for
fixed 𝑡, 𝑥 ∈ 𝐼, we obtain

|(𝑄𝑢) (𝑡, 𝑥)|

≤ |ℎ (𝑡, 𝑥)| +
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡, 𝑥, 𝑢 (𝑡, 𝑥))

󵄨
󵄨
󵄨
󵄨

× ∫

𝑡

0

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

∫

𝑥

0

V (𝑡, 𝑠, 𝑥, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑦𝑔2 (𝑥, 𝑦)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑑𝑠

× (

𝑠

⋁

𝑝=0

𝑔1 (𝑡, 𝑝))

≤ ‖ℎ‖𝐶 + [
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡, 𝑥, 𝑢 (𝑡, 𝑥)) − 𝑓 (𝑡, 𝑥, 0)

󵄨
󵄨
󵄨
󵄨
+
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡, 𝑥, 0)

󵄨
󵄨
󵄨
󵄨
]

× ∫

𝑡

0

∫

𝑥

0

󵄨
󵄨
󵄨
󵄨
V (𝑡, 𝑠, 𝑥, 𝑦, 𝑢 (𝑠, 𝑦))

󵄨
󵄨
󵄨
󵄨
𝑑𝑦(

𝑦

⋁

𝑞=0

𝑔2 (𝑥, 𝑞))𝑑𝑠

× (

𝑠

⋁

𝑝=0

𝑔1 (𝑡, 𝑝))

≤ ‖ℎ‖𝐶 + [𝑘 |𝑢 (𝑡, 𝑥)| +
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡, 𝑥, 0)

󵄨
󵄨
󵄨
󵄨
]

× ∫

𝑡

0

∫

𝑥

0

𝜙 (
󵄨
󵄨
󵄨
󵄨
𝑢 (𝑠, 𝑦)

󵄨
󵄨
󵄨
󵄨
) 𝑑𝑦(

𝑦

⋁

𝑞=0

𝑔2 (𝑥, 𝑞))𝑑𝑠

× (

𝑠

⋁

𝑝=0

𝑔1 (𝑡, 𝑝))

≤ ‖ℎ‖𝐶 + (𝑘‖𝑢‖𝐶 + 𝐹1) 𝜙 (‖𝑢‖𝐶)

× ∫

𝑡

0

∫

𝑥

0

𝑑𝑦(

𝑦

⋁

𝑞=0

𝑔2 (𝑥, 𝑞))𝑑𝑠(

𝑠

⋁

𝑝=0

𝑔1 (𝑡, 𝑝))

= ‖ℎ‖𝐶 + (𝑘‖𝑢‖𝐶 + 𝐹1) 𝜙 (‖𝑢‖𝐶)(

𝑥

⋁

𝑦=0

𝑔2 (𝑥, 𝑦))

× (

𝑡

⋁

𝑠=0

𝑔1 (𝑡, 𝑠)) .

(42)

Hence, in light of Corollary 9, we obtain the following
estimate:

|(𝑄𝑢) (𝑡, 𝑥)| ≤ ‖ℎ‖𝐶 + (𝑘‖𝑢‖𝐶 + 𝐹1)𝐾1𝐾2𝜙 (‖𝑢‖𝐶) . (43)

Consequently, we get

‖𝑄𝑢‖𝐶 ≤ ‖ℎ‖𝐶 + (𝑘‖𝑢‖𝐶 + 𝐹1)𝐾1𝐾2𝜙 (‖𝑢‖𝐶) . (44)

Now, taking into account assumption (viii), from estimate
(44), we derive that there exists a number 𝑟0 > 0 such that
𝑄 transforms the ball 𝐵𝑟

0

into itself and 𝑘𝐾1𝐾2𝜙(𝑟0) < 1.
Next, let us take a nonempty subset 𝑋 of the ball 𝐵𝑟

0

and
choose arbitrarily a function 𝑢 ∈ 𝑋. Then, for a fixed 𝜀 > 0

and for arbitrary (𝑡1, 𝑥1), (𝑡2, 𝑥2) ∈ 𝐼
2 such that 𝑡1 ≤ 𝑡2, 𝑥1

≤ 𝑥2 (cf. Remark 11) and 𝑡2 − 𝑡1 ≤ 𝜀, 𝑥2 − 𝑥1 ≤ 𝜀, using the
standard tools, we get
󵄨
󵄨
󵄨
󵄨
(𝑄𝑢) (𝑡2, 𝑥2) − (𝑄𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨

≤
󵄨
󵄨
󵄨
󵄨
ℎ (𝑡2, 𝑥2) − ℎ (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨

+
󵄨
󵄨
󵄨
󵄨
(𝐹𝑢) (𝑡2, 𝑥2) (𝑉𝑢) (𝑡2, 𝑥2) − (𝐹𝑢) (𝑡2, 𝑥2) (𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨

+
󵄨
󵄨
󵄨
󵄨
(𝐹𝑢) (𝑡2, 𝑥2) (𝑉𝑢) (𝑡1, 𝑥1) − (𝐹𝑢) (𝑡1, 𝑥1) (𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨

≤ 𝜔 (ℎ, 𝜀) +
󵄨
󵄨
󵄨
󵄨
(𝐹𝑢) (𝑡2, 𝑥2)

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
(𝑉𝑢) (𝑡2, 𝑥2) − (𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨

+
󵄨
󵄨
󵄨
󵄨
(𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
(𝐹𝑢) (𝑡2, 𝑥2) − (𝐹𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨

≤ 𝜔 (ℎ, 𝜀) + [
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡2, 𝑥2, 𝑢 (𝑡2, 𝑥2)) − 𝑓 (𝑡2, 𝑥2, 0)

󵄨
󵄨
󵄨
󵄨

+
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡2, 𝑥2, 0)

󵄨
󵄨
󵄨
󵄨
]

× {
󵄨
󵄨
󵄨
󵄨
(𝑉𝑢) (𝑡2, 𝑥2) − (𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨
} +

󵄨
󵄨
󵄨
󵄨
(𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨

× {
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡2, 𝑥2, 𝑢 (𝑡2, 𝑥2)) − 𝑓 (𝑡2, 𝑥2, 𝑢 (𝑡1, 𝑥1))

󵄨
󵄨
󵄨
󵄨

+
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡2, 𝑥2, 𝑢 (𝑡1, 𝑥1)) − 𝑓 (𝑡1, 𝑥1, 𝑢 (𝑡1, 𝑥1))

󵄨
󵄨
󵄨
󵄨
}

≤ 𝜔 (ℎ, 𝜀) + [𝑘
󵄨
󵄨
󵄨
󵄨
𝑢 (𝑡2, 𝑥2)

󵄨
󵄨
󵄨
󵄨
+
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡2, 𝑥2, 0)

󵄨
󵄨
󵄨
󵄨
]

× {
󵄨
󵄨
󵄨
󵄨
(𝑉𝑢) (𝑡2, 𝑥2) − (𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨
}

+
󵄨
󵄨
󵄨
󵄨
(𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨
{𝑘

󵄨
󵄨
󵄨
󵄨
𝑢 (𝑡2, 𝑥2) − 𝑢 (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨
+ 𝜔 (𝑓, 𝜀)}

≤ 𝜔 (ℎ, 𝜀) + (𝑘‖𝑢‖𝐶 + 𝐹1) {
󵄨
󵄨
󵄨
󵄨
(𝑉𝑢) (𝑡2, 𝑥2) − (𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨
}

+
󵄨
󵄨
󵄨
󵄨
(𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨
(𝑘𝜔 (𝑢, 𝜀) + 𝜔 (𝑓, 𝜀)) ,

(45)
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where we denoted
𝜔 (𝑓, 𝜀) = sup {

󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡2, 𝑥2, 𝑢) − 𝑓 (𝑡1, 𝑥1, 𝑢)

󵄨
󵄨
󵄨
󵄨
:

𝑡1, 𝑡2, 𝑥1, 𝑥2 ∈ 𝐼, 𝑢 ∈ [−𝑟, 𝑟] ,

󵄨
󵄨
󵄨
󵄨
𝑡2 − 𝑡1

󵄨
󵄨
󵄨
󵄨
≤ 𝜀,

󵄨
󵄨
󵄨
󵄨
𝑥2 − 𝑥1

󵄨
󵄨
󵄨
󵄨
≤ 𝜀} .

(46)

Further, based on estimates (31)–(33) and (35)–(37) we obtain
󵄨
󵄨
󵄨
󵄨
(𝑉𝑢) (𝑡2, 𝑥2) − (𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨

≤ 𝐾2𝜙 (‖𝑢‖𝐶)

𝑡
2

⋁

𝑠=𝑡
1

𝑔1 (𝑡2, 𝑠)

+ 𝐾1𝐾2𝜔1,3 (V, 𝜀) + 𝐾1𝜙 (‖𝑢‖𝐶)

𝑥
2

⋁

𝑦=𝑥
1

𝑔2 (𝑥2, 𝑦)

+ 𝐾1𝜙 (‖𝑢‖𝐶)𝑀2 (𝜀) + 𝐾2𝜙 (‖𝑢‖𝐶)𝑀1 (𝜀) .

(47)

Now, from (47) and (29) we derive the following estimate:

𝜔 (𝑉𝑢, 𝜀) ≤ 𝐾2𝜙 (𝑟0)𝑁1 (𝜀) + 𝐾1𝜙 (𝑟0)𝑁2 (𝜀)

+ 𝐾1𝜙 (𝑟0)𝑀2 (𝜀) + 𝐾2𝜙 (𝑟0)𝑀1 (𝜀) .

(48)

The above estimate yields the following one:

𝜔 (𝑉𝑋, 𝜀) ≤ 𝐾2𝜙 (𝑟0)𝑁1 (𝜀) + 𝐾1𝜙 (𝑟0)𝑁2 (𝜀)

+ 𝐾1𝐾2𝜔1,3 (V, 𝜀) + 𝐾1𝜙 (𝑟0)𝑀2 (𝜀)

+ 𝐾2𝜙 (𝑟0)𝑀1 (𝜀) .

(49)

On the other hand, using our assumptions and applying
Lemmas 1 and 2, we get
󵄨
󵄨
󵄨
󵄨
(𝑉𝑢) (𝑡1, 𝑥1)

󵄨
󵄨
󵄨
󵄨

≤ ∫

𝑡
1

0

∫

𝑥
1

0

󵄨
󵄨
󵄨
󵄨
V (𝑡1, 𝑠, 𝑥1, 𝑦, 𝑢 (𝑠, 𝑦))

󵄨
󵄨
󵄨
󵄨
𝑑𝑦(

𝑦

⋁

𝑞=0

𝑔2 (𝑥1, 𝑞)) 𝑑𝑠

× (

𝑠

⋁

𝑝=0

𝑔1 (𝑡1, 𝑝))

≤ 𝜙 (‖𝑢‖𝐶) ∫

𝑡
1

0

∫

𝑥
1

0

𝑑𝑦(

𝑦

⋁

𝑞=0

𝑔2 (𝑥1, 𝑞)) 𝑑𝑠(

𝑠

⋁

𝑝=0

𝑔1 (𝑡1, 𝑝))

≤ 𝜙 (𝑟0)(

𝑥
1

⋁

𝑦=0

𝑔2 (𝑥1, 𝑦))(

𝑡
1

⋁

𝑠=0

𝑔1 (𝑡1, 𝑝)) ≤ 𝐾1𝐾2𝜙 (𝑟0) .

(50)

Finally, combining estimates (45), (49), and (50), we get

𝜔 (𝑄𝑋, 𝜀) ≤ 𝜔 (ℎ, 𝜀)

+ (𝑘𝑟0 + 𝐹1) {𝐾2𝜙 (𝑟0)𝑁1 (𝜀) + 𝐾1𝜙 (𝑟0)𝑁2 (𝜀)

+ 𝐾1𝐾2𝜔1,3 (V, 𝜀) + 𝐾1𝜙 (𝑟0)𝑀2 (𝜀)

+𝐾2𝜙 (𝑟0)𝑀1 (𝜀)}

+ 𝐾1𝐾2𝜙 (𝑟0) {𝑘𝜔 (𝑋, 𝜀) + 𝜔 (𝑓, 𝜀)} .

(51)

Hence, taking into account the properties of the functions
𝑀𝑖, 𝑁𝑖 (𝑖 = 1, 2) and the functions 𝜀 → 𝜔(ℎ, 𝜀), 𝜀 →

𝜔1,3(V, 𝜀), and 𝜀 → 𝜔(𝑓, 𝜀), we obtain

𝜔0 (𝑄𝑋) ≤ 𝑘𝐾1𝐾2𝜙 (𝑟0) 𝜔0 (𝑋) . (52)

Keeping inmind assumption (viii) andTheorem 3 and taking
into account formula (11), from (52) we deduce that there
exists at least one function 𝑢 = 𝑢(𝑡, 𝑥) belonging to the ball
𝐵𝑟
0

which is a solution of (16).
The proof is complete.

Remark 11. In considerations conducted in the above proof,
taking two points (𝑡1, 𝑥1), (𝑡2, 𝑥2) ∈ 𝐼

2, we assumed that 𝑡1 ≤
𝑡2 and 𝑥1 ≤ 𝑥2.

Observe that all possible cases can be always converted to
that indicated above. For example, if we assume that 𝑡1 ≤ 𝑡2

and 𝑥1 > 𝑥2, then, taking an arbitrary function𝑤 = 𝑤(𝑡, 𝑥, 𝑧)

with real variables (𝑧 denotes an arbitrary real number), we
get

󵄨
󵄨
󵄨
󵄨
𝑤 (𝑡2, 𝑥2, 𝑧) − 𝑤 (𝑡1, 𝑥1, 𝑧)

󵄨
󵄨
󵄨
󵄨

≤
󵄨
󵄨
󵄨
󵄨
𝑤 (𝑡2, 𝑥2, 𝑧) − 𝑤 (𝑡1, 𝑥2, 𝑧)

󵄨
󵄨
󵄨
󵄨

+
󵄨
󵄨
󵄨
󵄨
𝑤 (𝑡1, 𝑥2, 𝑧) − 𝑤 (𝑡1, 𝑥1, 𝑧)

󵄨
󵄨
󵄨
󵄨

=
󵄨
󵄨
󵄨
󵄨
𝑤 (𝑡2, 𝑥2, 𝑧) − 𝑤 (𝑡1, 𝑥2, 𝑧)

󵄨
󵄨
󵄨
󵄨

+
󵄨
󵄨
󵄨
󵄨
𝑤 (𝑡1, 𝑥1, 𝑧) − 𝑤 (𝑡1, 𝑥2, 𝑧)

󵄨
󵄨
󵄨
󵄨
.

(53)

Now, we can repeat all estimates of the above proof under
requirements concerning the choice of the points (𝑡1, 𝑥1),
(𝑡2, 𝑥2).

4. Applications to Functional Integral
Equations of Fractional Order and to Other
Types of Functional Integral Equations

We start with providing some facts concerning assumption
(v) imposed in investigations conducted in the preceding
section (cf. also [9]). At the beginning we formulate a
condition which is handy and convenient in applications and
which guarantees that the functions 𝑔1, 𝑔2 appearing in (16)
satisfy assumption (v).

In order to formulate the announced condition assume
(as we have done previously) that 𝑔𝑖(𝑤, 𝑧) = 𝑔𝑖 : Δ 𝑖 → R is a
given function (𝑖 = 1, 2). Further we assume that the function
𝑔𝑖(𝑤, 𝑧) (𝑖 = 1, 2) satisfies the following condition:

(v󸀠) for arbitrary 𝑤1, 𝑤2 ∈ 𝐼, 𝑤1 < 𝑤2, the function
𝑧 → 𝑔𝑖(𝑤2, 𝑧)−𝑔𝑖(𝑤1, 𝑧) is monotone on the interval
[0, 𝑤1] (𝑖 = 1, 2).

From results proved in [9] the following lemma immediately
follows.

Lemma 12. Suppose the function 𝑔𝑖 = 𝑔𝑖(𝑤, 𝑧) satisfies
assumptions (iii), (v󸀠), and (vi) for 𝑖 = 1, 2. Then 𝑔𝑖 satisfies
assumption (v) (𝑖 = 1, 2).
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Indeed, in the case when 𝑔𝑖 is nonincreasing, this result
was proved as Theorem 3 in [9], while the case when 𝑔𝑖 is
nondecreasing is covered byTheorem 5 in [9] (𝑖 = 1, 2).

Further, based on results obtained in [9] we provide two
examples of functions𝑔𝑖 = 𝑔𝑖(𝑤, 𝑧) satisfying assumption (v󸀠)
and being essential in our considerations.

Example 13. Let us fix 𝑖 (𝑖 = 1, 2) and take the function
𝑔𝑖(𝑤, 𝑧) = 𝑔𝑖 : Δ 𝑖 → R defined by the formula

𝑔𝑖 (𝑤, 𝑧) =

1

𝛼

[𝑤
𝛼
− (𝑤 − 𝑧)

𝛼
] , (54)

where 𝛼 is a fixed number from the interval (0, 1). If we fix
arbitrary numbers 𝑤1, 𝑤2 ∈ 𝐼 such that 𝑤1 < 𝑤2, then it
is easily seen that the function 𝑧 → 𝑔𝑖(𝑤2, 𝑧) − 𝑔𝑖(𝑤1, 𝑧)

is nonincreasing on the interval [0, 𝑤1]. This means that 𝑔𝑖
satisfies assumption (v󸀠). Moreover, we can verify that the
function 𝑔𝑖(𝑤, 𝑧) satisfies also assumptions (iii), (iv), and (vi).

Example 14. Similarly as above fix 𝑖 ∈ {1, 2}. Consider the
function 𝑔𝑖(𝑤, 𝑧) = 𝑔𝑖 : Δ 𝑖 → R defined by the formula

𝑔𝑖 (𝑤, 𝑧) =

{
{

{
{

{

𝑤 ln 𝑤 + 𝑧

𝑤

for 0 < 𝑧 ≤ 𝑤 ≤ 1

0 for 𝑤 = 0.

(55)

Using the standardmethods ofmathematical analysis (cf. [9])
it can be easily shown that the function 𝑧 → 𝑔𝑖(𝑤2, 𝑧) −

𝑔𝑖(𝑤1, 𝑧) is nondecreasing on the interval [0, 𝑤1] for𝑤1 < 𝑤2

and satisfies assumptions (iii), (iv), and (vi) formulated in the
preceding section.

In what follows we will consider the fractional integral
equationwith functions involved depending on two variables,
which has the form

𝑢 (𝑡, 𝑥) = ℎ (𝑡, 𝑥)

+

𝑓 (𝑡, 𝑥, 𝑢 (𝑡, 𝑥))

Γ (𝛼) Γ (𝛽)

∫

𝑡

0

∫

𝑥

0

V (𝑡, 𝑠, 𝑥, 𝑦, 𝑢 (𝑠, 𝑦))

(𝑡 − 𝑠)
1−𝛼

(𝑥 − 𝑦)
1−𝛽

𝑑𝑠 𝑑𝑦,

(56)

where 𝑡, 𝑥 ∈ 𝐼 and 𝛼, 𝛽 are fixed numbers from the interval
(0, 1). Moreover, the symbol Γ(𝛾) indicates the gamma func-
tion.

Let us mention that (56) represents the so-called partial
singular integral equation of Volterra type in two variables.
Recently, equations of such a type were intensively investi-
gated in some papers [11–16].

Obviously, (56) creates a generalization of the classical
Volterra integral equation of fractional order in one variable
which is studied in several papers and monographs and
finds numerous applications (cf. [1–10, 23–27] and references
therein).

Now, we show that the functional integral equation of
fractional orders (56) can be treated as a particular case of the
Volterra-Stieltjes functional integral equation (16) studied in
Section 3.

In fact, take the functions 𝑔𝑖(𝑤, 𝑧) considered in Exam-
ple 13, which have the form

𝑔1 (𝑡, 𝑠) =

1

𝛼

[𝑡
𝛼
− (𝑡 − 𝑠)

𝛼
] ,

𝑔2 (𝑥, 𝑦) =

1

𝛽

[𝑥
𝛽
− (𝑥 − 𝑦)

𝛽
] ,

(57)

for (𝑡, 𝑠) ∈ Δ 1 and (𝑥, 𝑦) ∈ Δ 2.
Then, it can be easily seen that (56) can be written in the

formof (16).Thus,we can applyTheorem 10 in order to obtain
an existence result concerning (56).

To formulate such a result let us first calculate the
constants𝐾1, 𝐾2 from Corollary 9. Indeed, we have (cf. [9])

𝐾1 = sup{

𝑤

⋁

𝑧=0

𝑔1 (𝑤, 𝑧) : 𝑤 ∈ 𝐼} =

1

𝛼

,

𝐾2 = sup{

𝑤

⋁

𝑧=0

𝑔2 (𝑤, 𝑧) : 𝑤 ∈ 𝐼} =

1

𝛽

.

(58)

Now, we present the above announced result.

Theorem 15. Assume that the function ℎ involved in (56)
satisfies assumption (i) and the function V = V(𝑡, 𝑠, 𝑥, 𝑦, 𝑢)
satisfies assumption (vii) ofTheorem 10.Moreover, one assumes
that the following condition is satisfied.

(viii󸀠) There exists a positive solution 𝑟0 of the inequality

‖ℎ‖𝐶 +

𝑘𝑟 + 𝐹1

Γ (𝛼 + 1) Γ (𝛽 + 1)

𝜙 (𝑟) ≤ 𝑟 (59)

such that 𝑘𝜙(𝑟0) < Γ(𝛼 + 1)Γ(𝛽 + 1).

Then there exists at least one solution 𝑢 = 𝑢(𝑡, 𝑥) of (56) in the
space 𝐶(𝐼

2
), belonging to the ball 𝐵𝑟

0

.

Remark 16. In the above conducted calculations we used the
well-known formula 𝛿Γ(𝛿) = Γ(𝛿 + 1) (cf. [28]).

In what follows we consider the functional integral
equation of the so-calledVolterra-Chandrasekhar type in two
variables having the form

𝑢 (𝑡, 𝑥) = ℎ (𝑡, 𝑥)

+ 𝑓 (𝑡, 𝑥, 𝑢 (𝑡, 𝑥)) ∫

𝑡

0

∫

𝑥

0

𝑡𝑥

(𝑡 + 𝑠) (𝑥 + 𝑦)

× V (𝑡, 𝑠, 𝑥, 𝑦, 𝑢 (𝑠, 𝑦)) 𝑑𝑠 𝑑𝑦

(60)

for 𝑡, 𝑥 ∈ 𝐼. We refer to [4, 9, 29, 30] for the case of
the Chandrasekhar and Volterra-Chandrasekhar equations
in one variable.
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Observe that taking the function 𝑔 = 𝑔𝑖 = 𝑔𝑖(𝑦, 𝑧) (𝑖 =

1, 2) appearing in Example 14 we can represent (60) in the
form (16). Obviously, in this case we take

𝑔1 (𝑡, 𝑠) =

{
{

{
{

{

𝑡 ln 𝑡 + 𝑠

𝑡

for 0 < 𝑠 ≤ 𝑡 ≤ 1

0 for 𝑡 = 0,

𝑔2 (𝑥, 𝑦) =

{
{

{
{

{

𝑥 ln
𝑥 + 𝑦

𝑥

for 0 < 𝑦 ≤ 𝑥 ≤ 1

0 for 𝑥 = 0.

(61)

Further, using the fact that the function𝑔 satisfies assumption
(v󸀠), we get

sup{

𝑤

⋁

𝑧=0

𝑔 (𝑤, 𝑧) : 𝑤 ∈ 𝐼} = sup {𝑔 (𝑤, 𝑤) : 𝑤 ∈ 𝐼} = ln 2.

(62)

Now,we can formulate an existence theoremconcerning (60).

Theorem 17. Assume that the function ℎ appearing in (60)
satisfies assumption (i), the function 𝑓 = 𝑓(𝑡, 𝑥, 𝑢) satisfies
assumption (ii), and the function V = V(𝑡, 𝑠, 𝑥, 𝑦, 𝑢) satisfies
assumption (vii) of Theorem 10. Apart from this one assumes
that the following condition is satisfied.

(viii󸀠󸀠) There exists a positive solution 𝑟0 of the inequality

‖ℎ‖𝐶 + (𝑘𝑟 + 𝐹1) 𝜙 (𝑟) ln22 ≤ 𝑟 (63)

such that 𝑘𝜙(𝑟0) ln
2
2 < 1.

Then there exists at least one solution 𝑢 = 𝑢(𝑡, 𝑥) of (60) in the
space 𝐶(𝐼

2
), belonging to the ball 𝐵𝑟

0

.

Finally, we consider the functional integral equation having
the form linking equations (56) and (60), that is, the following
integral equation:

𝑢 (𝑡, 𝑥) = ℎ (𝑡, 𝑥) +

𝑓 (𝑡, 𝑥, 𝑢 (𝑡, 𝑥))

Γ (𝛼)

× ∫

𝑡

0

∫

𝑥

0

𝑥V (𝑡, 𝑠, 𝑥, 𝑦, 𝑢 (𝑠, 𝑦))

(𝑥 + 𝑦) (𝑡 − 𝑠)
1−𝛼

𝑑𝑠 𝑑𝑦,

(64)

where, as above, 𝛼 is a fixed number in the interval (0, 1) and
Γ(𝛼) denotes the gamma function.

An existence theorem concerning (64) can be formulated
almost in the same way asTheorems 15 and 17. We need only
to replace assumptions (viii󸀠) and (viii󸀠󸀠) by the following one.

(viii) There exists a positive solution 𝑟0 of the following
inequality:

‖ℎ‖𝐶 +

(𝑘𝑟 + 𝐹1) ln 2

Γ (𝛼 + 1)

𝜙 (𝑟) ≤ 𝑟 (65)

such that 𝑘𝜙(𝑟0) ln 2 < Γ(𝛼 + 1).

We omit other details.

5. Final Remarks concerning Possible
Generalizations

In this section we focus briefly on possible generalizations of
results presented in previous sections.

First of all let us notice that instead of the functional
integral equation of Volterra-Stieltjes type in two variables
(16)we can consider the general case of the functional integral
equation of Volterra-Stieltjes type in 𝑛 variables which has the
form

𝑢 (𝑡) = ℎ (𝑡) + 𝑓 (𝑡, 𝑢 (𝑡)) (𝑉𝑢) (𝑡) , (66)

where we denoted

𝑡 = (𝑡1, 𝑡2, . . . , 𝑡𝑛) ,

(𝑉𝑢) (𝑡)

= ∫

𝑡
1

0

∫

𝑡
2

0

⋅ ⋅ ⋅ ∫

𝑡
𝑛

0

V (𝑡1, 𝑠1, 𝑡2, 𝑠2, . . . , 𝑡𝑛, 𝑠𝑛, 𝑢 (𝑠1, 𝑠2, . . . 𝑠𝑛))

× 𝑑𝑠
1

𝑔1 (𝑡1, 𝑠1) 𝑑𝑠
2

𝑔2 (𝑡2, 𝑠2)

⋅ ⋅ ⋅ 𝑑𝑠
𝑛

𝑔𝑛 (𝑡𝑛, 𝑠𝑛) .

(67)

We assume here that 𝑡 = (𝑡1, 𝑡2, . . . , 𝑡𝑛) ∈ 𝐼
𝑛 and the

functions involved in (66) satisfy assumptions similar to
those formulated in Theorem 10. For example, 𝑔𝑖 : Δ 𝑖 → R

is a continuous function on the triangle Δ 𝑖 = {(𝑡𝑖, 𝑠𝑖) : 0 ≤

𝑠𝑖 ≤ 𝑡𝑖 ≤ 1} for 𝑖 = 1, 2, . . . , 𝑛. Apart from this the function 𝑔𝑖

satisfies assumptions (iv)–(vi) ofTheorem 10 (𝑖 = 1, 2, . . . , 𝑛).
Regarding the function V = V(𝑡1, 𝑠1, 𝑡2, 𝑠2, . . . , 𝑡𝑛, 𝑠𝑛, 𝑢) we
assume that V : Δ 1 × Δ 2 × ⋅ ⋅ ⋅ × Δ 𝑛 × R → R is continuous
and such that

󵄨
󵄨
󵄨
󵄨
V (𝑡1, 𝑠1, 𝑡2, 𝑠2, . . . , 𝑡𝑛, 𝑠𝑛, 𝑢)

󵄨
󵄨
󵄨
󵄨
≤ 𝜙 (𝑢) (68)

for all (𝑡𝑖, 𝑠𝑖) ∈ Δ 𝑖 (𝑖 = 1, 2, . . . , 𝑛) and for each 𝑢 ∈ R,
where (similarly as in assumption (vii)) 𝜙 : R+ → R+ is a
nondecreasing function.

Other assumptions concerning (66), that is, assumptions
(i), (ii), and (viii), can be easily adapted to our case.

Let us mention that we can also investigate equations
considered precedingly, that is, (16), (56), (60), and (64),
in the case when we replace the bounded interval 𝐼 by an
unbounded interval, for example, byR+. Such a situation was
considered in [10] in the case of the functional integral equa-
tion of Volterra-Stieltjes type in one variable. Obviously, even
in the case of one variable considered in [10], investigations
are very extensive and complicated. On the other hand,
those investigations allow us to study some qualitative aspects
concerning solutions of the equation in question, such as
asymptotic behaviour, stability, and asymptotic stability.

One can expect that in the case of (16), (56), and so forth,
we can also investigate qualitative aspects of solutions of those
equations. Investigations of such a type will appear elsewhere.
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