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We use the fixed point theory to investigate the qualitative analysis of a nonlinear delay dynamic equation on an arbitrary time
scales. We illustrate our results by applying them to various kind of time scales.

1. Introduction

In this paper, we investigate the qualitative analysis of
solutions of nonlinear delay dynamic equation of the form

XM (1) = —a(t) g (x (8 (1)) 8" (1),

on an arbitrary time scale T which is unbounded above,
where the functions a and g are rd-continuous, the delay
function § : [ty,00); — [8(ty), 00)y is strictly increasing,
invertible, and delta differentiable such that 8(¢) < t, |8%(¢)| <
oo fort € T,and 8(¢,) € T.

Although it is assumed that the reader is already familiar
with the time scale calculus, for completeness, we will provide
some essential information about time scale calculus in the
Section 1.1. We should only mention here that this theory was
introduced in order to unify continuous and discrete analysis;
however it is not only unify the theories of differential
equations and of difference equations, but also it is able to
extend these classical cases to cases “in between,” for example,
to so-called g-difference equations. Also note that, when T =
R, (1) is reduced to the nonlinear delay differential equation

X' () =-a(t)g(x(t-1) 2)

and when T = Z, it becomes a nonlinear delay difference
equation

teltpo0), (1)

Ax(t)=—-a(t)g(x(t—r)). (3)

In the case of quantum calculus which defined as T = q" :=
{q" : m € N}, q > 1isareal number, (1) leads to the nonlinear
delay g-difference equation

Agx(t) =—a(t) g(x(8(1) A0 (D), 4)

where Aqf(t) =(f(qt) - f(t)/(g—- Dt

Motivated by the papers [1, 2], in this paper we study the
qualitative properties of solution of nonlinear delay dynamic
equation (1) by means of fixed point theory. The results of this
paper unify the results given by [1] for (2) and by [2] for (3).
Moreover, we obtain new results for the g-difference equation
(4) and explicitly provide an example in which we show how
our conditions can be applied. Our technique in proving the
results naturally has some common features with the ones
employed in both [1] and [2] but it is actually quite different
due to difficulties that are peculiar to the time scale calculus.
Also, our results may be considered as generalization of the
ones obtained in [3, 4] and [5] in which the authors studied
the stability of the delay dynamic equation

XM (1) = —a(®) x (8(1) 8" (t). (5)

In [6], the authors establish some sufficient conditions for the
uniform stability and the uniformly asymptotical stability of
the first order delay dynamic equation

L) =p®)x(t-T(). (6)



One can easily see that the results of (6) cannot be applied
to g-difference equations. Moreover, it requires that t — 7(¢)
be in the time scale. For resent results regarding existence,
uniqueness and continuous dependence of the solution for
nonlinear delay dynamic equations, we refer to [7].

L1 Preliminaries on Time Scales. In this subsection, we recall
some of the notations, definitions, and theorems on time
scale calculus that we use throughout the paper. An excellent
comprehensive treatment of calculus on time scales can be
found in [8, 9]. Most of the material in this subsection can
be found in [8, Chapter 1]. We should start mentioning that
this theory was introduced in order to unify continuous and
discrete analysis; however, it does not only unify the theories
of differential equations and difference equations, but also it
enable us to extend these classical cases to cases “in between,”
for example, to so-called g-difference equations.

A time scale is an arbitrary nonempty closed subset of
the real numbers R and is denoted by the symbol T. The two
most popular examples are T = R and T = Z. Several other
interesting time scales exist, and they give rise to plenty of
applications such as the study of population dynamic models
(see [8, pages 15 and 71]). Define the time scale interval [a, b
by [a, bly := [a,b] N T. Other time scale intervals are defined
similarly. The forward jump operator o(t) att € T for t <
sup T is defined by o(t) := inf{s € T : s > t} with o(sup T) =
sup T. The graininess function ¢ : T — R is defined by
u(t) = o(t) — t. The backward jump operator p(t) att € T
for —co < inf T is defined by p(t) := sup{s € T : s < t} with
p(inf T) = inf T. The point ¢ € T is called right scattered if
o(t) > t, left scattered if p(t) < t, and dense if o(t) = t.

Fixt € Tandlet f: T — R. Define fA(t) (called the
delta derivatives of f at t) to be the number (if exists) with
the property that given € > 0 there is a neighborhood U of ¢
such that, for all s € U,

fe@)-fE]-fF®Olo®)-sl<elo®-sl. @)

Some elementary facts concerning the delta derivative are
as follows:

(1) if f is differentiable at ¢, then
O =f®)=rf@+u)f>®; (8)

(2) if f and g are differentiable at ¢, then fg is differen-
tiable at ¢ with

(f9) = O g" O+ A ®g)
=fOg O+ @);

)

(3) if f and g are differentiable at t and g(¢)g(o(t)) #0,
then f/g is differentiable at ¢t with

<1>A P AGLIOES (0L RO (10)
9 gt g° ) '

International Journal of Differential Equations

Wesay f : T — R is right-dense continuous (f €
C,4(T,R)) provided f is continuous at right-dense points in
T and its left-sided limit exists (finite) at left-dense points in
T. The importance of rd-continuous functions is that every
rd-continuous function possesses an antiderivative. A function
F : T° — R is called an antiderivative of f : T — R
provided FA(t) = f(t) holds for all t € T".

Some elementary facts concerning the delta integral are
as follows:

ifa,b,ce T,a e R,and f, g € C,y, then

@) [ Fee)g®®)at = (fo)b) - (fa)a) — [ f2(¢) x

g(t)At;

b) [L fOg° 08t = (f®) - (f)a) - [ F20) x
glot)At;

©If |f() < g(t) on [a,b)y, then Iff fHAt] <
f: 9(t)At;

(d) If £(£) > 0 forall £ € [a,b)y, then [ f(£)At > 0.

Now, we present a chain rule: Assume thatv: T — Risa
strictly increasing and T := v(T) is a time scale. Letw : T —
R. If y2(f) and w®(¥(t)) exists for t € T*, then (wo ) =
(@™ o V)™,

A function p : T — R is called regressive if it is rd-
continuous and satisfies

l+u)p®) #0 VteT. (1)

The set of all regressive functions will be denoted by %. Also
p € R (positively regressive) if and only if p € % and 1 +
u()p(t) > 0, forallt € T.

For h > 0, define the cylinder transformation &,(z) =
C, — Z,by

£ (2) = %Log(l + 2h), (12)

where Log is the principal logarithm function. For h = 0, we
define §,(z) = z forall z € C.

If p € R, then we define the generalized exponential
function

e, (t.ty) = exp <L: §un (P (D) AT) (13)

for all t, t, € T. Note that one can also define the generalized
exponential function e,(f, ,) to be the unique solution of the
initial value problem

L =pB)x@), x(t) =1 (14)
Also, it is well know that, if p € &, then e,(t,s) > 0 for all

t € T. We will use many of the following properties of the
generalized exponential function e, (£, fy) in our calculations.
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If pg € Randt,s, r,c € T, then the properties of
generalized exponential function are:

(1) ey(t,s) = L and ep(t, =1

(2) e,(0(t), s) = (1 + pu(t) p(t))e, (t, 5);

3) l/ep(t, s) = eep(t, s), whereep = —p/(1 + u(t) p(t));

(4) ep(t, s) = l/ep(s, t) = eep(s, t);

(5) e,(t,5)ey(s, 1) = e(£,7);

(6) e, (£, 5)ey(t,s) = epqq(t, s), where p&q = p+q+pupg;

(7) ep(t, s)/ep(t, s) = epeq(t, s);

(8) [ey(c: )1 = —ple, (e, ).

Another useful tool is a variation of parameters formula
for first order linear nonhomogeneous dynamic equations
which now we state next. Suppose that p € & and f is rd-
continuous function. Let t, € T and x,, € R. Then the unique
solution of

L=p®)x+ f1), x(t)=x (15)
is given by

x(t) = e, (1) xo + L e, (t,o (1) f(r)Ar.  (16)

1.2. Solution. For each t, € T and for a given rd-continuous
initial function v := [8(¢,),toly — R, we say that x(t) :=
x(t;ty, @) is the solution of (1) if x(t) = w(t) on [6(¢y), toly
and satisfies (1) for all t > t,,. The zero solution of (1) is called
stable if for any € > 0 and ¢, € T, there exists a 5(t;,e) > 0
such that |y| < r implies |x(¢;t,, ¥)| < e forall t > ¢,,.

We need the following lemmas in proving our main
theorem.

Lemma 1 (see [10, Lemma 2]). For nonnegative p with —p €
R" one has the inequalities

t t
I—J pw)Au < e,p(t,s) < exp{—j p(u)Au]» Vt > s.
17)

Lemma 2 (see [3, Lemma 3], [4]). Suppose that T is a time
scale having a strictly increasing, and invertible delay function
0 : [tg,00]y — [6(ty), 00l ty € T such that 6(t) < t and
|6%(t)| < co. Then for a given rd-continuous function f: T —
R, one has

t A
<L(g £ AS) =f@)-f©@®) 8% (1). (18)

Lemma 3. Assume T is a time scale having a strictly increasing
and invertible delay function § : [ty,00]ly — [6(ty), 00]y,
to € Tsuch that 8(t) < t and |64(£)| < 00. Then, the nonlinear
delay equation (1) is equivalent to

()= —a(67 (1) g(x (1)
A (19)

' <J;(t) a(87(9)) g (x(s) As> .

Proof. Assume x is a solution of (1). Then the proof immedi-
ately follows from Lemma 2 since

¢ A
-1

(Lm a(67 ) g x () s) o)

=a(67'®))gx®)-a®gx@®N®).

Lemma 4. Suppose that —a € R. If x is a solution of (1) with
initial function y, then

x () = e_y51y (1) w (t)

+ L(t) a (871 (s)) g(x(5)) As —e_y51) (8, 1)
x J "o (6_1 (s)) g (v (s)) As

8(t)

- j a(87(9)) e_yory (L0 (5))

0

X <L(S) a (8_1 (u)) g (x(u)) Au> As

+ L a(87(5)) e_aqsry (1,0 (5)) [x () — g (x (s))] As.
" (21

Proof. We know from Lemma 3 that (1) is equivalent to (19).
To create a linear term, we add and subtract a(67*(¢))x(¢) in
(19) to obtain

a8 ) x®)+a(87®) [x () - g (x (1))]
t A
+ <L(t) a (6_1 (s)) g(x(s) As) .

Using the variation of constants formula page 77 [8] for (22)
yields

x(t) = e_ye1) (t,tg) x (t,)

t
+ Jt ey (50 () a (871 (9)) [x (s) - g (x ()] As

X2 (t) =

(22)

+ L e_gi ) (50 (s))

x <r a (6’1 (u)) g (x (w) Au)AsAs,

8(s) (23)

where A denotes the delta derivative with respect to s. The
proof follows from using integration by parts formula on the
last term of the right hand side of (23). O

2. Main Results

Let T be an arbitrary time scale which is unbounded above
and consider the nonlinear delay dynamic equation

(1) =—alt) g(x (1)) (),

with rd-continuous initial function v := [8(ty), tyly — R.

t € [ty,00)p (24)



In the sequel we assume the following:

(a) sup T = oo;
(b) a : [ty,00); — R rd-continuous and —a € X";

(c) the delay function & : [ty,00); — [8(;),00)y is
strictly increasing, invertible, and delta differentiable
such that 8(t) < ¢, |6°(t)] < oo fort € T, and
O(ty) €T

(d) g : R — R is continuous, locally Lipschitz and odd
while g(x) is rd-continuous, x— g(x) is nondecreasing
and g(x) is increasing on an interval [0, L] with L > 0,
where x : T — R is rd-continuous function.

We should remark here that condition (d) in our hypothe-
ses ensures that the function g(x) and x — g(x) are locally
Lipschitz with the same Lipschitz constant K > 0. Also it is
clear that if 0 < L; < L, then the condition on g given by
(d) hold on [-L,, L,]. Moreover, for any given rd-continuous
function ¢ : [ty,00); — R with ¢y = vy is bounded with
|¢(t)| < L, then for t > t, we have

o) -g(p®)|<L-g(L), (25)

since x — g(x) is odd and nondecreasing on (0, L).

We need to construct a mapping which is suitable for fixed
point theory. Instead of using the supremum norm, we will
use nonconventional metric to define a new norm in order
to overcome the difficulties that arise from the contraction
constant which, in turn rely on the Lipschitz constant.

Lemma 5. Let (a)-(d) of our hypotheses hold. Let L > 0 and
y(t,) be a fixed number fort, € T,

S={¢:[tp00)y — R eCpy, ¢(tp) =w(ty),
¢ (®)| < L},

26)

and f : [-L,L] — R satisfy a Lipschitz condition with con-
stant K > 0. Suppose that h : [ty,00); — R is rd-continuous
and for ¢ € S define

(Pg) (t) = h(t) + L a (871 (9)) e gy (10 (9)) £ () As.
° (27)
IfP : S — S, then for each d > 1 there is a metric v on S

such that P is a contraction with constant 1/d and (S,v) is a
complete metric space.

Proof. Let (%,] - |x) be the Banach space of rd-continuous
function ¢ : [ty, 00); — R for which

|bli = SUP €—(dc+Dlas ™) (t.15) ¢ )] (28)
2ty
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exists. If ¢, ¢ € M, then
|P$ — Pl

< supe_gaipjae (6 o)
t>t,

x L |a(87 ()] e-aer) (-0 (5)
x|f($(9) - f (9 ()| As
< iltp e_axsjae) (Hto)

x L |2(871 ()| e_aior) (-0 () K [ (5) = 9 (5)] As

t
= sup L |a (87 (s))| e_ao) (0 (s))

t>t, Jt,

X K| (s) = ¢ ()] e_arcspjay (B 1) As.

(29)
Since
e_axsnjae) (Hto)
= e_(arsnyjae) (6 9) e arsniae) (5t0) (30)
|6 - ¢ly = igtlo’ e_(aksniae) (510) [$(5) =9 ()]
we obtain
|P¢ — Pl
< Klp -9l
(31)

X sup Jt |a (8_1 (s))| e_gi) (60 (s))

t>ty Jt,

X e_ax+1)a@y () As.

On the one hand, using Lemma 1 in the integral on the right
hand side of (31), we have

t
Jt |a (6_1 (S))| efa(afl) (t, o (S)) e,(dK+1)|a(571)| (t, S) As

s f |a (6_1 (5))| e_ge ) (50 (5)) (32)

t ~1
y <e—(dK+1) [ 1a(s (u))lAu) As.
In addition, by setting

f(8) =e_jy51) (t9),

t (33)
~(dK+1) [ 1a(d”" ()| Au

g(s)=e
and using the fact that

9" () = (@K + D]a (87" (9))| e @KV L@ e
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yield

! a(s7 (s (o (s (@K+1) [ (8™ () Au As
[ Ja (6™ @)fe-ae o) (&
t

1
(dK+ 1)

jﬂ<mg<9m
(35)

where A | denotes the delta derivative with respect to variable
s. And hence, by fixing t and using the integration by part
formula by taking into account that

F24(8) = (e_pagy (69))° |a )| ey (60 (),

(36)
we obtain
J |a (87" ®)|e aes- 1)(t0(s))< @K+ ] ao” (u))IAu>A
1 1
T (dK+1) (dK+1) e@D)
x (t,t,)e ~(K+D) f la(™ )l Au
1 “ (671 9)|ecais ) (£, (9))
(dK+l) € as)
X (e—(dK+1) L’ |a(6‘1(u))|Au) As.
(37)
Thus, we get

J |a (87" ()] ecags (8 a(s))( (@Kc+1) [ la@@™ @) lA”)As

1 @dKk+1) [ |a(d (w)|Au
( —e_yen (Btg) e Jo )

T (dK+2)
1

< .

(dK +2)
(38)

Finally, substituting (38) into (31) we get

P¢p — P - . 39
|Pg ‘P|K—dK+2|¢ Pl < |‘l5 9l (39)

Since S is a subset of the Banach space % and S is closed,
hence S is complete. Thus, P : S — S has a unique fixed
point. O

For any given rd-continuous initial function y defined on
[6(t), toly with [y(t)] < L, welet

S=1{¢:[8(ty),00)y —RI$eCy o=y [6(0)] < L},
(40)

where ¢, denotes the segment of ¢ on [§(t,), t, ]

Theorem 6. Let (a)-(d) of our hypotheses hold, and suppose
that for each L, € (0, L] the inequality

t
[~ g (L)) sup J |a (87 (9))|e_ais) (-0 () As

(L) sup L(r) 8 (s))|

t>t,
+g(Ly)sup I (67 9)| e-ao ) (.0 ()
X <Js |a (871 (u))| Au) As < L,
4(s)
(41)
and for ] > 0 the inequality
e_a(s—l) (t, t()) < ], t> to (42)

hold. Then every solution of (24) is bounded. In addition if
g(0) = 0, then the zero solution of (24) is stable.

Proof. Define a mapping P on S using (21) in such a way that
for ¢ € S we have

(Pg) (t) =y (1),
(P§) (1) = e_aisr) (t:10) W (to) + L(t) a(67(s)) g () As

ty
— e_a(é*—l) (t, tO) J;;(t : a

0

8(ty) <t <ty

(67 9) gy () As
—ﬁa@*wﬁﬂwmm@»
<([[ (6 ) g (bt o) as
+£a®*@ﬁﬂwmm@>
x[$(s) - g(¢())] As,

t >t
(43)

By (41) there exists an « € (0, 1) such that if ¢ € S and for
t > t, we have

(PO) O] = ey (et Iyl + g Wswp [ fa(o™ )]
+e_y0n (610) |9 (W) L(to) |a (8_1 (5))| As
+g@@9Lp4ywmpwwﬂuﬁm

X (LS(S) |a (8_1 (u))| Au) As

+|L - g(L)|sup J a (5*1 (s)) e a6

t2ty Jt
X (t,0(s)) As.

(44)



Since e_,5-1)(t, ty) < ] we obtain
to
oyl =7 (Il +lo @l [, [a(6" @)]as) +ar.
(45)

By choosing the initial function ¥ small enough we have

Ik [, la(o @)fas) sa-ar, wo)

where K is the Lipschitz constant of g on [0, L]. Hence, we
obtain

|(P¢) )| <(1-a)L+aL =L. (47)

Thus, we have showed that P : § — S and any solution of
(24) that is in S is bounded.

Next we need to show that P is a contraction. To do this,
we proceed as in the proof of Lemma 5. First note that for ¢,
¢ € Swe have

|(P) (t) - (Po) (1)]

- Ltm [a (67 )19 (#(9) - g (9 ()] As
[ s e
x (L(S) |a (8‘1 (u))| lg (¢ @) - g(pw)] Au> As

o], e e,
x|¢(s) -

sy (50 (9))

51 (t U(S))

(@) —9(s)+g(p(9)]As,
(48)

and hence we take the metric on S which is induced by the
norm

6] = ?‘:tp e_arsniae) (1) ¢ (1) (49)
2ty

Our aim is to simplify (48). It follows from Lemma 5 that
the last term on the right hand side of (48) has a contraction
constant 1/d since g(x) and x — g(x) both satisfy a Lipschitz
condition with the same constant K > 0 that is;

Sup e_ s 1yjac-y (> to)
t>t,

x L la (87 (5))| e-aory (.0 (5)) 0

x[9(5) =g (@) —9(s) + g ()] As
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The first term satisfies

SuPe @+l (Bto)
t>t,

X J(S(l‘) |[Il (8_1 (S))' |g (¢ (S)) -9 ((P (S))l As

t
<sup [ a(67 @)|KIp© -9
tt, Jo(t)
X e_(akinae-) (B to) As
t
<sup [ a(67 @)|KIp) -9
t2t, Jo()
X e_(acsnia@)l () € axsnaey (5 to) As
s Kl(p (PleuPJ. 'a 6 (5))| e_(dK+1)ja(s™)| (t,s) As
t
<Ko plsup || fa(! @) s
(51)
Setting
£ (s) = KD [H a7 w)lau (52)
and using the fact that
F29) = @K+ D]a (87 (o) DI (53)

we obtain

sup Lt(t)' (5 (s))| dK+1)f|“(5 s

t>t,

_ dK+1)j la(d™ (u))lAu)
1-e s (54)
t>t dK +1 (

< ! .
dK +1

Thus,

sup e_igx1yjaes) (£ to)
t>t,

g L<, [a(67 )[lg (@) -glp@)las  3)

|6 — o[, < |¢ - |k

dK+1

Now, we turn our attention to the second term of (48). Mul-
tiply this term by

e_qar+nae ) (£ o) (56)
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we get

SUP €~ (@K +Dja(@ ) )
x j: |a (87 (9))] ea@r) (B0 ()
x (LS(S) |a (67" )19 (¢ ) - g (9 W) Au) As
< sup j 0 (87 9))] e-ags (6:7 ()
x (E@ la (67 )| K[¢ ) - 9 )
X e_(arcs -y (tsto) Au) As
< K|p - 9|y L: |2 (87 ()| easr) (-0 ()
X (LS(S) la (67 )]

X e_(gk 1)) (1) Au) As

t
< K|p - 9|y L |a (87 (9))|e-ais)

X (t,(f (S)) e—(dK+1)|a(8’1)| (t, S)

s
X (J a
d(s)

s -1
w ¢ @K+D [ la(s (1))|A1Au> As

(57 w)

dK+ 1|¢ (P|K

t
X J; |a (8_1 (S))| €_a57) (t,0(s)) €_(dK+1)|a(6™1)]

x (t,s) As

dK+ 1|(l5 (P|K

t
X J; |a (8_1 (5))| €_a(57) (t,0(s))

t -1
x e—(dK+1) _L la(s (T))|ATAS

K 1
dK+1|</> <P|Km |¢> re
(57)

A substitution of (50), (55), and (57) into (48) gives

(P9 - (P) @ = (5+ 7+ 7 ) [6- 9l 6B)

Hence, we have showed that P is a contraction for d > 3. Thus,
taking into account Lemma 5, P : S — S has a unique fixed
point. This completes the proof. O

When T = R and T = Z, we have the following two
corollaries which are immediate consequences of Theorem 6
and thus the proofs are omitted.

Corollary 7. Let (a)-(d) of our hypotheses hold in case of T =
R and suppose that for each L, € (0, L] the inequality

t t
L, — g (L,)|sup J la(s+7)|e [ atwrndu 7o
to

t>t,

t
+g(L,)sup J; la(s+7)|ds

t>t,

(59)
t t
+g(L,)sup J la(s+71)e [ atwsrdu
>ty Jt,
N
X (J la (u+ )] du> ds <L,
S—r
and for ] > 0 the inequality
¢ jfo a(s+r)ds <], t> t (60)

hold. Then every solution of (2) is bounded. In addition, if
g(0) = 0, then the zero solution of (2) is stable.

Corollary 8. Let (a)-(d) of our hypotheses hold in case of T =
Z, and suppose that for each L, € (0, L] the inequality

t—1 t—1
Ly —g (L))l %%X;) la(s+7)] E I(1—a(u+r)

la(s+1)l

(61)
t—1

tg mﬁaxz ja(s+7)] 1'[ (1= a(u+ )

s—1
><< D |a(k+r)|> <L
k=s—r

and for ] > 0 the inequality

t—1
[[la-a@s+mi<T, t20 (62)
s=0

hold. Then every solution of (3) is bounded. In addition if
g(0) = 0, then the zero solution of (3) is stable.

Remark 9. We may deduce [11, Theorem 4.1] and [2, Theorem
2.2] as Corollaries 7 and 8, respectively. Thus, we have unified
these results and moreover, we have extended them the
general time scales. In particular, the next results concerning
the g-difference equation (4) are new.



Example 10. Foranyq > 1 and fixed positive integer 1, define

T:= {q_m,q_m+1,...,q_1,l,q,qz,...}- (63)

For any initial function y(t), t € [q ", 1]y, Consider the
following nonlinear delay initial value problem

C 3, —mo -
Dyx(t) = —;xs (@™)q™, te[l,00)g

x(t)=y(t), telg" 1]

where 0 < ¢ < g"/2m(q — 1). We show that the solution of
(64) is bounded and zero solution is stable.

A simple comparison of (64) to (24) yield that a(t) = c/t,
8(t) = q"t, 87'(t) = q"'t, D) = g™, and a(87 (1)) =
c/q™t = q " (c/t).

Notice that g(x(t)) = () is increasing, continuous and
odd and that x—g(x) and g(x) locally Lipschitz on [0, 1/ \/§q].
Thus, every condition of our hypotheses is satisfied.

In order to make use of Theorem 6, we must perform
some calculations so that conditions (41) and (42) are satis-
fied.

Fort, = 1,t = q" we first calculate e_,5-1)(t, t,):

e,a(afl) (t, tO) = e,a((;fl) (t, 1)

= o(1/@-1) [} (1/9)logl1~(q-1)s(c/(q"9))]d,s (65)

_ (/-1 logl1~(g-1)g "] jf"u/s)dqs)

and since
a1 a1 a2 7 ]
J —dqs = I —dqs+J —dqs +J —dqs
1S PO q S F S
T 1
+ +j —dgs
qn—l S
w1 ol | . X (66)
=3 ], = Yuld) ¢
q k
k=0 Jd" S k=0 q
n-1 f 1
=Y (q-1)q"5 =n(g-1),
k=0 q
we obtain
e_qey (51) = /(a1 logl1=(g-1g "] [ Ws)dgs
— (M/(g=1)log[1~(g-1)q "c]n(g-1)
(67)

_ enlog[l—(q—l)q_mc]

=[1-(q-1)q ™"
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Next, we calculate 'flt |a(8_1(s))|e,a(571)(t, o(s))dqs. For
l<s<t=gq" wehaves = ¢  wherel <k-1<n=
o(s) = ¢*. This implies that

e_q5t) (0 (s) = oty (/a1 logl1~(a-Dua(d™" (0)ldgu
—a b

_ i a0 logh—q-Dua @)l (6g)

_ e(l/(q—l)) log[1-(q-1)q "] f::(l/u)dqu

n k+1 k+2 k+3

17 1 7 1 1 1
J —dqu = J —dqu + J —dqu + J —dqu
¢ u & u g+ u 4+ u

(69)
we have

1/(q-1)) log[1~(q-1)g "] [ (1/w)d
e asty (1,0 (5)) = TSN [

— p(1/(g-1)log[1~(g-1)q "cl(g-1)(n-k)
(70)
_ e(nfk) log[1-(g—1)q ™¢]

=[1-(g-1)q"""

Since |a(871(s))| = ¢/q™s, we have that

Lt 'a (571 (s))| e_q61) (t,0(s)) dqs

n-1 co(q")
= Z Jk g |a (8‘1 (5))' e_y51) (0 (s)) dqs
k=0 "4

(@)  o(qh) o(q")
[
q q' q"

X (|a (67 (s))| e a1y (1,0(5)) d,s)
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o yn=(c+1)
—Z(q—l m+k1—(q—1) o

n-1

=2 (=1 l-Ga- g™

=(q—1)q—m[1—(q—1)q""61 }

n-1
“m 1k
x Y [1-(q-1)q "],
k=0
(71)
where we have used the fact that
n—(k 1)
e—a(é*)(t’f’(q )) [1-(g-1)g """ (72)

We know that Y a' =
takinga =1/(1 - (q—1)q”

(1 —a")/(1 — a), and hence, by
"), we obtain

1-a" _1-(1/0-(g-1)q ™))"
ma " T-((- (- Dq7e)
_1-(U-(g-1)q ")
1-(1/[1-(g-1)g™c])
_(-@-1q"d"-1)/[1-(g-1)q "]
([1-(g-1)g™c]-1)/[1-(q-1)g™c]
_([-G@-Da"" - 1) [1-(g-1)q "]
[1-(q-1)qmc]"  [-(g-1)g™]
_[-(g-)g7 (1-[1-(@-1g™")
(g-1)q™c [1-(q-1)g™]"
(73)
Thus
(@-1) 0= @D Y - a0
= (q—l)q—m[l—(q—l)q’md )
J-@-ngme (1-[1-(a-Da™]")
(a-1)q™c [1-(q-1)g™c]"
=[1-(g-1)q"]" " [1-(g-1)q "]
. (1-[1-(qg-1)q™"]")
[1-(g-1)g™c]"
=(1-[1-(g-1)q™c]").
(74)

As a consequence, we obtain

L |a (8_1 (s))| e_
=1-(1-(q-1)q )"

Left to calculate L;(t) |a(871(5))|dqs. Consider

-y (0 (s)d
@ \HLols))as 75)

t
L(t) |a (6_1 (5))' dgs
t t
- J‘imt ;dqs - J’imt ;dqs

—m+1 —m+2
| | |
C
=— J —dgs+ J —dgs+-+ j —dgs
qm qmt S g S gt s

q" k=1 a7t oy q_kt
c m
=Lt = (a1 om

(76)

Thus, the above integral is independent of t.
Left to compute

t
J 267 @) e-as

(0 (s)) <J:( : 'a (5*1 (u))l dqu> dqs.
(77)

We have already shown _[;(S) |a(871(u))|dqu =(c/q"(q -
1)(m) which is independent of integration variable. This leads
us to

f (87 )] e-ae) (-0 () ([; Ja(e @) dqu) d,s
t
- % (a-1) L |2 (871 9))| e-aer) (0 () dys

= %(q—n[l—(l—(q—1>q-mc>”].
(78)

As consequence of all of the above calculations, we arrive
at, for L, € [0, 1/\/§q] that

IL,-g(L,) supj 'a (67 (s))' a1y (1,0 (5)) dys

t>t,

+g(Ly)sup I o) |a (871 (s))| dgs

t>t,

t
+g(Ly)sup J |a (6_1 (s))| e_yim (t:0(s))

t>t,

X (L:(S) |a (8_1 (u))| dqu> dqs
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<|Li-g(Ly)lsup [1-(1-(q-1)g™)"]
+9(L1)i121110q—m(q— 1)

+g(L)sup i (a-D[1-(-(a-1)q "]

<L,
(79)
Since ¢ < g™ /2m(q — 1), we obtain
sup [1-(1-(q-1)q")"] =1,
t>1
su E( -1)= 1
tz%) q" 1 2’ (80)
mc —m A1 1
sup— (g -1)[1-(1-(q-1)g"e)"] = 5.
=19 2
Also since
e (1) =[1-(q-1)g"c]", (81)

we can find sufficiently large N such that forn > N

n 1\Y
eyt =[1-(q-1)g"¢] S<1-%> =] (82)

since cqg (g — 1) < 1/2m < 1. Hence all the conditions
of Theorem 6 are satisfied and a result solution of (64) are
bounded and its zero solution is stable.
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