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#### Abstract

This paper considers some properties of meromorphic solutions of the nonlinear difference equation $$
(f(z+1)+f(z))(f(z)+f(z-1))=\frac{P(z, f(z))}{Q(z, f(z))}
$$ where $P(z, f(z))$ and $Q(z, f(z))$ are polynomials in $f$ having rational coefficients and no common roots.


## 1. Introduction and main results

In what follows, we assume the reader is familiar with the basic notion of Nevanlinna's value distribution theory (see [15, 18, 23]). We also use notations $\sigma(f), \mu(f), \lambda(f), \lambda\left(\frac{1}{f}\right)$ for the order, the lower order, the exponents of convergence of zeros and poles of $f$, respectively. Moreover, we say that a meromorphic function $g$ is small with respect to $f$ if $T(r, g)=S(r, f)$, where $S(r, f)=o(T(r, f))$ outside a possible exceptional set of finite logarithmic measure. We also make use of the notion of hyper-order, defined as

$$
\sigma_{2}(f):=\varlimsup_{r \rightarrow \infty} \frac{\log \log T(r, f)}{\log r} .
$$

Recently, a number of papers (see $[1-8,10-14,16,17,19,21]$ ) focused on complex difference equations and difference analogues of Nevanlinna theory. As the difference analogues of Nevanlinna theory are being investigated, many results on the complex difference equations are rapidly obtained.

[^0]Ablowitz, Halburd and Herbst [1] considered the difference equations of the type

$$
\begin{equation*}
f(z+1) * f(z-1)=R(z, f(z)), \tag{1.1}
\end{equation*}
$$

where $R(z, f(z))$ is rational in both of its arguments, and the operation $*$ stands either for the addition or the multiplication. Ablowitz et.al. obtained the following theorem therein:

Theorem A ([1]). If the second-order difference equation (1.1) admits a nonrational meromorphic solution of finite order, then $\operatorname{deg}_{f}(R) \leq 2$.

The following theorem is due to Ramani, Grammaticos, Tamizhmani and Tamizhmani.

Theorem B ([20]). If the second-order difference equation

$$
\begin{equation*}
(f(z+1)+f(z))(f(z)+f(z-1))=\frac{P(z, f(z))}{Q(z, f(z))} \tag{1.2}
\end{equation*}
$$

where $P(z, f(z))$ and $Q(z, f(z))$ are polynomials in $f$ having rational coefficients and no common roots, admits a non-rational meromorphic solution of finite order, then $\operatorname{deg}_{f}(P) \leq 4$ and $\operatorname{deg}_{f}(Q) \leq 2$.

In Theorem B, we see that if equation (1.2) admits a transcendental meromorphic solution of finite order, then $\operatorname{deg}_{f}(P) \leq 4$ and $\operatorname{deg}_{f}(Q) \leq 2$. It is natural to ask if $p=\operatorname{deg}_{f}(P) \geq 4$ and $q=\operatorname{deg}_{f}(Q) \geq 2$ or $p-q \geq 3$, what do we get?

In the following, we will answer the above questions, and obtain Theorem 1.1 as show below.

Theorem 1.1. Suppose that $f$ is a transcendental meromorphic solution of the equation

$$
\begin{equation*}
(f(z+1)+f(z))(f(z)+f(z-1))=R(z, f(z))=\frac{P(z, f(z))}{Q(z, f(z))}, \tag{1.3}
\end{equation*}
$$

where $P(z, f(z))=a_{0}(z)+a_{1}(z) f(z)+\cdots+a_{p}(z) f(z)^{p}$ and $Q(z, f(z))=b_{0}(z)+$ $b_{1}(z) f(z)+\cdots+b_{q}(z) f(z)^{q}$ are relatively prime polynomials in $f, a_{0}(z), \ldots, a_{p}(z)$, $b_{0}(z), \ldots, b_{q}(z)$ are rational functions with $a_{p}(z) b_{q}(z) \not \equiv 0$. Let $m=p-q \geq 3$.

1) If $f$ is entire or has finitely many poles, then there exist constants $K>0$ and $r_{0}>0$ such that

$$
\begin{equation*}
\log M(r, f) \geq K\left(\frac{m}{2}\right)^{r} \tag{1.4}
\end{equation*}
$$

holds for all $r \geq r_{0}$.
2) If $f$ has infinitely many poles, then there exist constants $K>0$ and $r_{0}>0$ such that

$$
\begin{equation*}
n(r, f) \geq K(m-1)^{r} \tag{1.5}
\end{equation*}
$$

holds for all $r \geq r_{0}$.
Furthermore, by 1) and 2), we can get $\sigma_{2}(f) \geq 1$.
From Theorem B and Theorem 1.1, we can get the following Corollary 1.1.

Corollary 1.1. Suppose that the second-order difference equation (1.2) satisfies the hypothesis of Theorem B. If equation (1.2) admits a non-rational meromorphic solution of finite order, then $\operatorname{deg}_{f}(P) \leq 4, \operatorname{deg}_{f}(Q) \leq 2$ and $\operatorname{deg}_{f}(P)-\operatorname{deg}_{f}(Q) \leq 2$.

Remark 1.1. Under the conditions of $\operatorname{deg}_{f}(P) \leq 4, \quad \operatorname{deg}_{f}(Q) \leq 2$ and $\operatorname{deg}_{f}(P)-\operatorname{deg}_{f}(Q) \leq 2$, equation (1.2) may have meromorphic solution of infinite order, which can be seen by the following example.

Example 1.1. The difference equation

$$
(f(z+1)+f(z))(f(z)+f(z-1))=4 f^{2}(z)
$$

has a solution $f(z)=\exp \left\{e^{2 \pi i z}\right\}$, where $\sigma(f)=\infty$.
In what follows, we consider the properties of meromorphic solutions of finite order of equation (1.3), and get Theorem 1.2.

Theorem 1.2. Suppose that equation (1.3) satisfies the hypothesis of Theorem 1.1, and $f$ is a finite order transcendental meromorphic solution of equation (1.3). Then, we have

1) If $p=q=0$, then $\sigma(f) \geq 1$.
2) If $a_{0}(z) \not \equiv 0$, then $\lambda(f)=\sigma(f)$.
3) If $q \geq p, q \geq 1$ and $P(z, f(z)) \not \equiv 0$, then $\lambda\left(\frac{1}{f}\right)=\sigma(f)$.
4) If $P(z, f(z)) \not \equiv 0$, then $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}=\sigma(f)$ except $(f(z+1)+$

Remark 1.2. If $P(z, f(z)) \equiv 0$, we may get $\lambda\left(\frac{1}{f}\right)<\sigma(f)$. And when $P(z, f(z))=a_{2}(z) f^{2}(z)$, we may get $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}<\sigma(f)$. Which can be
seen by the following two examples.

Example 1.2. The difference equation

$$
(f(z+1)+f(z))(f(z)+f(z-1))=0
$$

has a solution $f(z)=e^{\pi i z}$, where $\lambda\left(\frac{1}{f}\right)=0$ and $\sigma(f)=1$.
Example 1.3. The difference equation

$$
(f(z+1)+f(z))(f(z)+f(z-1))=4 f^{2}(z)
$$

has a solution $f(z)=e^{2 \pi i z}$, where $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}=0$ and $\sigma(f)=1$.
When $\operatorname{deg}_{f}(P)=0$ and $\operatorname{deg}_{f}(Q)=0$, we consider the properties of rational solutions of equation (1.3), and get Theorem 1.3.

Theorem 1.3. Let $R(z)=\frac{P(z)}{Q(z)}$ be an irreducible rational function. We
sider the difference equation

$$
\begin{equation*}
(f(z+1)+f(z))(f(z)+f(z-1))=\frac{P(z)}{Q(z)} \tag{1.6}
\end{equation*}
$$

where $P(z), Q(z)$ are polynomials with $\operatorname{deg} P(z)=p$ and $\operatorname{deg} Q(z)=q$.

1) Suppose that $p \geq q$ and $p-q$ is an even number or zero. If equation (1.6) has an irreducible rational solution $f(z)=\frac{m(z)}{n(z)}$, where $m(z), n(z)$ are polynomials with $\operatorname{deg} m(z)=m$ and $\operatorname{deg} n(z)=n$, then

$$
m-n=\frac{p-q}{2}
$$

2) Suppose that $p<q$ and $q-p$ is an even number. If equation (1.6) has an irreducible rational solution $f(z)=\frac{m(z)}{n(z)}$, where $m(z), n(z)$ are polynomials with $\operatorname{deg} m(z)=m$ and $\operatorname{deg} n(z)=n$, then

$$
n-m=\frac{q-p}{2} .
$$

3) If $|p-q|$ is an odd number, then equation (1.6) has no rational solution.

## 2. Proof of Theorem 1.1

1) We multiply out the denominators of the coefficients $a_{i}(z)(i=0$, $1, \ldots, p), b_{n}(z)(n=0,1, \ldots, q)$ in (1.3) to obtain

$$
\begin{equation*}
(f(z+1)+f(z))(f(z)+f(z-1))=R_{1}(z, f(z)) \tag{2.1}
\end{equation*}
$$

where $\quad R_{1}(z, f(z))=\frac{A_{0}(z)+A_{1}(z) f(z)+\cdots+A_{p}(z) f(z)^{p}}{B_{0}(z)+B_{1}(z) f(z)+\cdots+B_{q}(z) f(z)^{q}}$, and all coefficients $A_{i}(z)(i=0,1, \ldots, p), B_{n}(z)(n=0,1, \ldots, q)$ are polynomials.

Suppose that $f$, the solution of (2.1), is transcendental entire. Furthermore, denote $l_{n}=\operatorname{deg} B_{n}, t=\operatorname{deg} A_{p}$. The maximum modulus principle yields

$$
M(r+1, f(z)) \geq M(r, f(z \pm 1))
$$

for $z$ satisfying $|z|=r$. Choosing $d>\max \left\{l_{0}, l_{1}, \ldots, l_{q}\right\}$, it follows that

$$
\begin{align*}
M\left(r, R_{1}(z, f(z))\right) & =M(r,(f(z+1)+f(z))(f(z)+f(z-1)))  \tag{2.2}\\
& \leq M\left(r+1,4 f(z)^{2}\right) \leq C M^{2}(r+1, f(z))
\end{align*}
$$

when $r$ is large enough, where $C$ is a positive constant. Furthermore

$$
\begin{aligned}
\left|\sum_{i=0}^{p} A_{i}(z) f(z)^{i}\right| & \geq\left|A_{p}(z) f(z)^{p}\right|-\left(\left|A_{p-1}(z) f(z)^{p-1}\right|+\cdots+\left|A_{0}(z)\right|\right) \\
& \geq \frac{1}{2}\left|A_{p}(z) f(z)^{p}\right|=\frac{1}{2} r^{t}|f(z)|^{p}(1+o(1))
\end{aligned}
$$

for $z$ satisfying $|z|=r$ such that $|f(z)|=M(r, f)$. And

$$
\begin{aligned}
\left|\sum_{n=0}^{q} B_{n}(z) f(z)^{n}\right| & \leq \sum_{n=0}^{q}\left|B_{n}(z) f(z)^{n}\right| \\
& \leq \sum_{n=0}^{q} r^{d}|f(z)|^{q}=(q+1) r^{d}|f(z)|^{q}
\end{aligned}
$$

when $r$ is large enough. Hence

$$
\begin{aligned}
\left|R_{1}(z, f(z))\right| & =\left|\frac{\sum_{i=0}^{p} A_{i}(z) f(z)^{i}}{\sum_{n=0}^{q} B_{n}(z) f(z)^{n}}\right| \\
& \geq \frac{\left|A_{p}(z) f(z)^{p}\right|-\left(\left|A_{p-1}(z) f(z)^{p-1}\right|+\cdots+\left|A_{0}(z)\right|\right)}{\left|B_{q}(z) f(z)^{q}\right|+\cdots+\left|B_{1}(z) f(z)\right|+\left|B_{0}(z)\right|} \\
& \geq \frac{\frac{1}{2} r^{t}|f(z)|^{p}(1+o(1))}{(q+1) r^{d}|f(z)|^{q}}=\frac{1}{2(q+1)} r^{(t-d)}|f(z)|^{(p-q)}(1+o(1)),
\end{aligned}
$$

when $r$ is sufficiently large and for $z$ satisfying $|z|=r$ such that $|f(z)|=M(r, f)$. So that we have

$$
\begin{equation*}
M\left(r, R_{1}(z, f(z))\right) \geq \frac{r^{(t-d)}|f(z)|^{p-q}}{2(q+1)}=\frac{r^{(t-d)} M(r, f(z))^{m}}{2(q+1)} \tag{2.3}
\end{equation*}
$$

when $r$ is sufficiently large and for $z$ satisfying $|z|=r$ such that $|f(z)|=M(r, f)$. By (2.2) and (2.3), we deduce

$$
\begin{equation*}
2 \log M(r+1, f(z)) \geq m \log M(r, f(z))+g(r), \tag{2.4}
\end{equation*}
$$

where $|g(r)|<K \log r$ for some $K>0$, when $r$ is large enough. By iterating (2.4), we have that

$$
\begin{equation*}
\log M(r+j, f(z)) \geq\left(\frac{m}{2}\right)^{j} \log M(r, f(z))+E_{j}(r) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{aligned}
\left|E_{j}(r)\right| & =\frac{1}{2}\left|\left(\frac{m}{2}\right)^{j-1} g(r)+\left(\frac{m}{2}\right)^{j-2} g(r+1)+\cdots+g(r+(j-1))\right| \\
& \leq \frac{K}{2}\left(\frac{m}{2}\right)^{j-1} \sum_{k=0}^{j-1} \frac{\log (r+k)}{\left(\frac{m}{2}\right)^{k}} \leq \frac{K}{2}\left(\frac{m}{2}\right)^{j-1} \sum_{k=0}^{\infty} \frac{\log (r+k)}{\left(\frac{m}{2}\right)^{k}}
\end{aligned}
$$

Since $\log (r+k) \leq(\log r)(\log k)$ for $r$ and $k$ sufficiently large, we have that

$$
\sum_{k=0}^{\infty} \frac{\log (r+k)}{\left(\frac{m}{2}\right)^{k}} \leq \sum_{k=0}^{\infty} \frac{(\log r)(\log k)}{\left(\frac{m}{2}\right)^{k}}=\log r \sum_{k=0}^{\infty} \frac{\log k}{\left(\frac{m}{2}\right)^{k}}
$$

Set

$$
I=\sum_{k=0}^{\infty} a_{k}=\sum_{k=0}^{\infty} \frac{\log k}{\left(\frac{m}{2}\right)^{k}} .
$$

Since

$$
\lim _{k \rightarrow \infty} \frac{a_{k+1}}{a_{k}}=\lim _{k \rightarrow \infty} \frac{\log (k+1) /\left(\frac{m}{2}\right)^{k+1}}{\log k /\left(\frac{m}{2}\right)^{k}}=\lim _{k \rightarrow \infty} \frac{\log (k+1)}{\log k} \frac{2}{m}=\frac{2}{m}<1
$$

we see that the series $I=\sum_{k=0}^{\infty} \frac{\log k}{\left(\frac{m}{2}\right)^{k}}$ is convergent. Hence

$$
\begin{equation*}
\left|E_{j}(r)\right| \leq K^{\prime}\left(\frac{m}{2}\right)^{j} \log r \tag{2.6}
\end{equation*}
$$

Since, by the hypothesis, $f$ is transcendental entire, we have the inequality $\log M(r, f) \geq 2 K^{\prime} \log r$ for $r$ large enough. Thus (2.5) and (2.6) imply

$$
\begin{equation*}
\log M(r+j, f(z)) \geq K^{\prime}\left(\frac{m}{2}\right)^{j} \log r \tag{2.7}
\end{equation*}
$$

which holds for $r$ sufficiently large, say $r \geq r_{0}$. By choosing $r \in\left[r_{0}, r_{0}+1\right)$ arbitrarily and letting $j \rightarrow \infty$ for each choice of $r$, and set $s=r+j$, then $j=s-r \geq s-\left(r_{0}+1\right)$. Thus, we have

$$
\log M(s, f(z))=\log M(r+j, f(z)) \geq K^{\prime}\left(\frac{m}{2}\right)^{s-r_{0}-1} \log r_{0}=K^{\prime \prime}\left(\frac{m}{2}\right)^{s}
$$

holds for all $s \geq s_{0}=r_{0}+1$, where $K^{\prime \prime}=K^{\prime}\left(\frac{m}{2}\right)^{-\left(r_{0}+1\right)} \log r_{0}$. We have proved
the assertion in the case of $f$ being entire.
Suppose now that $f$, the solution of (1.3), is meromorphic with finitely many poles. Then there exists a polynomial $P(z)$ such that $g(z)=P(z) f(z)$ is entire. Substituting $f(z)=\frac{g(z)}{P(z)}$ into (1.3) and again multiplying away the denominators, we will obtain an equation similar to (2.1). Applying the same reasoning above to $g(z)$, we obtain that for sufficiently large $r, \log M(r, f)=\log M(r, g)+$ $O(\log r) \geq\left(K^{\prime \prime}-\varepsilon\right)\left(\frac{m}{2}\right)^{r}=K^{\prime \prime \prime}\left(\frac{m}{2}\right)^{r}$, where $K^{\prime \prime \prime}(>0)$ is some constant.
2) We multiply out the denominators of the coefficients $a_{i}(z)(i=0$, $1, \ldots, p), b_{n}(z)(n=0,1, \ldots, q)$ in (1.3) to obtain (2.1). Suppose that $f(z)$ is a meromorphic function with infinitely many poles. Since $A_{i}(z)(i=0,1, \ldots, p)$, $B_{n}(z)(n=0,1, \ldots, q)$ are polynomials, we see that there is a constant $M>0$ such that all zeros of $A_{i}(z)(i=0,1, \ldots, p), B_{n}(z)(n=0,1, \ldots, q)$ are in $D=$ $\{z:|\operatorname{Re} z|<M,|\operatorname{Im} z|<M\}$.

Set

$$
\begin{array}{ll}
D_{1}=\{z: \operatorname{Re} z>M\} ; & D_{2}=\{z: \operatorname{Re} z<-M\} ; \\
D_{3}=\{z: \operatorname{Im} z>M\} ; & D_{4}=\{z: \operatorname{Im} z<-M\} .
\end{array}
$$

Since $f(z)$ has infinitely many poles, we see that there exists at least one of $D_{s}(s=1,2,3,4)$ such that $f(z)$ has infinitely many poles in it. Suppose that $z_{0}$ is in one of $D_{s}(s=1,2,3,4)$ such that $D_{s}$ has infinitely many poles of $f(z)$, and $z_{0}$ is a pole of $f(z)$ having multiplicity $k_{0} \geq 1$. Then the right-hand side of (2.1) has a pole of multiplicity $m k_{0}$ at $z_{0}$. Thus, there is $l_{1} \in\{1,-1\}$ such that $z_{0}+l_{1}$ is a pole of $f(z)$ of multiplicity $k_{1} \geq \frac{m k_{0}}{2}$.

We divide this proof into the following two cases.
Case 1. Suppose that $l_{1}=1$. Then $z_{0}+1$ is a pole of $f(z)$ of multiplicity $k_{1}$.

Suppose that $f(z)$ has infinitely many poles in $D_{1}$ and $z_{0} \in D_{1}$. Then $z_{0}+1 \in D_{1}$ since $z_{0} \in D_{1}$. Substitute $z_{0}+1$ for $z$ in (2.1) to obtain

$$
\begin{aligned}
& \left(f\left(z_{0}+2\right)+f\left(z_{0}+1\right)\right)\left(f\left(z_{0}+1\right)+f\left(z_{0}\right)\right) \\
& \quad=\frac{A_{0}\left(z_{0}+1\right)+\cdots+A_{p}\left(z_{0}+1\right) f^{p}\left(z_{0}+1\right)}{B_{0}\left(z_{0}+1\right)+\cdots+B_{q}\left(z_{0}+1\right) f^{q}\left(z_{0}+1\right)} .
\end{aligned}
$$

That is

$$
\begin{align*}
f\left(z_{0}\right. & +2) f\left(z_{0}+1\right)+f\left(z_{0}+2\right) f\left(z_{0}\right)+f^{2}\left(z_{0}+1\right)+f\left(z_{0}+1\right) f\left(z_{0}\right)  \tag{2.8}\\
& =\frac{A_{0}\left(z_{0}+1\right)+\cdots+A_{p}\left(z_{0}+1\right) f^{p}\left(z_{0}+1\right)}{B_{0}\left(z_{0}+1\right)+\cdots+B_{q}\left(z_{0}+1\right) f^{q}\left(z_{0}+1\right)} .
\end{align*}
$$

By (2.8) and $m=p-q \geq 3$, we conclude that $z_{0}+2$ is a pole of $f(z)$ of multiplicity $k_{2}=(m-1) k_{1}$. Obviously $z_{0}+2 \in D_{1}$.

Substitute $z_{0}+2$ for $z$ in (2.1) to obtain

$$
\begin{align*}
f\left(z_{0}\right. & +3) f\left(z_{0}+2\right)+f\left(z_{0}+3\right) f\left(z_{0}+1\right)+f^{2}\left(z_{0}+2\right)+f\left(z_{0}+2\right) f\left(z_{0}+1\right)  \tag{2.9}\\
& =\frac{A_{0}\left(z_{0}+2\right)+\cdots+A_{p}\left(z_{0}+2\right) f^{p}\left(z_{0}+2\right)}{B_{0}\left(z_{0}+2\right)+\cdots+B_{q}\left(z_{0}+2\right) f^{q}\left(z_{0}+2\right)} .
\end{align*}
$$

By (2.9) and $m=p-q \geq 3$, we conclude that $z_{0}+3$ is a pole of $f(z)$ of multiplicity $k_{3}=(m-1) k_{2}=(m-1)^{2} k_{1}$. Obviously $z_{0}+3 \in D_{1}$.

Similarly, $z_{0}+n \in D_{1}$ is a pole of $f(z)$ of multiplicity $k_{n}=(m-1) k_{n-1}$ $=\cdots=(m-1)^{n-1} k_{1}$. Thus, there is a sequence $\left\{z_{0}+j \in D_{1}(j=1,2, \ldots\right.$, $n, \ldots)\}$ are poles of $f(z)$ of multiplicity $k_{j}=(m-1)^{j-1} k_{1}$. Since $k_{j}=$ $(m-1)^{j-1} k_{1} \rightarrow \infty$, as $j \rightarrow \infty$, and since $f(z)$ does not have essential singularities in the finite plane, we must have $\left|z_{0}+j\right| \rightarrow \infty$, as $j \rightarrow \infty$. It is clear that, for $j$ large enough, say $j>j_{0}$,

$$
\begin{aligned}
(m-1)^{j-1} k_{1} & \leq k_{1}\left(1+(m-1)+\cdots+(m-1)^{j-1}\right) \\
& \leq n\left(\left|z_{0}+j\right|, f\right) \leq n\left(\left|z_{0}\right|+j, f\right) \leq n(t+j, f)
\end{aligned}
$$

where $t \in\left[\left|z_{0}\right|,\left|z_{0}\right|+1\right]$ can be chosen arbitrarily. Letting $j \rightarrow \infty$ for each choice of $t$, and set $r=t+j$, then $j-1=r-t-1 \geq r-\left(\left|z_{0}\right|+2\right)$. Thus, we have

$$
n(r, f) \geq(m-1)^{j-1} k_{1} \geq k_{1}(m-1)^{r-\left(\left|z_{0}\right|+2\right)}=K(m-1)^{r}
$$

holds for all $r \geq r_{0}:=j_{0}+1+\left|z_{0}\right|$, where $K=k_{1}(m-1)^{-\left(\left|z_{0}\right|+2\right)}$. The fact that $r_{0}$ and $K$ both depend on $\left|z_{0}\right|$ is not a problem, since $z_{0}$ is fixed.

Suppose that $f(z)$ has infinitely many poles in $D_{3}$ (or $D_{4}$ ). Then we may use the same method as above.

Suppose that $f(z)$ has infinitely many poles in $D_{2}$ and $z_{0} \in D_{2}$. Set $\operatorname{deg} A_{p}=A(\geq 0)$. Since $z_{0} \in D_{2}$, we know that $z_{0}+1$ has two possibilities:
(i) If $z_{0}+1 \notin D_{2}$, this process will be terminated and we have to choose another pole $z_{0}$ of $f(z)$ in the way we did above.
(ii) If $z_{0}+1 \in D_{2}$, then $z_{0}+1$ is a pole of $f(z)$ of multiplicity $k_{1} \geq \frac{m k_{0}}{2}$, since the right-hand side of (2.1) has a pole of multiplicity $m k_{0}$ at $z_{0}$.

Substitute $z_{0}+1$ for $z$ in (2.1) to obtain (2.8). And we conclude that $z_{0}+2$ is a pole of $f(z)$ of multiplicity $k_{2}=(m-1) k_{1}$.

If $z_{0}+2 \notin D_{2}$, this process will be terminated and we have to choose another pole $z_{0}$ of $f(z)$ in the way we did above.

If $z_{0}+2 \in D_{2}$, then we see that the right-hand side of (2.1) has a pole of multiplicity $m k_{2}$ at $z_{0}+2$.

Substitute $z_{0}+2$ for $z$ in (2.1) to obtain (2.9). Hence we see that $z_{0}+3$ is a pole of $f(z)$ of multiplicity $k_{3}=(m-1) k_{2}=(m-1)^{2} k_{1}$.

We proceed to follow the steps (i) and (ii) as above. Since there are infinitely many poles of $f(z)$ in $D_{2}$, we will find a pole $z_{0}\left(\in D_{2}\right)$ of $f(z)$ such that $z_{0}+n_{1}\left(\in D_{2}\right)$ is a pole of $f(z)$ of multiplicity $k_{n_{1}}=(m-1) k_{\left(n_{1}-1\right)}=\cdots=$ $(m-1)^{n_{1}-1} k_{1}$. And $z_{0}$ satisfies $z_{0}+n_{1}+1 \notin D_{2}$, that is $\operatorname{Re}\left(z_{0}+n_{1}+1\right) \geq-M$. By (2.1) and $m=p-q \geq 3$, we conclude that $z_{0}+n_{1}+1$ is a pole of $f(z)$ of multiplicity $k_{\left(n_{1}+1\right)}=(m-1) k_{n_{1}}=(m-1)^{n_{1}} k_{1}$.

Substitute $z_{0}+n_{1}+1$ for $z$ in (2.1) to obtain

$$
\begin{align*}
f\left(z_{0}+\right. & \left.n_{1}+2\right) f\left(z_{0}+n_{1}+1\right)+f\left(z_{0}+n_{1}+2\right) f\left(z_{0}+n_{1}\right)  \tag{2.10}\\
& +f^{2}\left(z_{0}+n_{1}+1\right)+f\left(z_{0}+n_{1}+1\right) f\left(z_{0}+n_{1}\right) \\
= & \frac{A_{0}\left(z_{0}+n_{1}+1\right)+\cdots+A_{p}\left(z_{0}+n_{1}+1\right) f^{p}\left(z_{0}+n_{1}+1\right)}{B_{0}\left(z_{0}+n_{1}+1\right)+\cdots+B_{q}\left(z_{0}+n_{1}+1\right) f^{q}\left(z_{0}+n_{1}+1\right)} .
\end{align*}
$$

We see that the right-hand side of (2.10) has a pole of multiplicity at least $p k_{\left(n_{1}+1\right)}-A-q k_{\left(n_{1}+1\right)}=m k_{\left(n_{1}+1\right)}-A$ at $z_{0}+n_{1}+1$. Without loss of generality, suppose that the right-hand side of $(2.10)$ has a pole of multiplicity $m k_{\left(n_{1}+1\right)}-A$ at $z_{0}+n_{1}+1$.

In the left-hand side of $(2.10)$, we see that $f^{2}(z)$ has a pole of multiplicity $2 k_{\left(n_{1}+1\right)}$ at $z_{0}+n_{1}+1, f(z) f(z-1)$ has a pole of multiplicity $k_{n_{1}}+k_{\left(n_{1}+1\right)}$ at $z_{0}+n_{1}+1$. By $m \geq 3$, when $n_{1}>\max \left\{\frac{\log (A+1)-\log (m-2) k_{1}}{\log (m-1)}, 1\right\}$, we have $(m-2) k_{\left(n_{1}+1\right)}=(m-2)(m-1)^{n_{1}} k_{1}>A+1>A$. Thus $m k_{\left(n_{1}+1\right)}-A>2 k_{\left(n_{1}+1\right)}$ and $2 k_{\left(n_{1}+1\right)}>k_{n_{1}}+k_{\left(n_{1}+1\right)}$.

Hence, by (2.10), we conclude that $z_{0}+n_{1}+2$ is a pole of $f(z)$ of multiplicity $k_{\left(n_{1}+2\right)}=m k_{\left(n_{1}+1\right)}-A-k_{\left(n_{1}+1\right)}=(m-1) k_{\left(n_{1}+1\right)}-A=(m-1)^{n_{1}+1} k_{1}-A$.

Since $\operatorname{Re}\left(z_{0}+n_{1}+1\right) \geq-M$, we have $\operatorname{Re}\left(z_{0}+n_{1}+2\right)>\operatorname{Re}\left(z_{0}+n_{1}+1\right) \geq$ $-M$. Substitute $z_{0}+n_{1}+2$ for $z$ in (2.1) to obtain

$$
\begin{align*}
f\left(z_{0}+\right. & \left.n_{1}+3\right) f\left(z_{0}+n_{1}+2\right)+f\left(z_{0}+n_{1}+3\right) f\left(z_{0}+n_{1}+1\right)  \tag{2.11}\\
& +f^{2}\left(z_{0}+n_{1}+2\right)+f\left(z_{0}+n_{1}+2\right) f\left(z_{0}+n_{1}+1\right) \\
= & \frac{A_{0}\left(z_{0}+n_{1}+2\right)+\cdots+A_{p}\left(z_{0}+n_{1}+2\right) f^{p}\left(z_{0}+n_{1}+2\right)}{B_{0}\left(z_{0}+n_{1}+2\right)+\cdots+B_{q}\left(z_{0}+n_{1}+2\right) f^{q}\left(z_{0}+n_{1}+2\right)} .
\end{align*}
$$

We see that the right-hand side of (2.11) has a pole of multiplicity at least $p k_{\left(n_{1}+2\right)}-A-q k_{\left(n_{1}+2\right)}=m k_{\left(n_{1}+2\right)}-A$ at $z_{0}+n_{1}+2$. Without loss of generality, suppose that the right-hand side of (2.11) has a pole of multiplicity $m k_{\left(n_{1}+2\right)}-A$ at $z_{0}+n_{1}+2$.

In the left-hand side of (2.11), we see that $f^{2}(z)$ has a pole of multiplicity $2 k_{\left(n_{1}+2\right)}$ at $z_{0}+n_{1}+2, f(z) f(z-1)$ has a pole of multiplicity $k_{\left(n_{1}+1\right)}+k_{\left(n_{1}+2\right)}$ at $z_{0}+n_{1}+2$. By $m \geq 3$, when $n_{1}>\max \left\{\frac{\log (A+1)-\log (m-2) k_{1}}{\log (m-1)}, 1\right\}$, we have $(m-2)(m-1)^{n_{1}} k_{1}>A+1>A$. Hence, $(m-2) k_{\left(n_{1}+2\right)}=$ $(m-2)\left[(m-1)^{\left(n_{1}+1\right)} k_{1}-A\right]>A$. Thus $m k_{\left(n_{1}+2\right)}-A>2 k_{\left(n_{1}+2\right)}$ and $2 k_{\left(n_{1}+2\right)}>$ $k_{\left(n_{1}+1\right)}+k_{\left(n_{1}+2\right)}$.

Hence, by (2.11), we conclude that $z_{0}+n_{1}+3$ is a pole of $f(z)$ of multiplicity $k_{\left(n_{1}+3\right)}=m k_{\left(n_{1}+2\right)}-A-k_{\left(n_{1}+2\right)}=(m-1) k_{\left(n_{1}+2\right)}-A=(m-1)\left[(m-1)^{n_{1}+1} k_{1}-A\right]$ $-A=(m-1)^{n_{1}+2} k_{1}-A[(m-1)+1]$.

We proceed to follow the steps as above. We will find $z_{0}+n_{1}+n_{2}$ is a pole of $f(z)$ of multiplicity $k_{\left(n_{1}+n_{2}\right)}=(m-1)^{n_{1}+n_{2}-1} k_{1}-A\left[(m-1)^{n_{2}-2}+\cdots+\right.$ $(m-1)+1]$ such that $\operatorname{Re}\left(z_{0}+n_{1}+n_{2}\right)>M$, that is $z_{0}+n_{1}+n_{2} \in D_{1}$.

Set $\quad k:=k_{\left(n_{1}+n_{2}\right)}=(m-1)^{n_{1}+n_{2}-1} k_{1}-A\left[(m-1)^{n_{2}-2}+\cdots+(m-1)+1\right]$. Then

$$
k=(m-1)^{n_{1}+n_{2}-1} k_{1}-A \frac{(m-1)^{n_{2}-1}-1}{(m-1)-1} .
$$

That is

$$
\begin{aligned}
k & =(m-1)^{n_{1}+n_{2}-1} k_{1}-A \frac{(m-1)^{n_{2}-1}}{m-2}+\frac{A}{m-2} \\
& =\frac{(m-1)^{n_{2}-1}}{m-2}\left[(m-2)(m-1)^{n_{1}} k_{1}-A\right]+\frac{A}{m-2} .
\end{aligned}
$$

When $\quad n_{2} \geq 2 \quad$ and $\quad n_{1}>\max \left\{\frac{\log (A+1)-\log (m-2) k_{1}}{\log (m-1)}, 1\right\}, \quad$ we have $(m-2)(m-1)^{n_{1}} k_{1}>A+1$, that is $(m-2)(m-1)^{n_{1}} k_{1}-A>1$. Hence we see that

$$
k=\frac{(m-1)^{n_{2}-1}}{m-2}\left[(m-2)(m-1)^{n_{1}} k_{1}-A\right]+\frac{A}{m-2} \geq 1
$$

Set $z_{1}:=z_{0}+n_{1}+n_{2}$. Then $z_{1}\left(\in D_{1}\right)$ is a pole of $f(z)$ of multiplicity $k \geq 1$.
Applying the same reasoning that $f(z)$ has infinitely many poles in $D_{1}$, we obtain

$$
n(r, f) \geq K(m-1)^{r}
$$

holds for all $r \geq r_{0}$. The fact that $r_{0}$ and $K$ both depend on $\left|z_{1}\right|$ is not a problem, since $z_{1}\left(\in D_{1}\right)$ is fixed by $z_{0}\left(\in D_{2}\right)$.

Case 2. Suppose that $l_{1}=-1$. Then $z_{0}-1$ is a pole of $f(z)$ of multiplicity $k_{1} \geq \frac{m k_{0}}{2}$.

Suppose that $f(z)$ has infinitely many poles in $D_{2}$ and $z_{0} \in D_{2}$. Then $z_{0}-1 \in D_{2}$ since $z_{0} \in D_{2}$. Substitute $z_{0}-1$ for $z$ in (2.1) to obtain

$$
\begin{align*}
& f\left(z_{0}\right) f\left(z_{0}-1\right)+f\left(z_{0}\right) f\left(z_{0}-2\right)+f^{2}\left(z_{0}-1\right)+f\left(z_{0}-1\right) f\left(z_{0}-2\right)  \tag{2.12}\\
& \quad=\frac{A_{0}\left(z_{0}-1\right)+\cdots+A_{p}\left(z_{0}-1\right) f^{p}\left(z_{0}-1\right)}{B_{0}\left(z_{0}-1\right)+\cdots+B_{q}\left(z_{0}-1\right) f^{q}\left(z_{0}-1\right)} .
\end{align*}
$$

By (2.12) and $m=p-q \geq 3$, we conclude that $z_{0}-2$ is a pole of $f(z)$ of multiplicity $k_{2}=(m-1) k_{1}$. Obviously $z_{0}-2 \in D_{2}$.

Similarly, $z_{0}-n\left(\in D_{2}\right)$ is a pole of $f(z)$ of multiplicity $k_{n}=(m-1)^{n-1} k_{1}$. Thus, there is a sequence $\left\{z_{0}-j \in D_{2}(j=1,2, \ldots, n, \ldots)\right\}$ are poles of $f(z)$ of multiplicity $k_{j}=(m-1)^{j-1} k_{1}$. Since $k_{j}=(m-1)^{j-1} k_{1} \rightarrow \infty$, as $j \rightarrow \infty$, and since $f$ does not have essential singularities in the finite plane, we must have $\left|z_{0}-j\right| \rightarrow \infty$, as $j \rightarrow \infty$. It is clear that, for $j$ large enough, say $j>j_{0}$,

$$
\begin{aligned}
(m-1)^{j-1} k_{1} & \leq k_{1}\left(1+(m-1)+\cdots+(m-1)^{j-1}\right) \\
& \leq n\left(\left|z_{0}-j\right|, f\right) \leq n\left(\left|z_{0}\right|+j, f\right) \leq n(t+j, f)
\end{aligned}
$$

where $t \in\left[\left|z_{0}\right|,\left|z_{0}\right|+1\right]$ can be chosen arbitrarily. Letting $j \rightarrow \infty$ for each choice of $t$, and set $r=t+j$, then $j-1=r-t-1 \geq r-\left(\left|z_{0}\right|+2\right)$. Thus, we have that

$$
n(r, f) \geq(m-1)^{j-1} k_{1} \geq k_{1}(m-1)^{r-\left(\left|z_{0}\right|+2\right)}=K(m-1)^{r}
$$

holds for all $r \geq r_{0}:=j_{0}+1+\left|z_{0}\right|$, where $K=k_{1}(m-1)^{-\left(\left|z_{0}\right|+2\right)}$. The fact that $r_{0}$ and $K$ both depend on $\left|z_{0}\right|$ is not a problem, since $z_{0}$ is fixed.

Suppose that $f(z)$ has infinitely many poles in $D_{3}$ (or $D_{4}$ ). Then we may use the same method as above.

Suppose that $f(z)$ has infinitely many poles in $D_{1}$ and $z_{0} \in D_{1}$. Set $\operatorname{deg} A_{p}=A \geq 0$. Since $z_{0} \in D_{1}$, we know that $z_{0}-1$ has two possibilities:
(i) If $z_{0}-1 \notin D_{1}$, this process will be terminated and we have to choose another pole $z_{0}$ of $f(z)$ in the way we did above.
(ii) If $z_{0}-1 \in D_{1}$, then $z_{0}-1$ is a pole of $f(z)$ of multiplicity $k_{1} \geq \frac{m k_{0}}{2}$, since the right-hand side of (2.1) has a pole of multiplicity $m k_{0}$ at $z_{0}$.

Substitute $z_{0}-1$ for $z$ in (2.1) to obtain (2.12). And we conclude that $z_{0}-2$ is a pole of $f(z)$ of multiplicity $k_{2}=(m-1) k_{1}$.

We proceed to follow the steps (i) and (ii) as above. Since there are infinitely many poles of $f(z)$ in $D_{1}$, we will find a pole $z_{0}\left(\in D_{1}\right)$ of $f(z)$ such that $z_{0}-n_{1}\left(\in D_{1}\right)$ is a pole of $f(z)$ of multiplicity $k_{n_{1}}=(m-1)^{n_{1}-1} k_{1}$. And $z_{0}$ satisfies $z_{0}-\left(n_{1}+1\right) \notin D_{1}$, that is $\operatorname{Re}\left(z_{0}-\left(n_{1}+1\right)\right) \leq M$. By (2.1) and $m=p-q \geq 3$, we conclude that $z_{0}-\left(n_{1}+1\right)$ is a pole of $f(z)$ of multiplicity $k_{\left(n_{1}+1\right)}=(m-1) k_{n_{1}}=(m-1)^{n_{1}} k_{1}$.

Substitute $z_{0}-\left(n_{1}+1\right)$ for $z$ in (2.1) to obtain

$$
\begin{align*}
f\left(z_{0}-\right. & \left.n_{1}\right) f\left(z_{0}-\left(n_{1}+1\right)\right)+f\left(z_{0}-n_{1}\right) f\left(z_{0}-\left(n_{1}+2\right)\right)  \tag{2.13}\\
& +f^{2}\left(z_{0}-\left(n_{1}+1\right)\right)+f\left(z_{0}-\left(n_{1}+1\right)\right) f\left(z_{0}-\left(n_{1}+2\right)\right) \\
= & \frac{A_{0}\left(z_{0}-\left(n_{1}+1\right)\right)+\cdots+A_{p}\left(z_{0}-\left(n_{1}+1\right)\right) f^{p}\left(z_{0}-\left(n_{1}+1\right)\right)}{B_{0}\left(z_{0}-\left(n_{1}+1\right)\right)+\cdots+B_{q}\left(z_{0}-\left(n_{1}+1\right)\right) f^{q}\left(z_{0}-\left(n_{1}+1\right)\right)} .
\end{align*}
$$

We see that the right-hand side of (2.13) has a pole of multiplicity at least $p k_{\left(n_{1}+1\right)}-A-q k_{\left(n_{1}+1\right)}=m k_{\left(n_{1}+1\right)}-A$ at $z_{0}-\left(n_{1}+1\right)$. Without loss of generality, suppose that the right-hand side of (2.13) has a pole of multiplicity $m k_{\left(n_{1}+1\right)}-A$ at $z_{0}-\left(n_{1}+1\right)$.

In the left-hand side of (2.13), we see that $f^{2}(z)$ has a pole of multiplicity $2 k_{\left(n_{1}+1\right)}$ at $z_{0}-\left(n_{1}+1\right), \quad f(z+1) f(z)$ has a pole of multiplicity $k_{n_{1}}+k_{\left(n_{1}+1\right)}\left(<2 k_{\left(n_{1}+1\right)}\right) \quad$ at $z_{0}-\left(n_{1}+1\right)$. By $m \geq 3$, when $n_{1}>$ $\max \left\{\frac{\log (A+1)-\log (m-2) k_{1}}{\log (m-1)}, 1\right\}$, we have $(m-2) k_{\left(n_{1}+1\right)}=(m-2)(m-1)^{n_{1}} k_{1}$ $>A+1>A$. Thus $m k_{\left(n_{1}+1\right)}-A>2 k_{\left(n_{1}+1\right)}$.

Hence, by (2.13), we conclude that $z_{0}-\left(n_{1}+2\right)$ is a pole of $f(z)$ of multiplicity $k_{\left(n_{1}+2\right)}=m k_{\left(n_{1}+1\right)}-A-k_{\left(n_{1}+1\right)}=(m-1) k_{\left(n_{1}+1\right)}-A=(m-1)^{n_{1}+1} k_{1}-A$.

We proceed to follow the steps as above. We will find $z_{0}-\left(n_{1}+n_{2}\right)$ is a pole of $f(z)$ of multiplicity $k_{\left(n_{1}+n_{2}\right)}=(m-1)^{n_{1}+n_{2}-1} k_{1}-A\left[(m-1)^{n_{2}-2}+\cdots+\right.$ $(m-1)+1]$ such that $\operatorname{Re}\left(z_{0}-\left(n_{1}+n_{2}\right)\right)<-M$, that is $z_{0}-\left(n_{1}+n_{2}\right) \in D_{2}$.

Set $\quad k:=k_{\left(n_{1}+n_{2}\right)}=(m-1)^{n_{1}+n_{2}-1} k_{1}-A\left[(m-1)^{n_{2}-2}+\cdots+(m-1)+1\right]$.
Then

$$
k=\frac{(m-1)^{n_{2}-1}}{m-2}\left[(m-2)(m-1)^{n_{1}} k_{1}-A\right]+\frac{A}{m-2} .
$$

When $\quad n_{2} \geq 2 \quad$ and $\quad n_{1}>\max \left\{\frac{\log (A+1)-\log (m-2) k_{1}}{\log (m-1)}, 1\right\}$, we have $(m-2)(m-1)^{n_{1}} k_{1}>A+1$, that is $(m-2)(m-1)^{n_{1}} k_{1}-A>1$. Hence we see that

$$
k=\frac{(m-1)^{n_{2}-1}}{m-2}\left[(m-2)(m-1)^{n_{1}} k_{1}-A\right]+\frac{A}{m-2} \geq 1 .
$$

Set $z_{1}:=z_{0}-\left(n_{1}+n_{2}\right)$. Then $z_{1}\left(\in D_{2}\right)$ is a pole of $f(z)$ of multiplicity $k \geq 1$.

Applying the same reasoning that $f(z)$ has infinitely many poles in $D_{2}$, we obtain,

$$
n(r, f) \geq K(m-1)^{r}
$$

holds for all $r \geq r_{0}$. The fact that $r_{0}$ and $K$ both depend on $\left|z_{1}\right|$ is not a problem, since $z_{1}$ is fixed by $z_{0}$.

Furthermore, by (1.4), we have that

$$
\begin{equation*}
\log \log M(r, f) \geq r \log \frac{m}{2}+\log K . \tag{2.14}
\end{equation*}
$$

Thus, by (2.14) we get

$$
\sigma_{2}(f)=\varlimsup_{r \rightarrow \infty} \frac{\log \log \log M(r, f)}{\log r} \geq \varlimsup_{r \rightarrow \infty} \frac{\log r+\log \left(\log \frac{m}{2}+\frac{\log K}{r}\right)}{\log r}=1
$$

And by (1.5), we have that

$$
\begin{equation*}
\log n(r, f) \geq r \log (m-1)+\log K \tag{2.15}
\end{equation*}
$$

Thus, by (2.15) we get

$$
\sigma_{2}(f)=\varlimsup_{r \rightarrow \infty} \frac{\log \log T(r, f)}{\log r} \geq \varlimsup_{r \rightarrow \infty} \frac{\log \log n(r, f)}{\log r} \geq 1
$$

Thus, Theorem 1.1 is proved.

## 3. Proof of Theorem $\mathbf{1 . 2}$

We need the following lemmas to prove Theorem 1.2.
Lemma 3.1 (see [10, 19]). Let $f$ be a transcendental meromorphic solution of finite order $\sigma$ of the difference equation

$$
P(z, f)=0,
$$

where $P(z, f)$ is a difference polynomial in $f(z)$ and its shifts. If $P(z, a) \not \equiv 0$ for a slowly moving target function a, i.e. $T(r, a)=S(r, f)$, then

$$
m\left(r, \frac{1}{f-a}\right)=O\left(r^{\sigma-1+\varepsilon}\right)+S(r, f)
$$

outside of a possible exceptional set of finite logarithmic measure.
Lemma 3.2 (see [19]). Let $f$ be a transcendental meromorphic solution of finite order $\sigma$ of a difference equation of the form

$$
H(z, f) P(z, f)=Q(z, f)
$$

where $H(z, f)$ is a difference product of total degree $n$ in $f(z)$ and its shifts, and where $P(z, f), Q(z, f)$ are difference polynomials such that the total degree $\operatorname{deg} Q(z, f) \leq n$. If $H(z, f)$ contains just one term of maximal total degree, then for each $\varepsilon>0$,

$$
m(r, P(z, f))=O\left(r^{\sigma-1+\varepsilon}\right)+S(r, f)
$$

possibly outside of an exceptional set of finite logarithmic measure.
Lemma 3.3 (Valiron-Mohon'ko)(see [18]). Let $f(z)$ be a meromorphic function. Then for all irreducible rational function in $f$,

$$
R(z, f(z))=\frac{a_{0}(z)+a_{1}(z) f(z)+\cdots+a_{m}(z) f(z)^{m}}{b_{0}(z)+b_{1}(z) f(z)+\cdots+b_{n}(z) f(z)^{n}}
$$

with meromorphic coefficients $a_{i}(z)(i=0,1, \ldots, m), b_{j}(z)(j=0,1, \ldots, n)$, the characteristic function of $R(z, f(z))$ satisfies

$$
T(r, R(z, f(z)))=d T(r, f)+O(\Psi(r))
$$

where $d=\operatorname{deg}_{f} R=\max \{m, n\}$ and $\Psi(r)=\max _{i, j}\left\{T\left(r, a_{i}\right), T\left(r, b_{j}\right)\right\}$.
In the remark of [13, p. 15], it is pointed out that the following Lemma 3.4 holds.

Lemma 3.4. Let $f$ be a nonconstant finite order meromorphic function. Then

$$
N(r+1, f)=N(r, f)+S(r, f), \quad T(r+1, f)=T(r, f)+S(r, f)
$$

outside of a possible exceptional set of finite logarithmic measure.
Remark 2.1. In [8], Chiang and Feng proved that if $f$ is a meromorphic function with exponent of convergence of poles $\lambda\left(\frac{1}{f}\right)=\lambda<\infty, \eta \neq 0$ be fixed,
then for each $\varepsilon>0$,

$$
N(r, f(z+\eta))=N(r, f)+O\left(r^{\lambda-1+\varepsilon}\right)+O(\log r)
$$

Lemma 3.5 (see [22]). Let $f_{j}(z)(j=1, \ldots, n)(n \geq 2)$ be meromorphic functions, $g_{j}(z)(j=1, \ldots, n)$ be entire functions, and satisfy
(i) $\sum_{j=1}^{n} f_{j}(z) e^{g_{j}(z)} \equiv 0$;
(ii) when $1 \leq j<k \leq n, g_{j}(z)-g_{k}(z)$ is not a constant;
(iii) when $1 \leq j \leq n, 1 \leq h<k \leq n, T\left(r, f_{j}\right)=o\left(T\left(r, e^{g_{h}-g_{k}}\right)\right),(r \rightarrow \infty, r \notin E)$, where $E \subset(1, \infty)$ is of finite linear measure or finite logarithmic measure. Then $f_{j}(z) \equiv 0(j=1, \ldots, n)$.

Lemma 3.6 (see [9]). Let $g:(0,+\infty) \rightarrow R, h:(0,+\infty) \rightarrow R$ be nondecreasing functions. If (i) $g(r) \leq h(r)$ outside of an exceptional set of finite linear measure, or (ii) $g(r) \leq h(r), r \notin H \cup(0,1]$, where $H \subset(1, \infty)$ is a set of finite logarithmic measure, then for any $\alpha>1$, there exists $r_{0}>0$ such that $g(r) \leq h(\alpha r)$ for all $r>r_{0}$.

Lemma 3.7 (see [3]). Let $f(z)$ be a transcendental meromorphic function with $\sigma(f)<1$, and let $g_{1}(z)$ and $g_{2}(z)(\not \equiv 0)$ be polynomials, $c_{1}, c_{2}\left(\neq c_{1}\right)$ be constants. Then

$$
h(z)=g_{2}(z) f\left(z+c_{2}\right)+g_{1}(z) f\left(z+c_{1}\right)
$$

is transcendental.
Proof of Theorem 1.2. Suppose that $f(z)$ is a finite order transcendental meromorphic solution of (1.3).

1) If $p=q=0$, then (1.3) can be rewritten as

$$
\begin{equation*}
(f(z+1)+f(z))(f(z)+f(z-1))=\frac{a_{0}(z)}{b_{0}(z)} \tag{3.1}
\end{equation*}
$$

Suppose that $a_{0}(z) \equiv 0$. Then we have that

$$
(f(z+1)+f(z))(f(z)+f(z-1))=0 .
$$

Thus, we have $f(z+1)+f(z) \equiv 0$ or $f(z)+f(z-1) \equiv 0$.
If $f(z+1)+f(z) \equiv 0$, then $f(z+1) \equiv-f(z)$, that is $f(z+2) \equiv f(z)$. Hence $f(z)$ is a periodic function. Therefore $\sigma(f) \geq 1$.

If $f(z)+f(z-1) \equiv 0$, by the same reasoning as above, we know $f(z)$ is a periodic function. Therefore $\sigma(f) \geq 1$.

Suppose that $a_{0}(z) \not \equiv 0$. Set $R(z)=\frac{a_{0}(z)}{b_{0}(z)}$. Then $R(z)$ has only finite many poles and zeros. Thus, there exists a real number $M>0$ such that all poles and zeros of $R(z)$ in $D=\{z:|z| \leq M\}$.

Contrary to the assertion $\sigma(f) \geq 1$, we suppose that $\sigma(f)<1$. Set $y(z)=$ $f(z)+f(z-1)$. By Lemma 3.7 and $\sigma(f)<1$, we conclude that $y(z)=f(z)+$ $f(z-1)$ is a transcendental meromorphic function. And (1.3) becomes the following difference equation

$$
\begin{equation*}
y(z+1) y(z)=R(z) . \tag{3.2}
\end{equation*}
$$

And we have $\sigma(y) \leq \sigma(f)<1$. From (3.2), we know that $y(z+1)^{2}=$ $\frac{y(z+1)}{y(z)} R(z)$. By [8, Theorems 2.1, 2.2, Corollary 2.6], we obtain

$$
2 T(r, y(z))=T\left(r, \frac{y(z+1)}{y(z)}\right)+O(\log r)=N\left(r, \frac{1}{y(z)}\right)+N(r, y(z))+S(r, y)
$$

So $y(z)$ must have infinitely many poles and zeros.
Set

$$
\begin{array}{ll}
D_{1}=\left\{z: \operatorname{Re} z>M_{1}\right\} ; & D_{2}=\left\{z: \operatorname{Re} z<-M_{1}\right\} \\
D_{3}=\left\{z: \operatorname{Im} z>M_{1}\right\} ; & D_{4}=\left\{z: \operatorname{Im} z<-M_{1}\right\},
\end{array}
$$

where $M_{1}=M+1$. Since $y(z)$ has infinitely many zeros, we see that there exists at least one of $D_{j}(j=1,2,3,4)$, say $D_{1}$, such that $y(z)$ has infinitely many zeros in $D_{1}$. Suppose that a point $z_{0} \in D_{1}$ satisfies $y\left(z_{0}\right)=0$. By (3.2), we see that $y\left(z_{0}+1\right)=\infty$ and $z_{0}+1 \in D_{1}$. Substituting $z_{0}+1$ into (3.2) to obtain

$$
\begin{equation*}
y\left(z_{0}+2\right) y\left(z_{0}+1\right)=R\left(z_{0}+1\right) \tag{3.3}
\end{equation*}
$$

By (3.3) and $y\left(z_{0}+1\right)=\infty$, we conclude that $y\left(z_{0}+2\right)=0$, and $z_{0}+2 \in D_{1}$.
Similarly, $z_{0}+2 n\left(\in D_{1}\right)$ is a zero of $y(z)$. Thus, there is a sequence $z_{0}, z_{0}+2, \ldots, z_{0}+2 n, \ldots$, they are zeros of $y(z)$. Thus, we get $\lambda(y) \geq 1$. A contradiction.

If $y(z)$ has infinitely many zeros in $D_{3}$ (or $D_{4}$ ), then we may use the same method as above.

If $y(z)$ has infinitely many zeros in $D_{2}$, and $z_{0} \in D_{2}$ satisfies $y\left(z_{0}\right)=0$, then we can consider the other form of (3.2)

$$
\begin{equation*}
y(z) y(z-1)=R(z-1) . \tag{3.4}
\end{equation*}
$$

By $y\left(z_{0}\right)=0$ and $z_{0} \in D_{2}$, we get $y\left(z_{0}-1\right)=\infty$ and $z_{0}-1 \in D_{2}$. Substituting $z_{0}-1$ into (3.4) to obtain

$$
\begin{equation*}
y\left(z_{0}-1\right) y\left(z_{0}-2\right)=R\left(z_{0}-1\right) . \tag{3.5}
\end{equation*}
$$

By (3.5) and $y\left(z_{0}-1\right)=\infty$, we conclude that $y\left(z_{0}-2\right)=0$, and $z_{0}-2 \in D_{2}$.
Similarly, $z_{0}-2 n\left(\in D_{2}\right)$ is a zero of $y(z)$. Thus, we conclude that $z_{0}, z_{0}-2, \ldots, z_{0}-2 n, \ldots$ are zeros of $y(z)$. Thus, we get $\lambda(y) \geq 1$. A contradiction.
2) We prove that $\lambda(f)=\sigma(f)$. Set

$$
\begin{aligned}
E(z, f(z)):= & Q(z, f(z))(f(z+1)+f(z))(f(z)+f(z-1)) \\
& -a_{0}(z)-\cdots-a_{p}(z) f^{p}(z)=0
\end{aligned}
$$

Thus, since $a_{0}(z) \not \equiv 0$, we see that

$$
E(z, 0)=-a_{0}(z) \not \equiv 0 .
$$

By Lemma 3.1, we have that

$$
m\left(r, \frac{1}{f}\right)=O\left(r^{\sigma(f)-1+\varepsilon}\right)+S(r, f)
$$

outside of a possible exceptional set of finite logarithmic measure. So that

$$
N\left(r, \frac{1}{f}\right)=T(r, f)+O\left(r^{\sigma(f)-1+\varepsilon}\right)+S(r, f)
$$

outside of a possible exceptional set of finite logarithmic measure.
Hence, by Lemma 3.6, we have $\lambda(f)=\sigma(f)$.
3) By (1.3), we have that

$$
\begin{equation*}
Q(z, f(z))(f(z+1)+f(z))(f(z)+f(z-1))=P(z, f(z)) \tag{3.6}
\end{equation*}
$$

Since $q \geq p, q \geq 1$ and $P(z, f(z)) \not \equiv 0$, by Lemma 3.2 and (3.6), we have that

$$
\begin{equation*}
m(r,(f(z+1)+f(z))(f(z)+f(z-1)))=O\left(r^{\sigma(f)-1+\varepsilon}\right)+S(r, f) \tag{3.7}
\end{equation*}
$$

possibly outside of an exceptional set of finite logarithmic measure. From Lemma 3.3 and (1.3), we get

$$
\begin{equation*}
T(r,(f(z+1)+f(z))(f(z)+f(z-1)))=q T(r, f)+S(r, f) \tag{3.8}
\end{equation*}
$$

By (3.7) and (3.8), we get
(3.9) $N(r,(f(z+1)+f(z))(f(z)+f(z-1)))=q T(r, f)+O\left(r^{\sigma(f)-1+\varepsilon}\right)+S(r, f)$
possibly outside of an exceptional set of finite logarithmic measure. By Lemma 3.4, we have that

$$
\begin{align*}
& N(r,(f(z+1)+f(z))(f(z)+f(z-1)))  \tag{3.10}\\
& \quad \leq 2 N(r, f(z))+N(r, f(z+1))+N(r, f(z-1)) \\
& \quad \leq 2 N(r, f(z))+2 N(r+1, f(z))=4 N(r, f(z))+S(r, f)
\end{align*}
$$

possibly outside of an exceptional set of finite logarithmic measure. By (3.9) and (3.10), we get

$$
\begin{equation*}
q T(r, f)+O\left(r^{\sigma(f)-1+\varepsilon}\right)+S(r, f) \leq 4 N(r, f(z)) \tag{3.11}
\end{equation*}
$$

possibly outside of an exceptional set of finite logarithmic measure. Hence by Lemma 3.6 and (3.11), we get $\lambda\left(\frac{1}{f}\right) \geq \sigma(f)$. Thus, we get $\lambda\left(\frac{1}{f}\right)=\sigma(f)$.
4) If $a_{0}(z) \not \equiv 0$, by 2 , we get $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}=\lambda(f)=\sigma(f)$.

If $q \geq p, q \geq 1$ and $P(z, f(z)) \not \equiv 0$, we have $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}=\lambda\left(\frac{1}{f}\right)=$ $\sigma(f)$.

Thus, we only consider $p-q=1,2$ and $a_{0}(z) \equiv 0$. By Corollary 1.1, we see that $\operatorname{deg}_{f}(P) \leq 4, \operatorname{deg}_{f}(Q) \leq 2$ and $\operatorname{deg}_{f}(P)-\operatorname{deg}_{f}(Q) \leq 2$. Therefore, (1.3) has the following six forms:

$$
\begin{equation*}
(f(z+1)+f(z))(f(z)+f(z-1))=a_{1}(z) f(z) \tag{1.3}
\end{equation*}
$$

where $a_{1}(z) \not \equiv 0$.

$$
\begin{equation*}
(f(z+1)+f(z))(f(z)+f(z-1))=a_{1}(z) f(z)+a_{2}(z) f^{2}(z) \tag{1.3}
\end{equation*}
$$

where $a_{2}(z) \not \equiv 0$.
$(1.3)_{3} \quad(f(z+1)+f(z))(f(z)+f(z-1))=\frac{a_{1}(z) f(z)+a_{2}(z) f^{2}(z)}{b_{0}(z)+b_{1}(z) f(z)}$,
where $a_{2}(z) b_{1}(z) b_{0}(z) \not \equiv 0$.
$(1.3)_{4}(f(z+1)+f(z))(f(z)+f(z-1))=\frac{a_{1}(z) f(z)+a_{2}(z) f^{2}(z)+a_{3}(z) f^{3}(z)}{b_{0}(z)+b_{1}(z) f(z)}$,
where $a_{3}(z) b_{1}(z) b_{0}(z) \not \equiv 0$.
$(1.3)_{5}(f(z+1)+f(z))(f(z)+f(z-1))=\frac{a_{1}(z) f(z)+a_{2}(z) f^{2}(z)+a_{3}(z) f^{3}(z)}{b_{0}(z)+b_{1}(z) f(z)+b_{2}(z) f^{2}(z)}$,
where $a_{3}(z) b_{2}(z) b_{0}(z) \not \equiv 0$.

$$
\begin{align*}
& (f(z+1)+f(z))(f(z)+f(z-1))  \tag{1.3}\\
& \quad=\frac{a_{1}(z) f(z)+a_{2}(z) f^{2}(z)+a_{3}(z) f^{3}(z)+a_{4}(z) f^{4}(z)}{b_{0}(z)+b_{1}(z) f(z)+b_{2}(z) f^{2}(z)}
\end{align*}
$$

where $a_{3}(z) b_{2}(z) b_{0}(z) \not \equiv 0$.

Suppose that $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}<\sigma(f)$. By Hadamard factorization theorem, $f(z)$ can be rewritten as

$$
f(z)=h(z) e^{d z^{n}}
$$

where $d(\neq 0)$ is a constant, $n(\geq 1)$ is an integer, $h(z)$ is a nonzero meromorphic function satisfying

$$
\sigma(h)=\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}<\sigma(f)
$$

Firstly, we consider equation $(1.3)_{1}$.
Substituting $f(z)=h(z) e^{d z^{n}}$ into (1.3) $)_{1}$. We get

$$
\left(h(z+1) e^{d(z+1)^{n}}+h(z) e^{d z^{n}}\right)\left(h(z) e^{d z^{n}}+h(z-1) e^{d(z-1)^{n}}\right)=a_{1}(z) h(z) e^{d z^{n}}
$$

Thus, we have that

$$
\begin{equation*}
\left(h(z+1) h_{1}(z)+h(z)\right)\left(h(z)+h(z-1) h_{-1}(z)\right) e^{2 d z^{n}}=a_{1}(z) h(z) e^{d z^{n}} \tag{3.12}
\end{equation*}
$$

where $\quad h_{1}(z)=e^{d n z^{n-1}+\cdots+d} \quad$ and $\quad h_{-1}(z)=e^{-d n z^{n-1}+\cdots+(-1)^{n} d}$. Set $H(z)=$ $\left(h(z+1) h_{1}(z)+h(z)\right)\left(h(z)+h(z-1) h_{-1}(z)\right)$. By (3.12), we get

$$
\begin{equation*}
H(z) e^{2 d z^{n}}-a_{1}(z) h(z) e^{d z^{n}} \equiv 0 \tag{3.13}
\end{equation*}
$$

From Lemma 3.5 and (3.13), we have that $a_{1}(z) \equiv 0$. A contradiction. Hence we conclude that $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}=\sigma(f)$.

Similarly, we have $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}=\sigma(f)$ to equation $(1.3)_{2}$ except $(f(z+1)+f(z))(f(z)+f(z-1))=a_{2}(z) f^{2}(z)$.

Secondly, we consider equation $(1.3)_{3}$.
Substituting $f(z)=h(z) e^{d z^{n}}$ into (1.3) $)_{3}$. We get

$$
\begin{aligned}
(h(z & \left.+1) e^{d(z+1)^{n}}+h(z) e^{d z^{n}}\right)\left(h(z) e^{d z^{n}}+h(z-1) e^{d(z-1)^{n}}\right) \\
& =\frac{a_{1}(z) h(z) e^{d z^{n}}+a_{2}(z) h^{2}(z) e^{2 d z^{n}}}{b_{0}(z)+b_{1}(z) h(z) e^{d z^{n}}}
\end{aligned}
$$

That is

$$
\begin{align*}
& \left(b_{0}(z)+b_{1}(z) h(z) e^{d z^{n}}\right)\left(h(z+1) h_{1}(z)+h(z)\right)\left(h(z)+h(z-1) h_{-1}(z)\right) e^{2 d z^{n}}  \tag{3.14}\\
& \quad=a_{1}(z) h(z) e^{d z^{n}}+a_{2}(z) h^{2}(z) e^{2 d z^{n}}
\end{align*}
$$

where $\quad h_{1}(z)=e^{d n z^{n-1}+\cdots+d} \quad$ and $\quad h_{-1}(z)=e^{-d n z^{n-1}+\cdots+(-1)^{n} d}$. Set $H(z)=$ $\left(h(z+1) h_{1}(z)+h(z)\right)\left(h(z)+h(z-1) h_{-1}(z)\right)$. By (3.14), we get

$$
\begin{equation*}
b_{1}(z) h(z) H(z) e^{3 d z^{n}}+\left[b_{0}(z) H(z)-a_{2}(z) h^{2}(z)\right] e^{2 d z^{n}}-a_{1}(z) h(z) e^{d z^{n}} \equiv 0 . \tag{3.15}
\end{equation*}
$$

From Lemma 3.5 and (3.15), we have that

$$
a_{1}(z) \equiv b_{0}(z) H(z)-a_{2}(z) h^{2}(z) \equiv b_{1}(z) h(z) H(z) \equiv 0
$$

Since $\quad b_{1}(z) h(z) \not \equiv 0$, we get $H(z) \equiv 0$. Thus $b_{0}(z) H(z)-a_{2}(z) h^{2}(z) \equiv$ $-a_{2}(z) h^{2}(z) \equiv 0$. Moreover, $a_{2}(z) \equiv 0$. A contradiction.

Hence we conclude that $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}=\sigma(f)$.
Thirdly, we consider equation $(1.3)_{4}$.
Substituting $f(z)=h(z) e^{d z^{n}}$ into (1.3) . We get

$$
\begin{aligned}
(h(z & \left.+1) e^{d(z+1)^{n}}+h(z) e^{d z^{n}}\right)\left(h(z) e^{d z^{n}}+h(z-1) e^{d(z-1)^{n}}\right) \\
& =\frac{a_{1}(z) h(z) e^{d z^{n}}+a_{2}(z) h^{2}(z) e^{2 d z^{n}}+a_{3}(z) h^{3}(z) e^{3 d z^{n}}}{b_{0}(z)+b_{1}(z) h(z) e^{d z^{n}}}
\end{aligned} .
$$

By the same reasoning as above, we get

$$
\begin{align*}
& {\left[b_{1}(z) h(z) H(z)-a_{3}(z) h^{3}(z)\right] e^{3 d z^{n}}+\left[b_{0}(z) H(z)-a_{2}(z) h^{2}(z)\right] e^{2 d z^{n}}}  \tag{3.16}\\
& \quad-a_{1}(z) h(z) e^{d z^{n}} \equiv 0
\end{align*}
$$

From Lemma 3.5 and (3.16), we have that

$$
a_{1}(z) \equiv b_{0}(z) H(z)-a_{2}(z) h^{2}(z) \equiv b_{1}(z) h(z) H(z)-a_{3}(z) h^{3}(z) \equiv 0
$$

Since $h(z) \not \equiv 0$, we get $a_{2}(z)=\frac{b_{0}(z) H(z)}{h^{2}(z)}$ and $a_{3}(z)=\frac{b_{1}(z) H(z)}{h^{2}(z)}$. Thus

$$
a_{1}(z) f(z)+a_{2}(z) f^{2}(z)+a_{3}(z) f^{3}(z)=\frac{H(z)}{h^{2}(z)}\left[b_{0}(z)+b_{1}(z) f(z)\right] f^{2}(z) .
$$

This is a contradiction since $P(z, f(z))$ and $Q(z, f(z))$ are relatively prime polynomials in $f$.

Hence we conclude that $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}=\sigma(f)$.
Finally, we consider equations $(1.3)_{5}$ and (1.3) ${ }_{6}$.
Substituting $f(z)=h(z) e^{d z^{n}}$ into (1.3 $)_{5}$ and (1.3) ${ }_{6}$ respectively. By the same reasoning as above, we get

$$
\begin{align*}
& b_{2}(z) h^{2}(z) H(z) e^{4 d z^{n}}+\left[b_{1}(z) h(z) H(z)-a_{3}(z) h^{3}(z)\right] e^{3 d z^{n}}  \tag{3.17}\\
& \quad+\left[b_{0}(z) H(z)-a_{2}(z) h^{2}(z)\right] e^{2 d z^{n}}-a_{1}(z) h(z) e^{d z^{n}} \equiv 0
\end{align*}
$$

and

$$
\begin{align*}
& {\left[b_{2}(z) h^{2}(z) H(z)-a_{4}(z) h^{4}(z)\right] e^{4 d z^{n}}+\left[b_{1}(z) h(z) H(z)-a_{3}(z) h^{3}(z)\right] e^{3 d z^{n}}}  \tag{3.18}\\
& \quad+\left[b_{0}(z) H(z)-a_{2}(z) h^{2}(z)\right] e^{2 d z^{n}}-a_{1}(z) h(z) e^{d z^{n}} \equiv 0
\end{align*}
$$

respectively.
Similarly as above, from Lemma 3.5 and (3.17), we have that $a_{3}(z) \equiv 0$. A contradiction.

Hence $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}=\sigma(f)$.
And by Lemma 3.5 and (3.18), we get $a_{2}(z)=\frac{b_{0}(z) H(z)}{h^{2}(z)}, a_{3}(z)=\frac{b_{1}(z) H(z)}{h^{2}(z)}$ and $a_{4}(z)=\frac{b_{2}(z) H(z)}{h^{2}(z)}$. Thus

$$
\begin{aligned}
& a_{1}(z) f(z)+a_{2}(z) f^{2}(z)+a_{3}(z) f^{3}(z)+a_{4}(z) f^{4}(z) \\
& \quad=\frac{H(z)}{h^{2}(z)}\left[b_{0}(z)+b_{1}(z) f(z)+b_{2}(z) f^{2}(z)\right] f^{2}(z) .
\end{aligned}
$$

This is a contradiction since $P(z, f(z))$ and $Q(z, f(z))$ are relatively prime polynomials in $f$.
nomials in $f$.
Hence we conclude that $\max \left\{\lambda(f), \lambda\left(\frac{1}{f}\right)\right\}=\sigma(f)$.
Theorem 1.2 is proved.

## 4. Proof of Theorem $\mathbf{1 . 3}$

Suppose that $f(z)$ is a rational solution of (1.6). Then $f(z)$ can be written as

$$
\begin{equation*}
f(z)=\frac{m(z)}{n(z)}=\sum_{j=1}^{k}\left(\frac{c_{j \lambda_{j}}}{\left(z-z_{j}\right)^{\lambda_{j}}}+\cdots+\frac{c_{j 1}}{\left(z-z_{j}\right)}\right)+d_{0}+d_{1} z+\cdots+d_{s} z^{s} \tag{4.1}
\end{equation*}
$$

where $z_{j}(j=1, \ldots, k)$ are poles of $f(z)$ with multiplicities $\lambda_{j}$ respectively, $c_{j \lambda_{j}}(\neq 0), \ldots, c_{j 1} \quad(j=1, \ldots, k)$ and $d_{0}, \ldots, d_{s}$ are constants.

1) Suppose first that $p>q$ and $p-q$ is an even number. By (1.6) and (4.1), we have

$$
\begin{equation*}
\left(\frac{m(z+1)}{n(z+1)}+\frac{m(z)}{n(z)}\right)\left(\frac{m(z)}{n(z)}+\frac{m(z-1)}{n(z-1)}\right)=\frac{P(z)}{Q(z)} . \tag{4.2}
\end{equation*}
$$

 $\frac{m(z-1)}{n(z-1)} \rightarrow 0$ as $z \rightarrow \infty$. But $\frac{P(z)}{Q(z)} \rightarrow \infty$ as $z \rightarrow \infty$. Thus (4.2) is a contradiction. If $m=n$, then $\frac{m(z+1)}{n(z+1)} \rightarrow a, \frac{m(z)}{n(z)} \rightarrow a$ and $\frac{m(z-1)}{n(z-1)} \rightarrow a$ as $z \rightarrow \infty$, where $a$ is a nonzero constant. This is also a contradiction. So $m>n$. Thus we can assume that $d_{s} \neq 0(s \geq 1)$. Since for sufficiently large $z$,

$$
\left\{\begin{array}{l}
f(z)=d_{s} z^{s}(1+o(1))  \tag{4.3}\\
f(z+1)=d_{s} z^{s}(1+o(1)), \\
f(z-1)=d_{s} z^{s}(1+o(1)), \\
\frac{P(z)}{Q(z)}=A^{*} z^{p-q}(1+o(1)),
\end{array}\right.
$$

where $A^{*}(\neq 0)$ is some constant. By (1.6) and (4.3), we obtain

$$
\begin{equation*}
4 d_{s}^{2} z^{2 s}(1+o(1))=A^{*} z^{p-q}(1+o(1)) \tag{4.4}
\end{equation*}
$$

for sufficiently large $z$. So, by (4.4), we have that

$$
m-n=s=\frac{p-q}{2} .
$$

Now we suppose that $p=q$. Thus for sufficiently large $z$

$$
\frac{P(z)}{Q(z)}=A^{*}(1+o(1))
$$

where $A^{*}(\neq 0)$ is some constant. If $m<n$, then using the same method as above, we get a contradiction. If $m \geq n$, then we may assume that $d_{s} \neq 0$ $(s \geq 0)$. Using the same method as above, we have that for sufficiently large $z$,

$$
4 d_{s}^{2} z^{2 s}(1+o(1))=A^{*}(1+o(1))
$$

Hence we have $m-n=0=\frac{p-q}{2}$.
2) Suppose that $p<q$ and $q-p$ is an even number. By (1.6) and (4.1), we also obtain (4.2).

If $\operatorname{deg} m(z)=m>n=\operatorname{deg} n(z), \quad$ then $\frac{m(z+1)}{n(z+1)} \rightarrow \infty, \quad \frac{m(z)}{n(z)} \rightarrow \infty \quad$ and $\frac{m(z-1)}{n(z-1)} \rightarrow \infty$ as $z \rightarrow \infty$. But $\frac{P(z)}{Q(z)} \rightarrow 0$ as $\begin{array}{r}n(z+1) \\ z \rightarrow \infty\end{array}$. Thus (4.2) is a contradiction. If $m=n$, then $\frac{m(z+1)}{n(z+1)} \rightarrow a, \frac{m(z)}{n(z)} \rightarrow a$ and $\frac{m(z-1)}{n(z-1)} \rightarrow a$ as $z \rightarrow \infty$, where $a$ is a nonzero constant. This is also a contradiction. So $m<n$. By (4.2) we obtain

$$
\begin{align*}
Q(z)[ & m(z+1) m(z) n(z-1) n(z)+m(z+1) m(z-1) n^{2}(z)  \tag{4.5}\\
& \left.+m^{2}(z) n(z+1) n(z-1)+m(z) m(z-1) n(z+1) n(z)\right] \\
= & P(z) n^{2}(z) n(z+1) n(z-1) .
\end{align*}
$$

Set

$$
\left\{\begin{array}{l}
m(z)=a_{m} z^{m}+\cdots,  \tag{4.6}\\
n(z)=b_{n} z^{n}+\cdots, \\
P(z)=d_{p} z^{p}+\cdots, \\
Q(z)=l_{q} z^{q}+\cdots,
\end{array}\right.
$$

where $n \geq 1, m \geq 0$ and $q \geq 1, p \geq 0$. By (4.5) and (4.6), we obtain

$$
\begin{equation*}
4 l_{q} a_{m}^{2} b_{n}^{2} z^{q+2 m+2 n}+\cdots=d_{p} b_{n}^{4} z^{p+4 n}+\cdots \tag{4.7}
\end{equation*}
$$

By (4.7), we see that $n-m=\frac{q-p}{2}$ and $\frac{a_{m}^{2}}{b_{n}^{2}}=\frac{d_{p}}{4 l_{q}}$.
3) If $p>q$, then $|p-q|=p-q$ is an odd number. Suppose that equation (1.6) has a rational solution $f(z)=\frac{m(z)}{n(z)}$. From the proof in 1 ), we see that if $p>q$, then $m-n=\frac{p-q}{2}$. This contradicts our supposition that $p-q$ is an odd number. So, (1.6) has no rational solution.

If $p<q$, then $|p-q|=q-p$ is an odd number. Using the same method as above, we conclude that (1.6) has no rational solution.

Thus, the Theorem 1.3 is proved.
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