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1. Introduction. Let ^ be a family of martingales on a probability
space (Ω, F, P). The norm inequalities for operators of matrix type on
^ were obtained by Burkholder, Davis and Gundy [2] [3]. Our purpose
in this paper is to prove a weighted norm inequality similar to that of
Burkholder-Davis-Gundy. Throughout the paper, we fix a BMO-martingale
Mn = Σ2U mk such that 1 + mk ^ ε (k^l) for some constant ε with 0 <
ε ^ 1. Then the process Z given by the formula Zn = Π*=i (1 + mk) is
a positive uniformly integrable martingale and the weighted probability
measure dP — (ZJZ^dP is equivalent to dP (see [6]).

THEOREM. Let Φ be a non-decreasing continuous convex function on
[0, c>o [ satisfying Φ(0) = 0 and the growth condition Φ(2t) <̂  CΦ(t) for all
t Ξ> 0. If U and V are two operators of matrix type on Λ€, then there
exists a positive constant C = C(U, V, ε, Φ, M) such that the inequality

(1) E[Φ(U**(X))] ^ CE[Φ(V*(X))]

holds for all X e ^/ί, where E[ ] denotes the expectation over Ω with
respect to dP.

The result for the case Z = 1 was established by Burkholder, Davis
and Gundy [2, Theorem 2.3].

The following inequality was obtained in the continuous parameter
case by Bonami and Lepingle [1] and Sekiguchi [9] independently.

COROLLARY. Let us denote the square function operator by S(X)
and the maximal operator by X*. Then the inequality

( 2 ) cE[Φ(X*))] ̂  E[Φ(S(X))] ^ CE[Φ(X*)]

is valid for all X e ^/f.

I would like to thank Professors T. Tsuchikura and N. Kazamaki
for many helpful comments.

2. Preliminaries. The reader is assumed to be familiar with the
martingale theory as is given in Meyer [7] and Neveu [8]. Throughout
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the paper, let us denote by c or C a positive constant and by C(p) a
positive constant depending only on the parameter p. Both letters are
not necessarily the same at each occurrence.

1) Notations. Let (Ω, F, P) be a probability space with a non-
decreasing sequence (Fn)n^ of sub σ-fields of F such that Vϊ=i Fn — F.
Let X = (Xn; n^ΐ) be an (FJ-adapted process and (xl9 x2, •) be the
difference sequence of X so that Xn = Σ&=i &*•

A matrix (ujk; j ^ 1, k ̂  1) is said to be of type B-G (B-G stands for
Burkholder and Gundy) if it has the following properties:

(a) Each entry ujk is an i^-measurable random variable.
(b) There is a constant a > 1 such that for all k ̂  1,

(3) Va^Σitήk^a.

We define U(X), Un(X), U*(X) and U:*(X) for a matrix (uSk) of type
B-G as follows:

Σt/(Z) =

uΛ(X) = [Σ.
J f c i

u:(x) =

and

^**W = (Σsup

We write simply U*(X) and C/**(X) instead of U*(X) and J7**(X). U(X)
is called an operator of matrix type which was introduced by Burkholder
and Gundy [3]. In the same way, for another matrix (vjk) of type B-G,
we can define V(X), V*(X) and F**(X) by using vjk instead of ujk.
Typical examples, corresponding to the identity matrix or a single-row
matrix, are Sn(X) = (Σ2U4)1/2, S(X) = (Σr=i^) 1 / 2, X: = sup,,JX f c | and
Z* - sup, \Xk\. Let us set Xo = U0(X) = U*(X) = O,ZQ = 1 and Fo - F,
for convenience. Now we define Xn and X as follows:

xn = -xn(ZΛ_JZn) = -xj(l + m j ,
^ n

X-n = J£J%1C > X — \Xn)n^ι .

In particular mn = —mj(l + mw), mn — —mj(l + raj and (1 + mj(l +
m j = 1. So we obtain
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( 4) xn= -xn(l + raj = -xn - xjhn .

Let us denote by ||X||Buo the smallest positive constant c such that c2

dominates E[S(X)2 - ^ ( X ) 2 1 i^J P-a.s. for all n ^ 1. BMO is the class
of those martingales X which satisfy ||X||BMO < °°. We choose and fix
a constant ε with 1/ε Ξ> 1 + | |M||BMO ^ 1 + m% ;> ε > 0. Then we get
MeBMO(P) with 1/ε ^ 1 + mn ^ ε, where BMO(P) is the BMO-class with
respect to P (see [4]). Since the equality

(5) E[Y\Fn] = E[Y(ZJZΛ)\Fn] a.s. under P and P

holds for all P-integrable random variable Y, it is easy to see that X is
a P-martingale for each martingale X. By (4) we have

( 6 ) εS(X) ^ S(X) ^ (l/e)S(X) a.s. .

In this paper, unless otherwise stated, "a martingale" means "a martingale
with respect to P".

2) Preliminary lemmas. To show our theorem, we need several
lemmas.

LEMMA 1. Let (aJk) be a matrix of type B-G. Then there is a
positive constant C(a) such that the inequality

( 7 ) 4 Ϊ Σ sup IΣ a,.&kyk T ] ^ C(a)\\Ϋ\\BM0{pΛS(X)]

is valid for all Y"eBMO(P), where (yk) is the difference sequence of Y.

PROOF. Let us fix a positive integer N. For any δ > 0,

sS~ / °° i 2\1/2~|

E\ ( Σ sup Σ ajkxkyk )

Σ.xk(St(X)
A ) J

by Cauchy-Schwarz's inequality. Moreover,

xl/(Sk(X) + δ) = (Sk(xγ - s u x y ) K S k ( X ) + d ) £

Therefore the left hand side of (7) is dominated by
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g C(a)£[s]r(Xr*\jt(Sk(X) + d)^'^ (by (3))

Sg C(a)E[SN(X)rE^(Sk(X) + δfflj*

by Schwarz's inequality. The last factor of the above expression is equal
to

^ \\Ϋ\\BM0(hE[SN(X)

Letting δ->0 and then N—> oo, we obtain (7).

LEMMA 2. The inequality

( 8 ) ^Γsup
L »

/or αii FeBMO(P).

The inequality (8) is of Feίferman's type. The proof of Meyer [7,
V-9, p. 337] is still valid in our case, where X is a semimartingale with
respect to P.

We are going to verify the inequality (1) in the case Φ(λ) = λ.

LEMMA 3. Let X be a martingale. Then

( 9 ) E[U**(X)] ^ C(a, ε, M)E[S(X)] .

PROOF. By (4) and Lemma 1, we have

ΎΊ±ujkxkmk
fc=i

£ E[U**(X)]

^ E[U**(£)] + C(a)\\M\\BMΌ{hE[S(X)] .

Applying Burkholder-Davis-Gundy?s theorem and (6), we have

E[U**(lt)] ^ C(a)E[S(X)] ^ C(a, ε)E[S(X)] .

Thus (9) holds.

Here we define Ak, dk and D(X) = {Dn)n^x as follows:

Ax = 0, AΛ =
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LEMMA 4. There exists a positive constant C(a, ε, M) such that

(10) E[S(XY/(V*(X) + δ)] ̂  C(a, ε, M){E[V*{X) + δ] + E[S(X)]}

for every δ > 0 and for every martingale X with E[D(X)*] < ©o.

PROOF. We define H and G as follows:

Gn = Σ Atfck and G = (G,),^ .

Note that ί ϊ is a P-martingale dominated by 1/δ. First we show G e
BMO(P). By Cauchy-Schwarz's inequality and (3),

( oo n-1 2\ 1/2/ oo \ 1/2

•̂=1 A;=I
 3k k J \ i = 1

 J Λ y ~

So we have

(11) I A.ntin_11 ^ O(^ji2/[ K^^Λj/t K (A; + o;|iy

ίi_1J 5* O(6̂ j

and |Anfl»| ^ C(α). By using the above inequalities, we obtain

E[S(GY - SU(G)2|*V] =

Lfc=»+i
2(\Anίϊn\

^ C(α)^Γ Σ Vί-iWK^i - HI.,)
L*=n+l

Λ +
J

from which

(12) \\G\\mmh ^ C(a)

follows. Secondly we modify Dnίίn as follows:

= Σ Du-ik + Σ ^-xd* + Σ kdk
k=l / c = l fc=l

= Σ Dk-Sk + 2 Σ H^A&k + 2 Σ ΛfcΛ&fc

= Σ A-iΛ* - 2 Σ Hk_,Akxk - 2 Σ Hk-ιAkxkmk + 2

Here Σ Dk^hk and Σ H-k-ιAkxk are P-local martingales with value 0 at
time 1, so there is a non-decreasing sequence {Rn} of stopping times such
that l i m ^ i ^ = oo a.s. and 2?[Σ£"i A - I ^ * ] = E[^^Hk^Akxk] = 0. Therefore
we obtain
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\E[DBβBJ\ £ 2E\% \H^Ak\ \xkmk\] + 2

^ C(a)E\± I xkmk |Ί + 2 ^ [ Σ I xkAkhk |Ί (by (11))
Lfc=i J Lfc=i J

+ 2 | |0 | | M o,^[S(X)] (by Lemma 2)

5Ξ C(α, M)E[S(X)] (by (12)) .

Since |I>.fl.| is dominated by (l/δ)D(X)*, we get \E[DxHm]\
by the dominated convergence theorem. On the other hand,

% ±(Σ
0 = 1 3=1 \fc=l

so we find Σ ϊ U ΣΓ=i ^ α ϊ = FT O(Z) 2 - ί>TO. Then

δ)] -

Σ vj fc»ϊ) / (F*(X) + δ)] (by (3))

δ)]

^ C(a){E[V»(X)*l{V*{X) + δ)] +

^ C(a, ε, M){E[V*(X) + δ]

Therefore we obtain (10).

LEMMA 5. The inequality

(13) E[U**(X)~\ ̂  C(α, ε, M)E[V*(X)]

holds for all martingale X.

PROOF. Since S(X) is locally P-integrable for a P-local martingale
X, S(X) is also locally P-integrable by (6). By using the stopping argu-
ment, we may assume E[S(X)] < oo and E[S(D(X))] < <χ>. Applying
Lemma 3 to the case where (ujk) is a single-row matrix, we get E[D(X)*] <;
CE[S(D(X))] < oo. By Schwarz's inequality and by Lemma 4, we have

E[S(X)] = E[S(X)(V*(X) + δ)-1/2(V*(X) + δ)1/2]

^ E[S(X)2/(V*(X) + δ)Yl2E[V*{X) + δ]1/2

^ c(a, ε, M){J^[F*(X) + δ] + E[S(X)]}V2E[V*(X) + δ]1/2 .

Put A = E[S(X)] and 5 = ^[F*(X) + δ]. Then the above inequality is
equal to A <Ξ c{(I? + A)5}1/2, where A < oo. Therefore there exists some
constant c', depending only on c, such that A ^ c'2?, that is, E[S(X)] ^
c'^[F*(X) + δ]. Letting δ -> 0 and combining this inequality with (9),
we obtain (13).
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3. Proof of Theorem. By virtue of Neveu-Garsia's lemma (see [8,
IX-3-5]), it is sufficient to prove that there is a positive constant c such
that

(14) fi[U**(X)-U*XX)\F%] <ί cE[V*(X)\Fn]

for every martingale X and n ^ 1. By (5), the inequality (14) coincides
with the following inequality:

(15) E[(U**(X) - U:UX))(ZJZn) IFn] ^ cE[ V*(X)(ZJZn) \Fn]

for every martingale X over (Fn). Let A be an element of Fn. Set
dP = (ZJZn)dP and XI = {Xk+n_ί - X^IΛ for each martingale X over
(Fn). Then Xr = {X'k)k>i is a martingale over (i*Vi-π-i)/̂ i s u c h that

(16) U**(X) - [/:*(!) S U**(X') and V*(X') ̂  2F*(X)

on A. Furthermore, it is easy to see that M' e BMO with 1/ε ^ 1 + mk ^ ε
for the BMO-martingale ikf with 1/ε ^ 1 + mk ^ e. Therefore the inequality
(13) is still valid for a martingale X' over (Fk+n_ύh^λ and for the weighted
probability measure dP instead of dP. Thus we get 2?[£7**(X')] ^
CΉ[F*(X')], that is, E[U**(X*)(ZJZU); Λ]£CE[V*(X')(ZJZn); Λ] for every
X', where E[ ] denotes the expectation over Ω with respect to dP.
By (16), we obtain

E[{U**(X) - U*Λ(X))(ZJZn); A] rg E[U**{X'){ZJZ%); A]

£ CE[V\X'){ZJZn) A] ̂  CE[V*(X)(ZJZn); A]

for every martingale X. This holds for any A e Fn, so that we get (15).
Hence the theorem is established.
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