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A NECESSARY AND SUFFICIENT CONDITION FOR ASYMPTOTIC
INDEPENDENCE OF DISCRETE FOURIER TRANSFORMS

UNDER SHORT- AND LONG-RANGE DEPENDENCE

BY S. N. LAHIRI

Iowa State University

Let {Xt } be a stationary time series and let dT (λ) denote the discrete
Fourier transform (DFT) of {X0, . . . ,XT −1} with a data taper. The main
results of this paper provide a characterization of asymptotic independence of
the DFTs in terms of the distance between their arguments under both short-
and long-range dependence of the process {Xt }. Further, asymptotic joint
distributions of the DFTs dT (λ1T ) and dT (λ2T ) are also established for the
cases T (λ1T −λ2T ) = O(1) as T → ∞ (asymptotically close ordinates) and
|T (λ1T

− λ2T
)| → ∞ as T → ∞ (asymptotically distant ordinates). Some

implications of the main results on the estimation of the index of dependence
are also discussed.

1. Introduction. Suppose that {Xt } is a sequence of stationary random
variables (r.v.s) with mean µ and spectral density function

f (λ) = |λ|−2dL(λ), λ ∈ �,(1.1)

d ∈ (−1/2,1/2), where � = (−π,π) and where L(·) is an even function that is
bounded on every compact subinterval of (0, π ] and is slowly varying at zero, that
is,

lim
λ→0

L(λa)/L(λ) = 1 for all a ∈ (0,∞).(1.2)

We classify the process {Xt } as short-range dependent or long-range dependent
depending on the value of the parameter d and the behavior of the slowly varying
function L(·) near the origin. When d = 0 and the function L(·) is bounded with
L(0) �= 0, then the process {Xt } will be called short-range dependent. The process
{Xt } will be called long-range dependent if it is not short-range dependent. Thus,
under this definition, the sum of autocovariances of the process {Xt } converges
to a positive real number under short-range dependence (SRD), while under long-
range dependence (LRD), the sum of autocovariances either diverges or converges
to zero, provided some standard regularity conditions on L(·) hold. Note that
two popular models for LRD data, namely the fractional Gaussian process of
Mandelbrot and Van Ness (1968) and the fractional autoregressive integrated
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moving average (FARIMA) models of Adenstedt (1974), Granger and Joyeux
(1980) and Hosking (1981), are special cases of the present framework.

Next, let h : [0,1] → R be a function of bounded variation. Then the discrete
Fourier transform (DFT) of X0, . . . ,XT −1 under the “data-taper” function h(·) is
defined as

dT (λ) =
T −1∑
t=0

h(t/T )Xt exp(−itλ), λ ∈ �,(1.3)

where i = √−1. A data taper is typically used for handling missing data, for
reducing leakage [see Brillinger (1981); Zurbenko (1986)] and in band-spectrum
regression [see Robinson (1986)]. In this paper, we establish the asymptotic
distribution of the DFTs at the discrete ordinates λj ≡ 2πj/T and obtain a
characterization of asymptotic independence of the DFTs dT (λjT

) and dT (λkT
),

given by (1.3), in terms of the distance between the sequences {λjT
} and {λkT

},
under both SRD and LRD.

To put the results in historical perspective, define the nontapered version of the
DFT,

d1T (λ) =
T −1∑
t=0

Xte
−itλ, λ ∈ �,(1.4)

and for simplicity of discussion in this section, suppose that µ = 0. Under SRD,
asymptotic behavior of the nontapered DFTs d1T (λj ) and their tapered version
dT (λj ) has been investigated by many authors. See, for example, Kawata (1966,
1969), Fuller (1976) and Brockwell and Davis (1991) for the nontapered case
and Hannan (1970), Hannan and Thomson (1971), Brillinger (1981), Thomson
(1982) and Zurbenko (1986) for the tapered case. When the time series {Xt } is
SRD, a classical result on the DFTs d1T (·) states [Brockwell and Davis (1991);
Fuller (1976)] that under some regularity conditions, if λjT

→ λ, λkT
→ w, as

T → ∞ with λ, w ∈ [0, π ] and jT �= kT , then T −1/2d1T (λjT
) and T −1/2d1T (λkT

)

are asymptotically independent (complex Gaussian) random variables. [Here and
in the following, two sequences of random vectors {Un} in R

p and {Vn} in R
q ,

defined on a common probability space, are called asymptotically independent if
there exist constants an > 0, bn > 0 and vectors cn ∈ R

p and dn ∈ R
q such that

the random vector (an[Un − cn]′, bn[Vn − dn]′)′ converges in distribution to some
random vector (U ′,V ′)′, and U and V are independent.] Thus, the DFTs d1T (λjT

)

and d1T (λkT
) are asymptotically independent under SRD even when the discrete

ordinates λjT
and λkT

tend to the same limit w = λ, as long as λjT
and λkT

are
distinct. For DFTs with a general taper function, the asymptotic joint distribution
of the DFTs dT (λjT ) and dT (λkT ) appears to be known only for a smaller class of
sequences {λjT

} and {λkT
}. For example, the asymptotic distribution of the DFTs

at ordinates λjT
and λkT

tending to a given frequency is known [Brillinger (1981);
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Hannan (1970)]. However, it is not clear how far apart the ordinates λjT
and λkT

have to be for asymptotic independence of the corresponding DFTs. The main
results of this paper present a systematic study of asymptotic independence of the
tapered DFTs and provide a complete answer to this problem.

For LRD processes, the asymptotic behavior of the DFTs has received a good
amount of attention in recent years. Among other reasons, this may be attributed
to the important role played by the DFTs in the semiparametric estimation of the
long memory parameter d . See, for example, Geweke and Porter-Hudak (1983),
Robinson (1995), Hurvich, Deo and Brodsky (1998) and the references therein.
However, under LRD, asymptotic independence of the DFTs is still not very
clearly understood. For processes {Xt } having the spectral density (1.1) with
d ∈ (0,1/2) and with a bounded L(·), Yajima (1989) and Pham and Guégan (1994)
established asymptotic normality and asymptotic independence of the DFTs at
a finite set of ordinates that are asymptotically distant. In an important work,
Robinson (1995) proved that for a stationary process {Xt } having spectral density
f of the form f (λ) ∼ C|λ|−2d as λ → 0, with C > 0, |d| < 1/2,

Cov
(
d1T (λjT

)/
√

Tf (λjT
), d1T (λkT

)/
√

Tf (λkT
)
) = O

(
log jT

kT

)
(1.5)

as T → ∞,

for any sequence of positive integers {jT }, {kT } satisfying jT > kT , jT /T → 0
as T → ∞. Consequently, if {Xt } is further assumed to be Gaussian, then the
nontapered DFTs d1T (λjT

) and d1T (λkT
) are asymptotically independent for any

such frequencies λjT
and λkT

satisfying (log jT )/kT → 0 as T → ∞. Thus, the
results of Robinson (1995) imply that asymptotic independence of the nontapered
DFTs d1T (λjT

) and d1T (λkT
) may hold under LRD, even when λjT

and λkT
tend to

the same number (viz., to zero). On the other hand, results of Hurvich and Beltrao
(1993) and Robinson (1995) [also see Künsch (1986)] show that for a stationary
process {Xt} with f (λ) ∼ C|λ|−2d as λ → 0, with C > 0, 0 < |d| < 1/2,

lim
T →∞ Cov

(
d1T (λjT

)/
√

Tf (λjT
), d1T (λkT

)/
√

Tf (λkT
)
) �= 0,

provided jT ≡ j and kT ≡ k for all T , for some fixed integers j, k. Thus, for the
very low frequencies λj = 2πj/T and λk = 2πk/T , again both tending to the
same limit (viz., zero), the DFTs d1T (λjT

) and d1T (λkT
) have, asymptotically,

a nonzero correlation and thus cannot be asymptotically independent. This
naturally leads to the following question:

For which sequences {λjT
} and {λkT

} are the DFTs {d1T (λjT
)} and

{d1T (λkT
)} asymptotically independent?

(1.6)

Apart from being an important problem in its own right, it has significant
statistical implications. A number of inference procedures for time series data
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have been developed in the literature to exploit the “approximate independence”
property of the DFTs. For example, the validity of Fisher’s test for hidden
periodicities and Tukey’s approximate simultaneous confidence intervals for the
spectral density [cf. Brockwell and Davis (1991)] relies on the approximate
independence of the nontapered DFTs under SRD, as does the validity of the
frequency domain bootstrap [see Hurvich and Zeger (1987); Franke and Härdle
(1992); Dahlhaus and Janas (1996)]. Extensions of these methods for LRD time
series data depend very much upon the asymptotic behavior of the DFTs for
LRD processes. In this paper, we address the problem posed in (1.6) for the
more general class of SRD and LRD processes that satisfy (1.1) and we obtain
a necessary and sufficient condition (on the sequences {λjT

} and {λkT
}) for

asymptotic independence of the tapered DFTs dT (λjT
) and dT (λkT

).
The main results of this paper show that for a stationary process {Xt} that has

a spectral density of the form (1.1), the tapered DFTs dT (λjT
) and dT (λkT

) are
asymptotically independent whenever∣∣T (λjT

− λkT
)
∣∣ → ∞ as T → ∞.(1.7)

Thus, (1.7) is a sufficient condition for the asymptotic independence of dT (λjT
)

and dT (λkT
). The necessity of this condition depends on the specific taper function

h(·) as well as on the value of the dependence parameter d . For d = 0, if
all Fourier coefficients of the function h2(·) are nonzero, then (1.7) is also a
necessary condition for the asymptotic independence of dT (λjT

) and dT (λkT
),

and for d �= 0, (1.7) becomes necessary if, in addition,
∫ ∞
−∞ ĥ(y − 2π�)ĥ(−[y +

2πm])|y|−2d dy �= 0 for all �,m ∈ Z, where ĥ(y) = ∫
h(x) exp(

√−1xy) dx,
y ∈ R. However, there are some taper functions for which many of these constants
are zero (e.g., the cosine-bell taper; see Section 2.3). For such taper functions,
a characterization of the asymptotic independence of the DFTs dT (λjT

) and
dT (λkT

) depends on the form of their asymptotic distribution. In Section 2, we
establish asymptotic joint normality of centered and scaled DFTs dT (λjT

) and
dT (λkT

), and obtain a complete description of the covariance structure of their limit
distribution. This enables us to formulate a necessary and sufficient condition for
asymptotic independence of dT (λjT

) and dT (λkT
) for a given taper h. We illustrate

our results with a few commonly used taper functions in Section 2.3, including the
nontapered case where h(x) ≡ 1, x ∈ [0,1].

In Section 2, we also establish joint asymptotic normality of the DFTs for a
finite set of ordinates λj1T

, . . . , λjkT
, 1 ≤ k < ∞, and obtain expressions for the

limiting covariance matrix. Specializing this to the case where L(·) is bounded,
we easily obtain the known results on the DFTs under SRD [see Brillinger (1981)]
with d = 0, and the results of Yajima (1989) and Pham and Guégan (1994) for
the particular case of LRD with 0 < d < 1/2. Further, for the low ordinates of the
form 2πj/T with fixed j ∈ Z (not depending on T ), this also yields results similar
to those of Künsch (1986), Hurvich and Beltrao (1993) and Robinson (1995) on
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the asymptotic distribution of the DFTs under a somewhat more general setup, by
allowing data tapering and a (possibly unbounded) slowly varying function L(·)
in the spectral density. Proofs of our main results require a careful analysis of
the integrals that represent the cumulants of the DFTs in conjunction with some
elementary arguments from Fourier analysis and some inequalities developed by
Dahlhaus (1983, 1985).

One of the implications of the characterization result of this paper is that
quite different conclusions regarding asymptotic independence of the DFTs can
be obtained under two different data tapers. This difference is noticeable when
the nontapered case is compared with the tapered case. Note that by Robinson’s
(1995) result [cf. (1.5)], the correlation between the nontapered DFTs d1T (λjT

)

and d1T (λkT
) is of O(log jT /kT ), which goes to zero as T → ∞ for any

sequences {jT } and {kT } satisfying kT − jT = O(1) and j−1
T + T −1jT = o(1) as

T → ∞. Hence, in the nontapered case, the pair of consecutive DFTs d1T (λjT
)

and d1T (λjT −1) with kT = jT − 1 are asymptotically independent whenever
j−1
T + T −1jT = o(1) as T → ∞. However, this is no longer true in the tapered

case if
∫

h2(x) exp(±i2πx)dx �= 0. For example, the DFTs at such ordinates are
asymptotically dependent if the cosine-bell taper or Kolmogorov’s tapers are used
(see Section 2.3). As a consequence, many of the commonly used time series
methods and results based on asymptotic independence of the nontapered DFTs
may not be valid in the tapered case. In Section 2.4, we briefly discuss some simple
modifications to deal with the lack of independence of the DFTs in the tapered
case based on a recent work of Velasco (1999b). The characterization results of
this paper may be helpful in formulating similar modifications in other problems.

The rest of this paper is organized as follows. In Section 2, we state the
assumptions and the main results. In Section 2, we also consider some specific
examples of the taper function and discuss some of the implications of the
characterization when the data are tapered. Proofs of the main results are presented
in Section 3.

2. Assumptions and main results.

2.1. Assumptions. Assume that {Xt } is a (strictly) stationary process with
spectral density f (·) given by (1.1). Then there exists a zero mean and unit
variance process {εt } of uncorrelated r.v.s such that {Xt } has the moving average
representation [see Doob (1953), Chapter 10]

Xt = µ +
∞∑

j=−∞
bjεt−j , t ∈ Z,(2.1)

where Z = {0,±1, . . .}, {bt} is a sequence of constants satisfying
∑

t∈Z b2
t < ∞

and f (λ) = |b(λ)|2/(2π), λ ∈ � with b(λ) = ∑
j∈Z bje

iλj , λ ∈ �. We suppose
that {εt} is (strictly) stationary. Define the α-mixing coefficient of {εt } by

α(n) = sup
{|P (A ∩ B) − P (A)P (B)| :A ∈ σ 〈{εt : t ≤ 0}〉,B ∈ σ 〈{εt : t ≥ n}〉},
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n ∈ N ≡ {1,2, . . .}. Let 1(A) and 1A both denote the indicator function of a set A.
Let cn = Eε2

01(|ε0| > n), n ∈ N. Denote the Fourier transform of a function g(·)
by ĝ(y) = ∫

R
g(x) exp(ixy) dx, y ∈ R. Also, for any two real numbers x, y, let

x ∧ y ≡ min{x, y} and let �x� denote the largest integer not exceeding x.
We shall use the following regularity conditions to prove the results.

ASSUMPTIONS

(A.1) There exists a sequence {ln} ⊂ N such that cnln + ∑∞
k=ln

[nα(k)1/2 +
n2α(k)] → 0 as n → ∞. Further,

∑∞
n=1 nrα(n) < ∞ for all r ∈ N.

(A.2) h(·) is of bounded variation and
∫ ∞
−∞ |ĥ(y)|2|y|−2d dy < ∞ for all

d ∈ (−1
2 ,0).

(A.3) L(·) is even, strictly positive and continuous on (0, π ], and it is slowly
varying at zero in the sense of (1.2).

Assumption (A.1) specifies a set of weak dependence and moment conditions
on {εt } that are used for proving asymptotic normality of the DFTs. If {εt }
is m-dependent with Eε2

0 < ∞, then (A.1) holds. In this case, α(k) = 0 for
k > m and hence (A.1) holds if we set ln ≡ m + 1 for all n ∈ N. Similarly,
if α(n) ≤ C1 exp(−C2n), n ∈ N, for some C1,C2 ∈ (0,∞), then (A.1) holds,
provided that E|ε0|2 log(1 + |ε0|) < ∞. This follows by choosing ln = [log n]c1n,
where c−2

1n ≡ [log n]cn → 0 as n → ∞. In general, (A.1) holds if E|ε0|2+δ < ∞
for some δ ∈ (0,∞) and α(n) = O(n−an) for some a−1

n = o(1), as n → ∞.
As for Assumption (A.2), the bounded variation of h(·) is a very standard

condition [Brillinger (1981); Dahlhaus (1983, 1985); Yajima (1989)]. The other
part of (A.2) turns out to be a necessary condition for the validity of the results.
Indeed, the limiting variance of the DFTs near the origin involves the integral∫ |ĥ(y)|2|y|−2d dy (see Lemma 3.4, Section 3) and we need to assume its finiteness
for d ∈ (−1

2 ,0). When 0 ≤ d < 1/2, by Parseval’s identity,∫ ∞
−∞

|ĥ(y)|2|y|−2d dy ≤
∫ ∞
−∞

|ĥ(y)|2 dy + sup
|y|<1

|ĥ(y)|2
∫ 1

−1
|y|−2d dy

≤ 2π

∫ 1

0
|h(w)|2 dw + 2

1 − 2d
sup

|w|<1
|h(w)|2 < ∞.

(2.2)

In the special case of no data tapering, that is, for h(w) ≡ 1, it is easy to see that
|ĥ(y)|2 = O(|y|−2) as |y| → ∞ and hence (A.2) holds. By a similar argument, it
follows that Assumption (A.2) is satisfied by the other data tapers considered in
Section 2.3.

In Assumption (A.3), we assume strict positivity of L(·) only for simplicity
of exposition. Since the normalizing constants [see (2.3) below] for the DFTs
are defined using L(·) at all frequencies, we need to assume that it is positive



ASYMPTOTIC INDEPENDENCE OF DFTs 619

everywhere to avoid division by zero. For frequencies near the origin, the rate of
convergence of the DFTs depends on the slowly varying function L(·) and it must
be included in the normalizing constant. However, at frequencies away from the
origin, L(·) can be dropped from the normalizing constant.

2.2. Main results. First we establish the limit distributions of the DFTs and
then obtain a characterization of the asymptotic independence by considering
independence of the joint limit distributions. To that end, let

ST (λ) =
T −1∑
t=0

h(t/T )Xt sin(tλ),

CT (λ) =
T −1∑
t=0

h(t/T )Xt cos(tλ), w ∈ �,

denote the sine and the cosine transforms of the data. Then dT (λ) = CT (λ) −
iST (λ). We describe the asymptotic behavior of the dT (λ) in terms of the real
valued r.v.s ST (λ) and CT (λ). Note that because of the odd and even properties of
the sine and the cosine functions, it is enough to study the properties of ST (λ) and
CT (λ) only for nonnegative values of λ. To ensure that proper limit distributions
for ST (λjT ) and CT (λjT ) exist at the discrete ordinates λjT

= 2πjT /T , we need
to further restrict attention to a suitable class of {λjT

} sequences. Let 	T =
{2πj

T
: 1 ≤ j < T/2, j ∈ Z}. For each λ ∈ (0, π ], we define the admissible class

of sequences of discrete ordinates converging to λ as Cλ = {{λT } :λT ∈ 	T for
all T and λT → λ as T → ∞}. For λ = 0, some extra care is needed, since the
limit distribution does not exist for every sequence {λT } that converges to λ = 0.
For λ = 0, we define the class of admissible sequences as C0 = C01 ∪ C02 ∪ C03
with C01 = {{λT } :λT ∈ 	T for all T and λT + |T λT |−1 → 0 as T → ∞},
C02 = {{λT } :λT ∈ 	T for all T and T λT → 2π� for some � ∈ Z as T → ∞}
and C03 = {{λT } :λT ≡ 0 for all T }. Then the class of admissible sequences {λT }
is given by

C = ⋃
λ∈[0,π ]

Cλ.

Thus, C contains all sequences {λT } of discrete ordinates that converge to a
limit in the interval (0, π). However, for sequences converging to λ = 0, it does
not allow sequences {λT } of discrete ordinates that alternate between the sets
	T and {0}. Note that if λT belongs to both 	T and {0} infinitely often, then the
sine transform ST (λT ) has a nondegenerate normal limit through a subsequence,
whereas ST (0) is zero with probability 1, and hence ST (λT ) does not have a limit
for such sequences. Similarly, for sequences {λT } with |T λT | = O(1) as T → ∞,
limit distributions for the sine and the cosine transforms do not exist if T λT does
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not converge to a limit. This is why we required the existence of a finite limit for
T λT in the definition of the class C02. Indeed, in this case, the limit � of T λT shows
up in the asymptotic variance of the transforms ST (λT ) and CT (λT ). It should be
pointed out that the admissibility condition on a sequence {λT } only guarantees a
limit distribution of {(ST (λT ),CT (λT ))′} for the individual sequence {λT }; for the
existence of joint limit distributions of the transforms at a pair of sequences {λ1T }
and {λ2T } in Cλ for λ ∈ (0, π ], some additional conditions are necessary [see (2.4)
and (2.5) below].

Next define the scaling function aT (·) by

a2
T (λ) =

{
|λ|−2dL(λ)T , if λ ∈ � \ {0},
T 1+2dL(T −1), if λ = 0.

(2.3)

Then we have the following result on the joint limit distributions of the sine and
the cosine transforms.

THEOREM 2.1. Suppose that Assumptions (A.1)–(A.3) hold. Let {λ1T }, . . . ,
{λkT } ∈ C be any k (k ≥ 2) sequences of ordinates such that for any 1 ≤ i < j ≤ k,
either

|T (λjT − λiT )| → ∞ as T → ∞(2.4)

or

T (λjT − λiT ) → 2π� as T → ∞(2.5)

for some nonzero integer �, not depending on T . Define the variables Y1jT =
[CT (λjT ) − ECT (λjT )]/aT (λjT ) and Y2jT = [ST (λjT ) − EST (λ2jT )]/aT (λjT ),
1 ≤ j ≤ k. Then the vector of 2k r.v.s YT ≡ (Y11T . . . Y1kT ;Y21T . . . Y2kT )′
converges in distribution to a multivariate normal distribution.

Theorem 2.1 asserts asymptotic normality of the sine and cosine transforms of
the data for finite sets of sequences of discrete ordinates under both SRD and LRD,
and serves as the first step toward characterizing the asymptotic independence of
the DFTs. Since the limiting joint distribution of the sine and the cosine transforms
is Gaussian, asymptotic independence of these variables is determined by the
covariance structure of the limit law. In Theorems 2.2 and 2.3 below, we consider
the collection of sequences {λjT } that satisfy (2.4) and (2.5), respectively. These
results can be used to verify asymptotic independence not only of the DFTs, but,
more generally, of any two finite collections of sine and cosine transforms.

To state Theorems 2.2 and 2.3, we need to introduce some notation. For any
complex number z, let Re(z) and Im(z), respectively, denote the real and the
imaginary parts of z. Also, for a k × k matrix A, let (A)ij denote the (i, j)th

element of A, 1 ≤ i, j ≤ k, and let A′ denote the transpose of A. Let
d→ denote
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convergence in distribution of random vectors. Next define

σ0(�;m) = c(�,m)

∫ ∞
−∞

ĥ(y − 2π�)ĥ(−[y + 2πm])|y|−2d dy,(2.6)

σ1(�) =
∫ ∞
−∞

ĥ(y)ĥ(2π� − y) dy(2.7)

for �,m ∈ Z, where c(m1,m2) = (2π)2d |m1m2|d if m1,m2 ∈ Z \ {0}, c(0,m) =
c(m,0) = |2πm|d if m ∈ Z \ {0} and c(0,0) = 1.

The next result concerns sequences that satisfy (2.4).

THEOREM 2.2. Suppose that Assumptions (A.1)–(A.3) hold. Let {λ1T }, . . . ,
{λkT } ∈ C, 2 ≤ k < ∞, be sequences of discrete ordinates such that λjT → wj ∈
[0, π ] and |T (λjT − λiT )| → ∞, 1 ≤ i �= j ≤ k. Define YjT = (Y1jT , Y2jT )′,
1 ≤ j ≤ k.

(a) The bivariate random vectors Y1T , . . . , YkT are asymptotically independent.
(b) If T |λjT | → ∞ as T → ∞ for some j , then the components Y1jT and

Y2jT of YjT are also asymptotically independent, and for r = 1,2, YrjT
d→

N(0,2−1σ1(0)).
(c) If for some 1 ≤ j ≤ k, T |λjT | → � as T → ∞ for an integer � ∈ Z, then

YjT
d→ N(0,
j ),

where the elements of the 2 × 2 matrix 
j are given by (
j)11 = Re[σ0(�; �) +
σ0(�;−�)]/2, (
j)22 = Re[σ0(�;−�)−σ0(�; �)]/2 and (
j )12 = − Im[σ0(�; �)+
σ0(�;−�)]/2.

Theorem 2.2 shows that for any two sequences of {λ1T } and {λ2T } of
asymptotically distant ordinates [i.e., satisfying |T (λ1T −λ2T )| → ∞ as T → ∞],
the DFTs dT (λ1T ) and dT (λ2T ) are asymptotically independent under both SRD
and LRD. This extends the results of Yajima (1989), who proved asymptotic
independence of the tapered DFTs at a finite number of fixed ordinates, assuming
that d ∈ (0,1/2) and the function L(·) in (1.1) is bounded. Theorem 2.2 also
extends the results of Pham and Guégan (1994) for time varying ordinates λjT by
allowing the spectral density f (·) to have a more general form [cf. (1.1)]. For DFTs
without data tapering, Theorem 2.2 supplements the results of Robinson (1995)
by establishing asymptotic independence of DFTs for sequences of ordinates
{2πjT /T } and {2πkT /T } for which the bound O([log jT ]/kT ) in (1.5) does not
go to zero with T (e.g., consider kT ≤ logT and jT ∼ T α[log T ]β as T → ∞ for
some α ∈ (0,1) and β ∈ R).

Theorem 2.2 also shows that for ordinates λjT converging to a nonzero fre-
quency wj , the corresponding sine and cosine transforms are also asymptoti-
cally independent for all values of the dependence parameter d ∈ (−1/2,1/2).
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For λjT ’s converging to zero, the independence property continues to hold for
all d ∈ (−1/2,1/2), provided that |T λjT | → ∞ as T → ∞. Thus, under both
SRD and LRD, a sufficient condition for asymptotic independence of all 2k r.v.s
{Y11T , . . . , Y1kT ;Y21T , . . . , Y2kT } is that |T λjT | → ∞ and |T (λjT − λiT )| → ∞
as T → ∞ for all 1 ≤ i �= j ≤ k. In comparison, by Theorem 2.2(a), the corre-
sponding DFTs [being linear functions of ST (·)’s and CT (·)’s] are asymptotically
independent in both the SRD and the LRD cases under the weaker condition that
|T (λjT − λiT )| → ∞ as T → ∞ for all 1 ≤ i �= j ≤ k.

In the next result, we establish the asymptotic distribution of the sine and cosine
transforms when the ordinates are “asymptotically close” and converge to a given
frequency 2πγ ∈ [0, π ].

THEOREM 2.3. Suppose that Assumptions (A.1)–(A.3) hold. Let λjT =
2π(�γ T � + mT + �j )/T , 1 ≤ j ≤ k (k ∈ N), for some γ ∈ [0,1/2] and for some
mT , �1, . . . , �k ∈ Z such that γ and �1, . . . , �k do not depend on T , that �1, . . . , �k

are distinct and that mT /T → 0 as T → ∞.

(a) (The “asymptotically close to the zero frequency”/“low ordinate” case.)
Suppose that γ = 0 and mT → m as T → ∞ for some integer m ∈ Z. Then

(Y11T . . . Y1kT ;Y21T . . . Y2kT )′ d→ N
(
0,

(2k)
0

)
,

where for 1 ≤ i, j ≤ k, the (i, j)th element of 
(2k)
0 is given by(


(2k)
0

)
ij = Re

(
σ0(m + �i;m + �j ) + σ0(m + �i;−[m + �j ]))/2,

(


(2k)
0

)
k+i, k+j = Re

(
σ0(m + �i;−[m + �j ]) − σ0(m + �i;m + �j )

)
/2,

(


(2k)
0

)
i, k+j = Im

(
σ0(m + �i;−[m + �j ]) − σ0(m + �i;m + �j )

)
/2.

(b) (The “asymptotically close but distant from the zero frequency” case.)
Suppose that either γ �= 0 or γ = 0 and |mT | → ∞ as T → ∞. Then

(Y11T . . . Y1kT ;Y21T . . . Y2kT )′ d→ N
(
0,

(2k)
1

)
,

where for 1 ≤ i, j ≤ k, (


(2k)
1

)
ij = Re

(
σ1(�j − �i)

)
/2,

(


(2k)
1

)
k+i, k+j = Re

(
σ1(�j − �i)

)
/2,

(


(2k)
1

)
i, k+j = Im

(
σ1(�j − �i)

)
/2.

Theorem 2.3 shows that the sine and cosine transforms of the data with a general
data taper may have nonzero asymptotic correlation for any two asymptotically
close discrete ordinates in the neighborhood of a given frequency 2πγ ∈ [0, π ].
This asymptotic correlation depends on the dependence parameter d when the
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ordinates are of the form 2πj/T for integers j that do not depend on T . However,
for discrete ordinates of the form 2π(mT + �i)/T with m−1

T + T −1mT → 0 as
T → ∞, which also converge to the zero frequency, the asymptotic covariance
matrix of the sine and cosine transforms does not depend on d . In the nontapered
case, Hurvich and Beltrao (1993) and Robinson (1995) demonstrated that the sine
and cosine transforms are asymptotically correlated for low frequencies (i.e., for
frequencies of the form 2πj/T for integers j not depending on T ) under LRD.
Theorem 2.3(a) extends their results by allowing a general data taper and by
allowing the slowly varying function L(·) in the spectral density [cf. (1.1)].

Next we consider the problem of characterizing asymptotic independence of
the DFTs. Note that by Theorem 2.1, asymptotic independence of a pair of DFTs
would hold if and only if the cross-covariance terms of the relevant limiting
normal distribution are zero. Thus, a characterization can be obtained by checking
the expressions for the asymptotic covariance terms of the relevant sine and
cosine transforms given in Theorems 2.2 and 2.3. Since these expressions depend
on the data-taper function h(·), the set of asymptotically independent DFTs
indeed depends on the specific function h(·). The following result characterizes
asymptotic independence of the DFTs under a suitable condition on the data
taper h(·). Let

DrT = (
dT (λrT ) − EdT (λrT )

)
/aT (λrT ), r = 1,2.(2.8)

COROLLARY 2.4. Suppose that the conditions of Theorem 2.1 hold with
k = 2 for some sequences {λ1T } and {λ2T } in C. Also suppose that

σ1(�) �=0; |σ0(�1; �2)+σ0(�1;−�2)|+ |σ0(�1; �2)−σ0(�1;−�2)| �=0(2.9)

for all �, �1 �= �2 ∈ Z. Then the normalized DFTs {D1T } and {D2T } are
asymptotically independent if and only if |T (λ1T − λ2T )| → ∞ as T → ∞.

Corollary 2.4 provides a necessary and sufficient condition for the asymptotic
independence of the DFTs for the class of data tapers h(·) satisfying (2.9).
However, there are some commonly used taper functions, including the function
h(x) ≡ 1, x ∈ [0,1], of the no-tapering case, that do not satisfy (2.9). For such
functions, we have to check the asymptotic covariance terms of Theorem 2.3 to
characterize the set of discrete ordinates for which the DFTs are asymptotically
independent. In the next section, we consider some important special cases.

2.3. Examples. First we consider the case where the taper function is given by
h0(x) ≡ 1, x ∈ [0,1], that is, the case when no data tapering is used. To evaluate
the constants σ1(�), note that by Parseval’s identity, we may express σ1(�) as

σ1(�) = 2π

[∫ 1

0
h(x)2 exp(i2π�x)dx

]
, � ∈ Z,(2.10)

for any taper h(·). Hence for h(·) = h0(·), σ1(�) = 2π [∫ 1
0 exp(i2π�x)dx] = 0 for

all � ∈ Z \ {0}. Also, ĥ0(y) = [exp(iy)− 1]/(iy), y ∈ R. Using these facts, we get:
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COROLLARY 2.5. Suppose that the conditions of Theorem 2.1 hold with
k = 2 for some sequences {λ1T } and {λ2T } in C, and that h(x) = h0(x) = 1 for all
x ∈ [0,1].

(i) If max{|T λ1T |, |T λ2T |} → ∞, then the normalized DFTs {D1T } and {D2T }
defined by (2.8) are asymptotically independent.

(ii) If both {|T λ1T |} and {|T λ2T |} are bounded, and T λjT → 2π�j for some
�j ∈ Z, j = 1,2, then

lim
T →∞E{D1T D̄2T } = c(�1, �2)

∫ ∞
−∞

2(1 − cosy)

(y − 2π�1)(y + 2π�2)
|y|−2d dy,

lim
T →∞E{D1T D2T } = c(�1, �2)

∫ ∞
−∞

2(1 − cosy)

(y − 2π�1)(y − 2π�2)
|y|−2d dy.

Thus, it follows from Corollary 2.5 that without data tapering, the DFTs are
asymptotically independent for asymptotically distant ordinates [satisfying (2.4)]
as well as for asymptotically close ordinates [satisfying (2.5)] such that either
{λ1T } or {λ2T } is asymptotically distant from the sequence {0}. In particular,
if |T λ1T | → ∞ as T → ∞, for some sequence {λ1T } ∈ C, then the DFTs at
the asymptotically close ordinates {λ1T } and {λ1T + 2πj/T } are asymptotically
independent for any given integer j �= 0.

Moulines and Soulier (1999) obtained a strong upper bound on the covariance
of the nontapered DFTs in the context of broadband regression estimation of the
dependence parameter d . For a stationary Gaussian process {Xt } that has a spec-
tral density of the form f (λ) = |1 − exp(iλ)|−2df ∗(λ) with −1/2 < d < 1/2
and | d

dλ
f ∗(λ)| < C|λ|−1, λ ∈ � \ {0}, for some constant C, they showed

[Moulines and Soulier (1999), Lemma 4] that |E{D1T D2T }| + |E{D1T D̄2T }| ≤
C log jT k

−|d|
T |jT ||d|−1 for λ1T = 2πjT /T and λ2T = 2πkT /T with 1 ≤ kT <

jT < T/2. Under the Gaussianity assumption, this readily implies that the non-
tapered DFTs d1T (λ1T ) and d1T (λ2T ) are asymptotically independent whenever
kT → ∞. Thus, in the important special case when no data taper is used, our re-
sults supplement their conclusion by allowing a more general form of the spectral
density and by allowing the process {Xt } to be non-Gaussian.

Next consider the “cosine-bell” taper h1 : [0,1] → R, given by

h1(x) = 1
2 (1 − cos 2πx), x ∈ [0,1].(2.11)

Then it is easy to check that ĥ1(y) = [2ĥ0(y) − ĥ0(2π + y) − ĥ0(y − 2π)]/4,
y ∈ R, where h0(·) is as in Corollary 2.5. In this case, using relationship (2.10), we
can show that

σ1(�) = [π/8] ∑
k∈{0,1,...,4}

(−1)4−k

(
4
k

)
1{2−�}(k).
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Hence, for h(·) = h1(·), σ1(�) = 0 if and only if |�| ≥ 3. Further, the constants
σ0(�;m) may be found using (2.6) and the above expression for ĥ1(·). We
summarize the asymptotic behavior of the DFTs based on the cosine-bell taper
in the following result.

COROLLARY 2.6. Suppose that the conditions of Theorem 2.1 hold with
k = 2, and that D1T and D2T are defined by (2.8) with the taper function h1
of (2.11).

(i) If max{|T λ1T |, |T λ2T |} → ∞ and limT →∞ |T (λ1T − λ2T )| ≥ 6π , then
{D1T } and {D2T } are asymptotically independent.

(ii) If max{|T λ1T |, |T λ2T |} → ∞ and limT →∞ |T (λ1T − λ2T )| = 2π |�| for
some |�| ≤ 2, then

lim
T →∞E{D1T D2T } = 0,

lim
T →∞E{D1T D̄2T } =

{−π/2, if � = ±1,
π/8, if � = ±2.

(iii) If max{|T λ1T |, |T λ2T |} is bounded and T λjT → 2π�j for some �j ∈ Z,
j = 1,2, then

lim
T →∞E{D1T D2T } = σ0(�1; �2),

lim
T →∞E{D1T D̄2T } = σ0(�1;−�2).

Thus, for any {λ1T } and {λ2T } in C with |T λjT | → ∞ for at least one
j ∈ {1,2}, the DFTs based on the cosine-bell taper h1(·) are asymptotically
independent if and only if |T (λ1T − λ2T )| ≥ 6π . This, in particular, allows
asymptotic independence of the DFTs at the asymptotically close ordinates {λ1T }
and {λ2T } ≡ {λ1T + 2π�/T } for any fixed integer � with |�| ≥ 3, if |T λ1T | → ∞.
In comparison, the corresponding nontapered DFTs d1T (λ1T ) and d1T (λ2T ) are
asymptotically independent for all � �= 0.

Next we consider a popular data taper of Kolmogorov [see Velasco (1999a, b);
Zurbenko (1979)] that is useful in the context of efficient estimation of the spectral
density under SRD and also in removing polynomial trends in nonstationary
time series. Let m ≥ 2 be a given integer and let h2 denote the probability
density function of the average of m independent and identically distributed
Uniform[0,1] r.v.s. Then, the weights generated by Kolmogorov’s taper of order m

are asymptotically equivalent to those given by the function h2(x). A closed form
expression for h2(·) is given by [see Field and Ronchetti (1990), page 36]

h2(x) = mm

(m − 1)!
m−1∑
i=1

(−1)i
(

m

i

)[(
1 − i

m

)
− x

]
1[0,1−i/m](x),

(2.12)
x ∈ [0,1].
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The Fourier transform of h2(·) is ĥ2(y) = [ĥ0(y/m)]m, y ∈ R. It turns out that
for Kolmogorov’s taper of order m, the limiting covariance constants σ0(·; ·) and
σ1(·) do not vanish and, therefore, the DFTs at asymptotically close ordinates
cannot be asymptotically independent. For a specific example, suppose m = 2.
Then, using (2.10), we get

σ1(�) =




24

π�2
, if � = ±2,±4, . . . ,

− 24

π�2 , if � = ±1,±3, . . . .

(2.13)

Thus, from Theorems 2.1–2.3 it follows that in this case, for any sequences
{λ1T } and {λ2T } in C with max{|T λ1T |, |T λ2T |} → ∞, the normalized DFTs
{D1T } and {D2T } are asymptotically independent if and only if {λ1T } and {λ2T }
are asymptotically distant, that is, |T (λ1T − λ2T )| → ∞ as T → ∞. This
property of the DFTs based on Kolmogorov’s taper is in marked contrast with
the nontapered case where σ1(�) = 0 for all � �= 0 and the DFTs at distinct
ordinates can be asymptotically independent. As a result, various inference
procedures designed under the asymptotic independence assumption on the
nontapered DFTs may need some modification for their validity when a taper
like Kolmogorov’s taper is employed. In the next section, we consider such an
example.

2.4. Some implications. Suppose that the process {Xt } is Gaussian and
that its spectral density is given by (1.1) with a bounded L(·). An important
problem in this context is the estimation of the dependence parameter d ∈
(−1/2,1/2). Geweke and Porter-Hudak (1983) proposed an estimator of d using
asymptotic independence of the DFTs d1T (·). Let I1T (w) = T −1|d1T (·)|2 denote
the periodogram of the observations {X0, . . . ,XT −1} (without a data taper) and
let {mT } be a sequence of integers such that (log T )2/mT + T −1mT → 0 as
T → ∞. Then, assuming that the variables I1T (2πkT /T )/[(kT /T )−2d ] and
I1T (2πjT /T )/[(jT /T )−2d ] are asymptotically independent for any sequences of
ordinates {2πkT /T } and {2πjT /T } with 1 ≤ kT < jT ≤ mT , they set up the
“approximate regression model”

log I1T (λj ) = const + ajd + Uj, j = 1, . . . ,mT ,

where aj = 2 logλj , λj = 2πj/T and the Uj ’s are approximately independent
zero-mean random variables. The least squares estimator d̂ , say, of d in the above
regression model is the Geweke and Porter-Hudak (1983) (GPH) estimator of d .
It is known that under some regularity conditions on the function f (·), d̂ is
consistent and asymptotically normal [see Robinson (1995); Hurvich, Deo and
Brodsky (1998)]. A crucial step in proving the validity of this result is the uniform
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bound on the covariance of the nontapered DFTs, obtained by Robinson (1995),
∣∣∣∣∣Cov

(
d1T (λjT

)√
Tf (λjT

)
,

d1T (λkT
)√

Tf (λkt )

)∣∣∣∣∣ +
∣∣∣∣∣Cov

(
d1T (λjT

)√
Tf (λjT

)
,

d̄1T (λkT
)√

Tf (λkT
)

)∣∣∣∣∣
= O

(
log jT

kT

)
as T → ∞,

(2.14)

uniformly in (logT )2 ≤ kT < jT ≤ mT . In particular, for any {kT } ⊂ [(log T )2,

mT ] ∩ Z, the covariance between d1T (λkT
) and d1T (±λkT +�) is of O((log kT )/

kT ) = o(1) as T → ∞ for any � ∈ Z. However, as Theorem 2.3 shows, this is no
longer true for a taper function h(·) with σ1(�) �= 0 for some � �= 0. Consequently,
consistency and asymptotic normality of the GPH estimator of d , defined using
the entire collection of DFTs {dT (λj ) : j ∈ [(log T )2,mT ]} need not hold in such
tapered cases. Nonetheless, if σ1(�) = 0 for all � ≥ �0 for some integer �0 ≥ 1,
such as the cosine-bell taper considered above, we may use every �0th ordinate λj

to define an estimator of d and, in the extreme case, where σ1(�) �= 0 for infinitely
many � ∈ Z as in the case of Kolmogorov’s tapers, Theorem 2.2 suggests that an
estimator of d may be based on the DFTs {dT (λ(j−1)p+1) : j ∈ [1,mT ]}, where
p ≡ pT → ∞ suitably with T . Indeed, consistency and asymptotic normality
of such modified estimators of d have been established by Hurvich and Beltrao
(1993) and Velasco (1999b) for the cosine-bell taper and by Velasco (1999b)
for Kolmogorov’s tapers; the latter paper further allows nonstationarity of the
process {Xt}.

3. Proofs. We begin with some notation to be used in the rest of the paper.
For any two sequences of positive real numbers {rT } and {sT }, write rT � sT if
rT = o(sT ) as T → ∞ and rT ∼ sT if limT →∞ rT /sT = 1. In the proofs below,
we write C,C(·) to denote generic constants that depend only on their arguments
(if any) and d , but do not depend on the variables T , n and w. Let ‖g‖∞ denote
the sup-norm of a function g :A → R given by ‖g‖∞ = supa∈A |g(a)|. Unless
otherwise specified, all limits, including those in the order symbols, are taken by
letting T → ∞.

Next, let L0(a, b) = max{L(w) :w ∈ �, |w − a| < b}, a ∈ R, b > 0 and
L1(a, b) = max{L(w) :a < w < b}, a < b ∈ R. Also define the function �T

on � by �T (w) = T 1(|w| < T −1) + |w|−11(T −1 < |w| ≤ π). In proving
Theorems 2.1–2.3, we extensively make use of the inequality, due to Dahlhaus
(1983),

|Hk,T (w)| ≤ C�T (w), w ∈ �,(3.1)

where Hk,T (w) = ∑T −1
t=0 h(t/T )k exp(−itw), w ∈ �, k ≥ 1.
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Let χk,ε(t1, . . . , tk−1) denote the kth order cumulant of εt , εt+t1 , . . . , εt+tk−1 ,
defined by

χk,ε(t1, . . . , tk−1)

= (−i)k
∂

∂x1
· · · ∂

∂xk

E exp
(
i(x1εt + x2εt+t1 + · · · + xkεt+tk−1)

)∣∣∣∣
x1=···=xk=0

.

For complex r.v.s Zj = R1j + iR2j , j = 1, . . . , k, we define the cumulant of
Z1, . . . ,Zk in terms of the cumulants of the real variables {Rpj : j = 1, . . . , k,

p = 1,2} as

cum(Z1, . . . ,Zk) ≡ ∑
a1,...,ak∈{1,2}

(i)a1+···+ak−k cum
(
Ra1j , . . . ,Rakj

)
.(3.2)

If ϒk ≡ ∑
t1···tk−1

|χk,ε(t1, . . . , tk−1)| < ∞ for some k ≥ 2, then {εt } has a kth order
cumulant spectral density fk,ε(w1, . . . ,wk−1), defined by the inversion formula
fk,ε(w1, . . . ,wk−1) = (2π)1−k

∑
t1,...,tk−1

exp(−i
∑k−1

j=1 tjwj )χk,ε(t1, . . . , tk−1),
w1, . . . ,wk−1 ∈ �k−1. Further, if

ϒj < ∞ for all 2 ≤ j ≤ k,(3.3)

for some k ≥ 2, the kth order cumulant spectral density of {Xt } exists and is given
by [see Yajima (1989), Lemma 2; Hosoya and Taniguchi (1982), Lemma A2.1],

fk,X(w1, . . . ,wk−1)

= b

(
k−1∑
j=1

wj

)[
k−1∏
j=1

b(−wj)

]
fk,ε

(
k−1∑
j=1

wj ,w2, . . . ,wk−1

)
,

(3.4)

w1, . . . ,wk−1 ∈ �k−1. The first result gives us an expression for the cumulants of
dT (λj ).

LEMMA 3.1. For any λ1, . . . , λk ∈ �, k ≥ 2, if (3.3) holds, then

cum
(
dT (λ1), . . . , dT (λk)

)

=
∫
�k−1

{
H1,T

(
λk +

k−1∑
j=1

wj

)
b

(
k−1∑
j=1

wj

)}{
k−1∏
j=1

(
H1,T (λj − wj)b(−wj)

)}

× fε,k

(
k−1∑
j=1

wj,w2, . . . ,wk−1

)
dw1 · · ·dwk−1.

PROOF. The proof follows by using (3.2). We omit the details. �
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LEMMA 3.2. Suppose that Assumption (A.3) holds and that ε(·) : [0, π ] →
(0,∞) is a function such that ε(x) → 0+ as x → 0+. Then, for any δ > 0,

lim sup
x→0+

[{
L1(xε(x);x)/[L(x)ε(x)−δ]} + {

L(x)/[L(xε(x))ε(x)−δ ]}] < ∞.

PROOF. It is known [Taqqu (1979), page 61] that under Assumption (A.3),
for any β, δ ∈ (0,∞), yδ(

L(xy)
L(x)

− 1) → 0 as x → 0+ uniformly in y ∈ (0, β] and

y−δ(
L(xy)
L(x)

−1) → 0 as x → 0+ uniformly in y ∈ [β,∞). Lemma 3.2 follows from
these facts. �

LEMMA 3.3. Let {Xt } admit representation (2.1) for some sequence of
stationary zero-mean r.v.s {εt} with

∑
t∈Z |χ2,ε(t)| < ∞. Also suppose that

Assumptions (A.2) and (A.3) hold and that jT , kT are integers satisfying
(i) −T/2 ≤ jT < kT ≤ T/2, (ii) kT − jT → ∞ as T → ∞ and (iii) 2πjT =
λ̃1T + o(T ) and 2πkT = λ̃2T + o(T ) for some λ̃1, λ̃2 ∈ [−π,π ]. Then, with
λ1T = 2πjT /T and λ2T = 2πkT /T , and dT (·) defined by (1.3),

lim
T →∞

E{[dT (λ1T ) − EdT (λ1T )][d̄T (λ2T ) − Ed̄T (λ2T )]}
aT (λ1T )aT (λ2T )

= 0.

PROOF. Without loss of generality (w.l.o.g.), we may set µ = 0. (Otherwise,
replace Xt by Xt − µ in all the steps below.) Then EdT (λ1T )Ed̄T (λ2T ) = 0 for
all T and, by (iii), λjT → λ̃j as T → ∞, for j = 1,2. We now prove the lemma
by considering several cases that arise from possible asymptotic behavior of the
sequences {λ1T } and {λ2T }. The primary cases are

(I) λ̃1 = λ̃2 = λ̃, say;
(II) λ̃1 < λ̃2.

These are further subdivided into the following subcases:

(I.1) jT − λ̃T
2π

→ ∞, kT − λ̃T
2π

→ ∞, kT − jT → ∞;

(I.2) jT = λ̃T
2π

+ O(1), kT − λ̃T
2π

→ ∞;

(I.3) jT − λ̃T
2π

→ −∞, kT − λ̃T
2π

→ −∞, kT − jT → ∞;

(I.4) jT − λ̃T
2π

→ −∞, kT = λ̃T
2π

+ O(1);

(I.5) jT − λ̃T
2π

→ −∞, kT − λ̃T
2π

→ ∞;

(II.1) λ̃1 = 0 < λ̃2;
(II.2) λ̃1 < λ̃2 = 0;
(II.3) λ̃1 < λ̃2, (λ̃1, λ̃2) /∈ {({0} × (0, π ]) ∪ ([−π,0) × {0})}.
We begin with case I.1 with λ̃ = 0. Then λjT → 0+ as T → ∞, for j = 1,2. We

establish case I.1 by showing that given any subsequence {T ′}, there is a further
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subsequence {T ′′} such that δ(T ′′) ≡ E{[dT ′′(λ1T ′′)][d̄T ′′(λ2T ′′)]}/[aT ′′(λ1T ′′) ×
aT (λ2T ′′)] → 0 as T ′′ → ∞. Since the set of limit points of the ratio {λ1T /λ2T }
is contained in [0,1], given any subsequence {T ′}, we can extract a further
subsequence {T ′′} such that {λ1T /λ2T } converges to a point in [0,1] along
the subsequence {T ′′}. We show that δ(T ′′) goes to zero. The proof requires
different arguments depending on whether {λ1T ′′/λ2T ′′ } converges to 0 or 1 or to a
point in the set (0,1) and, therefore, the three cases will be treated separately.
For notational simplicity, we also suppose that in place of the subsequence
{λ1T ′′/λ2T ′′ }, the whole sequence {λ1T /λ2T } converges. Then we need to consider
the three subcases, I.1.1: λ1T ∼ λ2T as T → ∞, I.1.2: λ1T = o(λ2T ) as T → ∞
and I.1.3: λ1T ∼ cλ2T as T → ∞ for some c ∈ (0,1).

Note that under I.1.1, λ2T −λ1T = o(λ1T ), whereas under I.1.2, λ1T = o(λ2T −
λ1T ). Let gT (w) = |w−λ1T |−1|w−λ2T |−1|w|−2dL(w)1(w ∈ �\{0, λ1T , λ2T }),
w ∈ �. We now consider subcase I.1.1. Let q1T = (λ2T − λ1T )/2, and q2T =
λ1T /2. By (3.1) and Lemma 3.1 with k = 2,

�T (λ1T ;λ2T )

≡ |EdT (λ1T )d̄T (λ2T )|

=
∣∣∣∣
∫
�

H1,T (λ1T − w)H1,T (w − λ2T )|b(w)|2f2,ε(w)dw

∣∣∣∣
≤ C

[ 2∑
i=1

∫
|T (w−λiT )|<1

T |w − λiT |gT (w)dw

+
2∑

i=1

∫
T −1<|w−λiT |<q1T

gT (w)dw

+
{∫ q2T

−q2T

+
∫ λ1T −q1T

q2T

+
∫ 2λ2T

λ2T +q1T

+
∫ −q2T

−π
+

∫ π

2λ2T

}
gT (w)dw

]

≡ I1T + I2T + I3T + I4T + I5T + I6T + I7T , say.

(3.5)

By Assumption (A.3) and the fact that λ2T − λ1T � λ1T ∼ λ2T ,

I1T + I2T ≤ C

2∑
i=1

[
L0(λiT ;T −1)

|λ2T − λ1T ||λiT |2d

+ 2L0(λiT ;q1T )

|λ2T − λ1T ||λiT |2d

∫ q1T

T −1
|y|−1 dy

]

≤ C|λ2T − λ1T |−1λ−2d
1T L(λ1T ) log(T q1T ).

(3.6)
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Since |λiT − w|−1 ≤ Cλ−1
1T for all |w| < q2T , by (1.2) [Feller (1971), Chapter 8],

we get

I3T ≤ Cλ−2
1T

∫
|w|<q2T

|w|−2dL(w)dw ≤ Cλ−1−2d
1T L(λ1T ).(3.7)

To estimate I4T and I5T , note that |λ2T −w| > |λ1T −w| for q2T < w < λ1T −q1T

and, similarly, |λ1T − w| > w − λ2T for all λ2T + q1T < w < 2λ2T . Since
λ1T ∼ λ2T , |w|−2d < Cλ−2d

1T for each d ∈ (−1
2 , 1

2 ) over both these w intervals.
Hence, by (A.3),

I4T + I5T ≤ Cλ−2d
1T L1

(
λ1T

2
; 2λ2T

)

×
[∫ λ1T −q1T

q2T

1

|w − λ1T |2 dw +
∫ 2λ2T

λ2T +q1T

1

|w − λ2T |2 dw

]

≤ Cλ−2d
1T |λ2T − λ1T |−1L(λ1T ).

(3.8)

Next, noting that for i = 1,2, |w −λiT | = −w + λiT > |w| for all w < 0, we have

I6T ≤ C

∫
−π<w<−q2T

|w|−2−2dL(w)dw ≤ Cλ−1−2d
1T L(λ1T ).(3.9)

To estimate I7T , note that by (A.3)(ii), there exists η > 0 such that for all |x| ≤ η,

sup{L(y) :x/3 < y < 3x} < CL(x).(3.10)

Hence, for all x ∈ (λiT /2, η), i = 1,2,

L(x + λiT ) ≤ sup{L(y) :x < y < 3x} < CL(x).(3.11)

Also, for all w ∈ (2λ2T ,π),

|w − λ1T | > |w − λ2T |, |w| > w − λ2T and |w| ≤ 2|w − λ2T |.(3.12)

Hence, |w|−2d ≤ C|w −λ2T |−2d for each d ∈ (−1
2 , 1

2 ) over the interval (2λ2T ,π).
So, by (3.11),

I7T ≤ C

[∫
2λ2T <w<η

+
∫
η<w<π

]
|λ2T − w|−2−2dL(w)dw

≤ C

∫ η−λ2T

λ2T

L(y)

y2+2d
dy + C(η) ≤ C(η)λ−1−2d

2T L(λ2T ).

(3.13)

Hence, by (3.5)–(3.9) and (3.13), it follows that

�T (λ1T ;λ2T ) ≤ C(η)
[|λ1T − λ2T |−1λ−2d

1T L(λ1T ) log(T q1T ) + λ−1−2d
1T L(λ1T )

]
= C(η)aT (λ1T )aT (λ2T )

[
log(kT − jT )

|kT − jT | + j−1
T

]
(3.14)

= o
(
aT (λ1T )aT (λ2T )

)
.

This proves subcase I.1.1.
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Next, consider subcase I.1.2. In this case, λ2T − λ1T ∼ λ2T � λ1T . Hence,

�T (λ1T ;λ2T )

≤ C

[ 2∑
i=1

∫
|T (λiT −w)|<1

T |λiT − w|gT (w)dw

+
{∫

T −1<|w−λ1T |<λ1T /2
+

∫
T −1<|w−λ2T |<q1T

+
∫ λ1T /2

−λ1T /2

+
∫ −λ1T /2

−q1T

+
∫ (λ1T +λ2T )/2

3λ1T /2
+

∫ −q1T

−π
+

∫ π

λ2T +q1T

}
gT (w)dw

]

≡ Ĩ1(T ) + · · · + Ĩ8(T ), say.

(3.15)

Using arguments similar to (3.6) and (3.7), we have

Ĩ1(T ) + Ĩ2(T ) + Ĩ3(T ) + Ĩ4(T )

≤ C

[ 2∑
i=1

λ−2d
iT L(λiT )|λ2T − λ1T |−1

+ λ−2d
1T L(λ1T )|λ2T − (3λ1T /2)|−1 log(T λ1T )

+ λ−2d
2T L(λ2T )|λ2T − λ1T |−1 log{T (λ2T − λ1T )}

+ C

∫
|w|<λ1T /2

|w|−2dL(w)dw|λ1T |−1|λ2T − (λ1T /2)|−1

]

≤ C
[
λ−1

2T λ−2d
1T L(λ1T ) log(T λ1T ) + λ−1−2d

2T L(λ2T ) log(T λ2T )
]
.

(3.16)

Next, consider Ĩ5(T ) and Ĩ6(T ). Note that |w−λ2T |−1 ≤ Cλ−1
2T over both intervals

of w values. Also, as in (3.12), |w|−2d < C|w − λ1T |−2d for all w > 3λ1T /2,
d ∈ (−1

2 , 1
2 ) and |w − λ1T |−1 ≤ |w|−1 for all w < −λ1T /2. Hence, by (3.11) and

the above inequalities,

Ĩ5(T ) + Ĩ6(T )

≤ Cλ−1
2T

[∫ −λ1T /2

−q1T

L(w)

|w|1+2d
dw +

∫ (λ1T +λ2T )/2

3λ1T /2

L(w)

|w − λ1T |1+2d
dw

]

≤ Cλ−1
2T

∫
λ1T /2<y<q1T

y−1−2dL(y) dy

≤ Cλ−1
2T

[
λ−2d

1T L(λ1T ) + λ−2d
2T L(λ2T )

+ L1

(
λ1T

2
;q1T

)
log

(
λ2T

λ1T

)
1(d = 0)

]
.

(3.17)
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Finally, using arguments similar to (3.9) and (3.13), we get

Ĩ7(T ) + Ĩ8(T ) ≤ C

[∫
−π<w<−q1T

|w|−2−2dL(w)dw

+
∫
λ2T +q1T <w<π

|w − λ2T |−2−2dL(w)dw

]

≤ C(η)λ−1−2d
2T L(λ2T ).

(3.18)

Next, define α = min{|d|,1 − 2|d|}/2 if d �= 0 and α = 1/8 for d = 0. Then, by
Lemma 3.2, there exist constants C1(α) > 0, C2(α) and C3(α) > 0 such that for
T large,

C1(α)(λ1T /λ2T )+2α < [L(λ1T )/L(λ2T )] < C2(α)(λ1T /λ2T )−2α,(3.19)

L1(λ1T /2;λ2T ) ≤ C3(α)(λ2T /λ1T )αL(λ2T ).(3.20)

Hence, combining (3.15)–(3.20), we get

�T (λ1T ;λ2T ) ≤ C(η)λ−1
2T

[
λ−2d

1T L(λ1T ) log jT + λ−2d
2T L(λ2T ) logkT

+ L1(λ1T ;λ2T /2) log(kT /jT )1(d = 0)
]

≤ C(η,α)
(
aT (λ1T )aT (λ2T )

)
(T λ2T )−1

× [
(λ1T /λ2T )−d−α log jT + (λ1T /λ2T )d−α logkT

+ (λ1T /λ2T )−2α log(kT /jT )1(d = 0)
]

= o
(
aT (λ1T )aT (λ2T )

)
.

(3.21)

This completes the proof of subcase I.1.2. [The proof of subcase I.1.3 is similar
and is omitted.] Hence, the lemma holds for the case I.1, with λ̃ = 0. For λ̃ �= 0,
the spectral density f (·) is bounded in a neighborhood of λ̃, and both aT (λ1T )

and aT (λ2T ) are of the order T −1/2. Hence, the case I.1, λ̃ �= 0, can be easily
established by retracing the steps for the case I.1, λ̃ = 0, with d = 0 and a bounded
L(·). Thus, the case I.1 follows for all λ̃.

Next, consider the case I.2, λ̃ = 0. In this case, λ1T = 2πjT /T and λ2T =
2πkT /T with jT = O(1) and kT → ∞. Let M > 0 be such that M > 2|jT | + 1
for all T . Then, splitting the integral over � into the subintervals {|w| < M

T
},

{|w − λ2T | < 1
T

}, { 1
T

< |w − λ2T | < λ2T /2}, {M
T

< |w| < λ2T /2}, {−η < w <

−λ2T /2}, {3λ2T /2 < w < η} and {η < |w| < π} with η ∈ (0,1) given by (3.10),
and using (3.1), (3.11) and Lemmas 3.1 and 3.2, we can show that

�T (λ1T ;λ2T ) ≤ C(η)
[
λ−1

2T T 2dL(T −1) + λ−1−2d
2T log(T λ2T )L(λ2T )

+ λ−1
2T log(T λ2T )L1(MT −1;λ2T /2)1(d = 0)

]
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≤ C(η,β)aT (λ1T )aT (λ2T )

× [
(λ2T T )−(1−|d|)+β log(λ2T T )

+ (T λ2T )−1+2β log(T λ2T )1(d = 0)
]

= o
(
aT (λ1T )aT (λ2T )

)
,

where 2β = (1 − 2|d|)/4. Hence, the case I.2, λ̃ = 0, is proved. As indicated
before, the case I.2, λ̃ �= 0, can be deduced from the case I.2, λ̃ = 0, by setting
d = 0 and L(·) to be a bounded function. Thus, the case I.2 also follows for all λ̃.

The rest of the cases, namely I.3–II.3 can be handled using simple modifications
of the arguments above. We omit the details. �

LEMMA 3.4. Let {Xt} be given by (2.1) for some stationary zero-mean
r.v.s {εt } with

∑
t∈Z |χ2,ε(t)| < ∞. Suppose that Assumptions (A.2) and (A.3) hold

and that µ = 0.

(a) For any j ≤ k ∈ Z not depending on T , with c(j, k) as in (2.6),

lim
T →∞EdT (2πj/T )dT (2πk/T )/[aT (2πj/T )aT (2πk/T )]

= c(j, k)(2π)1−2d
∫ ∞
−∞

ĥ
(
2π(y − j)

)
ĥ
(−2π(y + k)

)|y|−2d dy f2,ε(0).

(b) Let

λ1T = 2π(�γ T � + mT )

T
, λ2T = 2π(�γ T � + mT + �)

T
,

where γ ∈ (0, 1
2 ], mT , � ∈ Z, γ and � do not depend on T , and mT = O(1).

Assume that λ1T , λ2T ∈ [0, π ] for all large T . Then

lim
T →∞E

dT (λ1T )d̄T (λ2T )

[aT (λ1T )aT (λ2T )] = 2π

∫ ∞
−∞

ĥ(2πy)ĥ
(−2π(y − �)

)
dy f2,ε(0).(3.22)

(c) Let

λ1T = 2π(�γ T � + mT )

T
, λ2T = 2π(�γ T � + mT + �)

T
,

where γ ∈ (0, 1
2 ], mT , � ∈ Z, and γ and � do not depend on T . Assume that

|mT |−1 + mT /T = o(1) as T → ∞ and that λ1T , λ2T ∈ [0, π ] for all large T .
Then (3.22) holds.
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PROOF. First we consider part (a). Let λ1T = 2πj/T and λ2T = 2πk/T .
Then, by Lemma 3.1, for any M > 2(|j | + |k| + 1),

EdT (2πj/T )dT (2πk/T )

=
∫
|w|<2πM/T

+
∫

2πM/T<|w|<π
[H1,T (λ1T − w)H1,T (λ2T + w)|w|−2dL(w)]dw

≡ I1,T (M) + I2,T (M), say.

(3.23)

By (3.1) and the fact that |w − a| > |w| − |a| > |w|/2 for all |w| > 2|a|, we have

lim
T →∞

I2,T (M)

[aT (λ1T )aT (λ2T )]
≤ lim

T →∞
C

(T 1+2dL(T −1))

∫
2πM/T<|w|<π

L(w)

|w|2+2d
dw

≤ C

M(1+2d)
lim

T →∞
L(2πM/T )

L(T −1)
= C

M(1+2d)
,

(3.24)

which tends to zero as M → ∞. Next, setting w = 2πy/T in I1,T (M), we get

I1,T (M)/{T 1+2dL(T −1)}
= (2π)1−2d

∫ M

−M

[
1

T
H1,T

(
2π(j − y)

T

)][
1

T
H1,T

(
2π(k + y)

T

)]

× L(2πy/T )f2,ε(2πy/T )

|y|2dL(T −1)
dy.

Note that by definition, T −1H1,T (a/T ) → ∫ 1
0 e−iaxh(x) dx and |T −1H1,T (a/T )|

≤ T −1 ∑T −1
i=1 |h(t/T )| → ∫ 1

0 |h(x)|dx < ∞, for any a ∈ R. Hence, by Assump-
tion (A.3) and by the bounded convergence theorem (BCT),

lim
T →∞ I1,T (M)/[aT (λ1T )aT (λ2T )]

= c(j, k)(2π)1−2d(3.25)

×
∫ M

−M

∫ 1

0

∫ 1

0
h(u)h(v)e−2πi(j−y)ue−2πi(k+y)v|y|−2d dudv dy f2,ε(0)

for any M > 2(|j | + |k| + 1). Next, using Assumption (A.2) and letting M → ∞,
by (3.23)–(3.25) part (a) of Lemma 3.3 follows.

Proofs of parts (b) and (c) are similar and hence are omitted. �

LEMMA 3.5. Let {Xt } be given by (2.1) for some stationary zero-mean
r.v.s {εt } that satisfy (3.3) with a given k ≥ 3. For j = 1, . . . , k, let �jT ∈ [−T

2 , T
2 ]

be integers such that λjT = 2π�jT /T → λ̃j for some λ̃j ∈ � as T → ∞. If
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Assumptions (A.2) and (A.3) hold, then

∣∣cum
(
dT (λ1T ), . . . , dT (λkT )

)∣∣ = o

(
k∏

j=1

aT (λjT )

)
.

PROOF. Let η ∈ (0,1) be given. Define the sets A(1, η) = {(w2, . . . ,wk−1)
′ ∈

�k−2 : |λ̃1 − 〈−[λ̃2 + ∑k−1
j=2 wj ]〉2π | > η} and A(2, η) = �k−2 \ A(1, η), where

for any real number x, 〈x〉2π = x (modulo 2π ) with values in (−π,π ]. Also,
define the function GT (·) on �k−2 by GT (w2, . . . ,wk−1) = ∫

� |H1,T (λkT +∑k−1
j=1 wj)b(

∑k−1
j=1 wj)H1,T (λ1T −w1)b(−w1)|dw1, w2, . . . ,wk−1 ∈ �. Then, by

Lemma 3.1,∣∣cum
(
dT (λ1T ), . . . , dT (λkT )

)∣∣
≤ ‖fε,k‖∞

2∑
p=1

∫
A(p,η)

GT (w2, . . . ,wk−1)

×
[

k−1∏
j=2

∣∣H1,T (λj,T − wj)b(−wj)
∣∣]dw2 · · ·dwk−1

≡
2∑

p=1

JpT , say.

(3.26)

Next, using Lemma 3.4, the Cauchy–Schwarz inequality, the change of variable
y = −∑k−1

j=1 wj and the periodicity of the functions H1,T (·) and b(·), we get

GT (w2, . . . ,wk−1) ≤
[∫

�

∣∣H1,T (λ1T − w1)b(−w1)
∣∣2 dw1

]1/2

×
[∫

�

∣∣H1,T (λkT − y)b(−y)
∣∣2 dy

]1/2

≤ CaT (λ1T )aT (λkT )

(3.27)

for all w2, . . . ,wk−1 ∈ � (where the constant C does not depend on w2, . . . ,wk−1
and T ). Also, by arguments similar to the proof of Lemma 3.3, it follows that

lim
T →∞GT (w2, . . . ,wk−1) = 0 for all (w2, . . . ,wk−1)

′ ∈ A(1, η).(3.28)

Next, let QT ≡ ∫
�k−2{∏k−1

j=2 |H1,T (λjT − wj)b(−wj)|2}dw2, . . . , dwk−1. Then,

by Lemma 3.4, QT = O(
∏k−1

j=2 aT (λjT )). Hence, by (3.27), (3.28), the Cauchy–
Schwarz inequality and the BCT,

J1T ≤
[∫

A(1,η)
GT (w2, . . . ,wk−1)

2 dw2 · · ·dwk−1

]1/2

[QT ]1/2

= o

(
k−1∏
j=1

aT (λjT )

)
.

(3.29)
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Next, using (3.27), Lemma 3.4 and the Cauchy–Schwarz inequality, we get

J2T ≤ C[aT (λ1T )aT (λkT )]

×
∫
A(2,η)

{
k−1∏
j=2

|H1,T (λjT − wj)b(−wj)|
}

dw2 · · ·dwk−1

≤ C[aT (λ1T )aT (λkT )]
[∫

A(2,η)
dw2 · · ·dwk−1

]1/2

[QT ]1/2

≤ C

(
k∏

j=1

aT (λjT )

)[∫
A(2,η)

dw2 · · ·dwk−1

]1/2

(3.30)

for all large T . Note that the (Lebesgue) measure of A(2, η) tends to zero
as η → 0+. Hence, letting T → ∞ first and then η ↓ 0, the lemma follows
from (3.26), (3.29) and (3.30). �

PROOF OF THEOREM 2.1. First suppose that ε0 is a bounded r.v. Then,
under (A.1), (3.3) holds for all k ≥ 3. Since CT (λ) = [dT (λ) + dT (−λ)]/2 and
ST (λ) = [dT (λ) − dT (−λ)]/(2i), using (3.2), we can express the cumulants of
CT (λjT ) and ST (λjT ), 1 ≤ j ≤ k, as linear combinations of those of dT (±λjT ).
Then, by Lemma 3.5, it follows that cumulants of the normalized DFTs of order 3
or higher go to zero with T . Further, by Lemmas 3.3 and 3.4, the covariances of the
DFTs dT (±λjT ), 1 ≤ j ≤ k, have a limit for sequences {λjT } of discrete ordinates
in the class C. Hence, by the Fréchet–Shohat theorem [see Chow and Teicher
(1988), Chapter 8], asymptotic normality of CT (λjT ) and ST (λjT ), 1 ≤ j ≤ k,
follows.

Next consider the general case where ε0 is not necessarily a bounded r.v.
For each n ∈ N, define the variables ε̃t,n = εt1(|εt | ≤ n) − Eεt1(|εt | ≤ n),
ε̌t,n = εt − ε̃t,n, X̃t,n = ∑

j∈Z bj ε̃t−j,n and X̌t,n = Xt − X̃t,n, t ∈ Z. Also define

the variables {d̃t,n(·), ỸT ,n} and {ďt,n(·), Y̌T ,n} by replacing {Xt } with {X̃t,n} and
{X̌t,n}, respectively. Let at = α(|t|)−1/2, t ∈ Z. Then, for every n ∈ N and t ∈ Z,
by the mixing property of {εt },

|Eε0ε̃t,n| = |Cov(ε0, ε̃t,n)|
≤ ∣∣Cov

(
ε01(|ε0| ≤ at), ε̃t,n

)∣∣ + ∣∣Cov
(
ε01(|ε0| > at), ε̃t,n

)∣∣
≤ 16atnα(|t|) + 2nE|ε0|1(|ε0| > at)

≤ (16 + 2Eε2
0)nα(|t|)1/2.

(3.31)
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Hence, by (3.31), (A.1), the Cauchy–Schwarz inequality and the fact that
Eε0εt = 0 for t �= 0,∑

t∈Z

|Cov(ε̌0,n, ε̌t,n)|

= ∑
|t|<ln

|Cov(ε̌0,n, ε̌t,n)| +
∑

|t|≥ln

∣∣0 − Eε0ε̃t,n − Eε̃0,nεt + Eε̃0,nε̃t,n

∣∣

≤ 2lnEε̌2
0,n + C

∞∑
t=ln

[
nα(t)1/2 + n2α(t)

] = o(1) as n → ∞.

(3.32)

By (3.32), the stationary sequence {ε̌t,n}t∈Z has a spectral density f̌n,ε(·) (say) for
each n ∈ N and

lim
n→∞ sup

w∈�

f̌n,ε(w) = 0.(3.33)

Further, for each n ∈ N, {X̌t,n}t∈Z admits the representation X̌t,n = ∑
j∈Z bj ε̌t−j,n,

t ∈ Z. Hence, by Lemma 3.1, for any sequence {λ1T } ⊂ C, �n(λ1T ) ≡
E|dT (λ1T ) − d̃T ,n(λ1T )|2 = E|ďT ,n(λ1T )|2 = ∫

� |H1,T (λ1T − w)|2|b(w)|2 ×
f̌n,ε(w)dw ≤ 2π

∫
� |H1,T (λ1T − w)|2|w|−2dL(w)dw‖f̌n,ε‖∞, so that by (3.33)

and Lemma 3.4,

lim
n→∞ lim sup

T →∞
�̌n(λ1T )/[aT (λ1T )2] = 0.(3.34)

Next, note that |Eε̃0,nε̌t,n| ≤ 4nE|εt |1(|εt | > n) ≤ 4Eε2
t 1(|εt | > n) = 4cn for

all n ∈ N and t ∈ Z. Hence, by arguments similar to (3.32),∑
t∈Z

|Cov(ε̃0,n, ε̃t,n) − Cov(ε0, εt )|

≤ ∑
|t|<ln

|Eε̃0,nε̃t,n − Eε0εt | + 2
∑
t≥ln

|Cov(ε̃0,n, ε̃t,n)|

≤ 2
∑

|t|<ln

{|Eε̃0,nε̌t,n| + |Eε̌0,nε̌t,n|} + 32
∑
t≥ln

n2α(t)

≤ C

[
lncn + ∑

t∈Z

|Eε̌0,nε̌t,n|
]

+ 32
∑
t≥ln

n2α(t) = o(1) as n → ∞.

Thus, the spectral density f̃n,ε of {ε̃t,n}t∈Z exists for all n ∈ N and satisfies

lim
n→∞‖f̃n,ε − fε‖∞ = 0.(3.35)

Note that for each n ∈ N, εt,n is bounded. Hence, by the argument for the
bounded r.v. case above, there exists a zero-mean Gaussian random vector Ỹ∞,n



ASYMPTOTIC INDEPENDENCE OF DFTs 639

such that ỸT ,n
d→ Ỹ∞,n. Write ̃∞,n for the covariance matrix of Ỹ∞,n. Then,

by (3.35) and Lemma 3.4, ∞ = limn→∞ ̃∞,n exists [and is given by replacing
f̃n,ε(·) in ̃∞,n by fε(·)]. Let Y∞ be a Gaussian random vector with mean zero
and covariance matrix ∞. Also, let ρ be a metric metricizing the topology of
weak convergence on the set of all Borel probability measures on R

2k . By an
abuse of notation, for any two random vectors Y and Z, we write ρ(Y,Z) for
the ρ-distance between the probability laws of Y and Z. Then, it follows that
limT →∞ ρ(YT,n, Ỹ∞,n) = 0 for each n ∈ N and limn→∞ ρ(Ỹ∞,n, Y∞) = 0. Also,
by (3.34), we have limn→∞ lim supT →∞ ρ(YT ,YT,n) = 0. As a consequence,
limT →∞ ρ(YT ,Y∞) = 0. This completes the proof of Theorem 2.1. �

PROOF OF THEOREM 2.2. W.l.o.g., assume that µ = 0. Let A1,A2,B1,B2

be real valued random variables with finite second moment. Define I1 ≡
E([A1 + √−1B1][A2 + √−1B2]) and I2 ≡ E([A1 + √−1B1][A2 − √−1B2]).
Then it is easy to verify that EA1A2 = Re(I1 + I2)/2, EB1B2 = Re(I2 −
I1)/2 and EA1B2 = Im(I1 − I2)/2. Next, set A1 = CT (λiT )/aT (λiT ), A2 =
CT (λjT )/aT (λjT ), B1 = ST (λiT )/aT (λiT ) and A2 = ST (λjT )/aT (λjT ),
1 ≤ i, j ≤ k. Then I1 = EdT (−λiT )dT (−λjT ) and I2 = EdT (−λiT )dT (λjT ).
Now using the above identities and Lemmas 3.3 and 3.4, after some algebra, we
can find the limiting covariance structure of CT (λjT ) and ST (λjT ). Hence, Theo-
rem 2.2 now follows from Theorem 2.1. �

PROOF OF THEOREM 2.3. The proof follows from Lemmas 3.3 and 3.4 and
Theorem 2.1. �
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