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Abstract. We prove existence of global attractors for parabolic equations of the form

$$
\begin{aligned}
u_{t}+\beta(x) u-\sum_{i j} \partial_{i}\left(a_{i j}(x) \partial_{j} u\right) & =f(x, u), & & x \in \Omega, t \in[0, \infty[ \\
u(x, t) & =0, & & x \in \partial \Omega, t \in[0, \infty[.
\end{aligned}
$$

on an arbitrary unbounded domain $\Omega$ in $\mathbb{R}^{3}$, without smoothness assumptions on $a_{i j}(\cdot)$ and $\partial \Omega$.

## 1. Introduction

In this paper we study the existence of global attractors for semilinear parabolic equations of the form

$$
\begin{align*}
u_{t}+\beta(x) u-\sum_{i j} \partial_{i}\left(a_{i j}(x) \partial_{j} u\right) & =f(x, u), \quad x \in \Omega, t \in[0, \infty[,  \tag{1.1}\\
u(x, t) & =0, \quad x \in \partial \Omega, t \in[0, \infty[.
\end{align*}
$$

Here, $N=3$ and $\Omega$ is an arbitrary open set in $\mathbb{R}^{N}$, bounded or not, $\beta: \Omega \rightarrow \mathbb{R}$ and $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ are given functions and $\mathrm{L} u:=\sum_{i j} \partial_{i}\left(a_{i j}(x) \partial_{j} u\right)$ is a linear secondorder differential operator in divergence form. We do not make any smoothness assumption on $\partial \Omega$ and $a_{i j}(\cdot)$.
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Notice that, without smoothness assumptions on $\partial \Omega$ and $a_{i j}(\cdot)$, it is not possible to study (1.1) in the $L^{q}$ setting for $q \neq 2$. The reason is that one cannot use the regularity theory of elliptic partial differential equations to characterize the fractional power spaces generated by $-\mathrm{L}+\beta(x)$. On the other hand, in order to work in the $L^{2}$ setting one must impose growth conditions on $f$. In particular, for $N=3$ the critical exponent is $\bar{\rho}=5$. The lack of regularity also prevents us from being able to use the $\varepsilon$-regular mild solutions introduced by Arrieta and Carvalho in [4] to treat the critical case. Therefore we shall assume in this paper that $f$ has subcritical growth.

There is vast literature concerning existence of global attractors for reactiondiffusion equations on bounded domains (see e.g. [12,14,7,18,10]). In this case the asymptotic compactness property for the solutions of the equations follows from the compactness of the Sobolew embedding $H^{1} \subset L^{2}$. For unbounded domains this embedding is no longer compact and so new ideas are needed to obtain the asymptotic compactness property.

In [8] Babin and Vishik considered an equation of the form

$$
u_{t}+u-\Delta u=f(u)+g(x), \quad x \in \mathbb{R}^{N}, t \in[0, \infty[,
$$

with $f$ satisfying the dissipativeness condition $f(u) u \leq 0$ and the monotonicity condition $f^{\prime}(u) \leq \ell$. They overcame the difficulties arising from the lack of compactness by introducing weighted Sobolew spaces. More recently, Wang considered the same equation in [19] and established the asymptotic compactness of the solutions in the space $L^{2}$, under the same hypotheses as those in [8]. To this end, he developed a technique based on tail-estimates of the solutions outside large balls. The simple remark in [15] shows that the solutions are actually asymptotically compact in the natural energy space $H^{1}$.

The equation studied in $[8,19]$ has a very special form. In [6] Arrieta et al. considered the more general equation

$$
\begin{aligned}
u_{t}-\Delta u & =f(x, u), & & x \in \Omega, t \in[0, \infty[ \\
u(x, t) & =0, & & x \in \partial \Omega, t \in[0, \infty[.
\end{aligned}
$$

In that paper $\Omega$ is an unbounded domain with uniformly $C^{2}$-boundary. The function $f$ has the form $f(x, u)=m(x) u+f_{0}(x, u)+g(x)$ and satisfies the dissipativeness condition $f(x, u) u \leq C(x)|u|^{2}+D(x)|u|$, where $C$ is such that the semigroup generated by $\Delta+C(x)$ decays exponentially. The operator $\Delta$ could be replaced by a general second order differential operator in divergence form like L , provided the coefficients $a_{i j}$ are sufficiently smooth. The authors proved several results about existence of attractors in various Sobolew spaces, depending on the growth of $f$ and on the summability properties of $m, g, C$ and $D$. Their technique is based on the abstract comparison results of [5] and ultimately on the maximum
principle for the heat equation. In order to apply the comparison results of [5], one needs to check that the nonlinear function $f_{0}$ satisfies the following property: for every $r>0$ there exists a constant $k$ such that the mapping $u(\cdot) \mapsto f_{0}(\cdot, u(\cdot))+k u(\cdot)$ is increasing on the ball of radius $r$ in the functional space in which the problem is set. In general this property is not satisfied, so one needs to 'prepare' the function $f_{0}$ before applying the comparison theorem. This means that one must first find some (local) $L^{\infty}$-bound for the solutions and then modify $f_{0}$ so as to obtain a globally Lipschitzian function. Such $L^{\infty}$-bounds are obtained through a bootstrapping argument which is possible only if $\partial \Omega$ and $a_{i j}$ satisfy suitable smoothness assumptions.

In this paper we prove existence of global attractors for the parabolic equation (1.1) on an arbitrary unbounded domain $\Omega$ in $\mathbb{R}^{3}$, without smoothness assumptions on $a_{i j}(\cdot)$ and $\partial \Omega$. To this end we exploit the tail-estimate technique of Wang and the remarkable fact that the equation admits a natural Lyapunov functional. Our hypotheses on the function $f$ are very general and, in particular, they cover the cases considered in [5]. Moreover, since our proof does not depend on the maximum principle, it works also for systems of equations with gradient nonlinearities.

In order to present our results in more detail, let us first describe the notation used in this paper.

Notation. Let $\Omega$ be an arbitrary open set in $\mathbb{R}^{N}$. Given any measurable function $v: \Omega \rightarrow \mathbb{R}$ and any $\nu \in[1, \infty[$ we set, as usual,

$$
|v|_{L^{\nu}}=|v|_{L^{\nu}(\Omega)}:=\left(\int_{\Omega}|v(x)|^{\nu} d x\right)^{1 / \nu} \leq \infty
$$

Moreover, for $v \in H_{0}^{1}(\Omega)$ we set $|v|_{H^{1}}=|v|_{H^{1}(\Omega)}:=\left(|\nabla u|_{L^{2}}^{2}+|u|_{L^{2}}^{2}\right)^{1 / 2}$.
We also use the common notation $\mathcal{D}(\Omega)$ resp. $\mathcal{D}^{\prime}(\Omega)$ to denote the space of all test functions on $\Omega$, resp. all distributions on $\Omega$. If $w \in \mathcal{D}^{\prime}(\Omega)$ and $\varphi \in \mathcal{D}(\Omega)$, then we use the usual functional notation $w(\varphi)$ to denote the value of $w$ at $\varphi$.

Given a function $g: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$, we denote by $\widehat{g}$ the (Nemitski) operator which associates with every function $u: \Omega \rightarrow \mathbb{R}$ the function $\widehat{g}(u): \Omega \rightarrow \mathbb{R}$ defined by

$$
\widehat{g}(u)(x)=g(x, u(x)), \quad x \in \Omega .
$$

If $X$ is a normed space and $u: I \subset \mathbb{R} \rightarrow X$ is differentiable into $X$ at $t \in I$ then we often denote the derivative of $u$ at $t$ by $\partial(u ; X)(t)$, in order to indicate its dependence on $X$.

Unless specified otherwise, all linear spaces considered in this paper are over the real numbers.

Definition 1.1. Let $w: \Omega \rightarrow \mathbb{R}$ be a measurable function and let $\gamma \in] 0,1]$ be a real number. We say that $w \in \mathcal{E}_{\gamma}$ if and only if one of the following conditions is satisfied:
(a) $\gamma \in] 0,1[$ and there exists a constant $C>0$ such that for all $\varepsilon>0$ and all $u \in H_{0}^{1}(\Omega)$

$$
\left||w|^{1 / 2} u\right|_{L^{2}} \leq C\left(\gamma \varepsilon|u|_{H^{1}}+(1-\gamma) \varepsilon^{-\gamma /(1-\gamma)}|u|_{L^{2}}\right)
$$

(b) $\gamma=1$ and there exists $C>0$ such that for all $u \in H_{0}^{1}(\Omega)$

$$
\left||w|^{1 / 2} u\right|_{L^{2}} \leq C|u|_{H^{1}}
$$

Remark. Denote by $L_{\mathrm{u}}^{\nu}\left(\mathbb{R}^{N}\right)$ the set of measurable functions $v: \mathbb{R}^{N} \rightarrow \mathbb{R}$ such that

$$
|v|_{L_{u}^{\nu}}:=\sup _{y \in \mathbb{R}^{N}}\left(\int_{B(y)}|v(x)|^{\nu} d x\right)^{1 / \nu}<\infty
$$

where, for $y \in \mathbb{R}^{N}, B(y)$ is the open unit cube in $\mathbb{R}^{N}$ centered at $y$. By carefully checking the proof of Lemma 2.2 in [6], we obtain that if the trivial extension $\widetilde{w}$ of $w$ to $\mathbb{R}^{N}$ lies in $L_{\mathrm{u}}^{\nu}\left(\mathbb{R}^{N}\right)$ for some $\nu \in\left[(N / 2), \infty\left[\right.\right.$ then $w \in \mathcal{E}_{\gamma}$, with $\gamma=\left(6 \nu^{\prime}-2^{*}\right) / 4 \nu^{\prime}$. Notice that if $\nu=N / 2$ then $\gamma=1$.

We make the following assumptions:
Hypothesis 1.2.
(a) $\left.a_{0}, a_{1} \in\right] 0, \infty\left[\right.$ are constants and $a_{i j}: \Omega \rightarrow \mathbb{R}, i, j=1, \ldots, N$ are functions in $L^{\infty}(\Omega)$ such that $a_{i j}=a_{j i}, i, j=1, \ldots, N$, and for ev$\operatorname{ery} \xi \in \mathbb{R}^{N}$ and a.e. $x \in \Omega, a_{0}|\xi|^{2} \leq \sum_{i, j=1}^{N} a_{i j}(x) \xi_{i} \xi_{j} \leq a_{1}|\xi|^{2}$. $A(x):=\left(a_{i j}(x)\right)_{i, j=1}^{N}, x \in \Omega$.
(b) $\beta: \Omega \rightarrow \mathbb{R}$ is a measurable function with the property that for every $\varepsilon \in] 0, \infty\left[\right.$ there is a $C_{\varepsilon} \in\left[0, \infty\left[\right.\right.$ with $\left.\left.| | \beta\right|^{1 / 2} u\right|_{L^{2}} ^{2} \leq \varepsilon|u|_{H^{1}}^{2}+C_{\varepsilon}|u|_{L^{2}}^{2}$ for all $u \in H_{0}^{1}(\Omega)$ (this is slightly less restrictive than the requirement that $\beta \in \mathcal{E}_{\gamma}$ for some $\left.\gamma \in\right] 0,1[$ ).
(c) $\lambda_{1}:=\inf \left\{\int_{\Omega}\left[\sum_{i, j=1}^{N} a_{i j} \partial_{i} u \partial_{j} u+\beta|u|^{2}\right] d x\left|u \in H_{0}^{1}(\Omega),|u|_{L^{2}}=1\right\}>0\right.$.

Remark. Condition (c) roughly means that the ground state of the stationary Schrödinger equation

$$
-\mathrm{L} u+\beta(x) u=0
$$

on $\Omega$ with potential $\beta$ and with Dirichlet boundary condition has positive energy. In the special case of $\beta \in L^{1}(\Omega)+L^{\infty}(\Omega)$ with $\beta \geq 0$, condition (c) is equivalent to the condition that $\int_{G} \beta(x) d x=\infty$ for every domain $G \subset \Omega$ that contains arbitrary large balls. This was proved in $[2,3]$.

## Hypothesis 1.3.

(a) $\bar{C}$ and $\bar{\rho} \in[0, \infty[$ are constants with $\bar{\rho} \in[2,4[$ and $c: \Omega \rightarrow[0, \infty[$ is a function with $c \in L^{1}(\Omega)$;
(b) $a: \Omega \rightarrow \mathbb{R}$ is a measurable function with the property that $a \in \mathcal{E}_{\gamma}$ for some $\gamma \in] 0,1[$.
(c) $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is such that $x \mapsto f(x, u)$ is Lebesgue measurable for all $u \in \mathbb{R}$ and $u \mapsto f(x, u)$ is a $C^{1}$-function for a.e. $x \in \Omega$;
(d) $\left|\partial_{u} f(x, u)\right| \leq \bar{C}\left(a(x)+|u|^{\bar{\rho}}\right)$ for every $u \in \mathbb{R}$ and a.e. $x \in \Omega$;
(e) $f(\cdot, 0) \in L^{2}(\Omega)$;
(f) $f(x, u) u \leq c(x)$ and $\int_{0}^{u} f(x, s) d s \leq c(x)$ for a.e. $x \in \Omega$ and every $u \in \mathbb{R}$.

Under Hypothesis 1.2 the differential operator $u \mapsto-L u+\beta(x) u$ defines a positive self-adjoint operator $\mathbf{A}: D(\mathbf{A}) \subset \mathbf{X} \rightarrow \mathbf{X}$ on the Hilbert space $\mathbf{X}=$ $L^{2}(\Omega) . D(\mathbf{A})$ endowed with the graph norm of $\mathbf{A}$ is continuously included in $H_{0}^{1}(\Omega)$. The operator $\mathbf{A}$ generates the family $X^{\alpha}=D\left(\mathbf{A}^{\alpha}\right), \alpha \in[0, \infty[$, of fractional power spaces. Setting $X^{-\alpha}=\left(X^{\alpha}\right)^{\prime}, \alpha \in[0, \infty[$, we can construct a family $\mathbf{A}_{(\alpha)}, \alpha \in \mathbb{R}$, of self-adjoint operators, such that $\mathbf{A}_{(\alpha)}: X^{\alpha} \rightarrow X^{\alpha-1}$. Moreover, $D\left(\mathbf{A}_{(\alpha)}^{\beta}\right)=X^{\alpha+\beta-1}$ for all $\alpha, \beta \in \mathbb{R}$.

Under Hypothesis 1.3 one can find an $\alpha \in[0,1[$ such that the function $f$ generates a locally Lipschitzian Nemitski operator $\mathbf{f}: H_{0}^{1}(\Omega)=D\left(\mathbf{A}_{(-\alpha+1)}^{\alpha+1 / 2}\right) \rightarrow$ $X^{-\alpha}$. By general results on abstract parabolic equations (see e.g. [13]), (1.1) generates a local semiflow $\pi$ on $H_{0}^{1}(\Omega)$. The choice of $\alpha$ depends on $\bar{\rho}$ and $\gamma$. The semiflow $\pi$ does not depend on the choice of $\alpha$.

The main result of this paper can now be stated as follows.
Theorem 1.4. Assume Hypotheses 1.2 and 1.3. Then $\pi$ is a global semiflow and it has a global attractor $\mathcal{A}$. $\mathcal{A}$ lies in $X^{1-\alpha}$ and is compact in the norm of $X^{1-\alpha}$.

## 2. Preliminaries

We assume the reader's familiarity with attractor theory on metric spaces as expounded in e.g. [12] or, more recently, in [10] and we just collect here a few relevant concepts from that theory.

Definition. Let $Y$ be a metric space. Recall that a local semiflow $\pi$ on $Y$ is, by definition, a continuous map from an open subset $D$ of $[0, \infty[\times Y$ to $Y$ such that, for every $x \in Y$ there is an $\left.\left.\omega_{x}=\omega_{\pi, x} \in\right] 0, \infty\right]$ with the property that $(t, x) \in D$ if and only if $t \in\left[0, \omega_{x}[\right.$, and such that (writing $x \pi t:=\pi(t, x)$ for $(t, x) \in D) x \pi 0=x$ for $x \in Y$ and whenever $(t, x) \in D$ and $(s, x \pi t) \in D$ then $(t+s, x) \in D$ and $x \pi(t+s)=(x \pi t) \pi s$. Given an interval $I$ in $\mathbb{R}$, a map $\sigma: I \rightarrow Y$ is called a solution (of $\pi$ ) if whenever $t \in I$ and $s \in[0, \infty[$ are such
that $t+s \in I$, then $\sigma(t) \pi s$ is defined and $\sigma(t) \pi s=\sigma(t+s)$. If $I=\mathbb{R}$, then $\sigma$ is called a full solution (of $\pi$ ). A subset $S$ of $Y$ is called ( $\pi$-) invariant if for every $x \in S$ there is a full solution $\sigma$ with $\sigma(\mathbb{R}) \subset S$ and $\sigma(0)=x$. A point $x \in Y$ is called an equilibrium of $\pi$ if $x \pi t=x$ for all all $t \in\left[0, \omega_{x}[\right.$.

Given a local semiflow $\pi$ on $Y$ and a subset $N$ of $Y$, we say that $\pi$ does not explode in $N$ if whenever $x \in Y$ and $x \pi\left[0, \omega_{x}\left[\subset N\right.\right.$, then $\omega_{x}=\infty$. A global semiflow is a local semiflow with $\omega_{x}=\infty$ for all $x \in Y$.

Now let $\pi$ be a global semiflow on $Y$. A subset $A$ of $Y$ is called a global attractor (rel. to $\pi$ ) if $A$ is compact, invariant and if for every bounded set $B$ in $Y$ and every open neighborhood $U$ of $A$ there is a $t_{B, U} \in[0, \infty[$ such that $x \pi t \in U$ for all $x \in B$ and all $t \in\left[t_{B, U}, \infty[\right.$. It easily follows that a global attractor, if it exists, is uniquely determined.

A subset $B$ of $Y$ is called $\left(\pi\right.$-) ultimately bounded if there is a $t_{B} \in[0, \infty[$ such the set $\left\{x \pi t \mid x \in B, t \in\left[t_{B}, \infty[ \}\right.\right.$ is bounded.
$\pi$ is called asymptotically compact if whenever $B \subset Y$ is ultimately bounded, $\left(x_{n}\right)_{n}$ is a sequence in $B$ and $\left(t_{n}\right)_{n}$ is a sequence in $\left[0, \infty\left[\right.\right.$ with $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$, then the sequence $\left(x_{n} \pi t_{n}\right)_{n}$ has a convergent subsequence.

The following result is well-known:
Proposition 2.1. Let $\pi$ be a global semiflow on a metric space $Y$. Suppose that
(a) $\pi$ is asymptotically compact;
(b) every bounded subset of $Y$ is ultimately bounded;
(c) the set of all equilibria of $\pi$ is bounded;
(d) there is a continuous function $\mathcal{L}: Y \rightarrow \mathbb{R}$ which is bounded below, nonincreasing along solutions of $\pi$ and whenever $\mathcal{L}(x \pi t)=\mathcal{L}(x)$ for all $t \in[0, \infty[$ then $x$ is an equilibrium of $\pi$.

Under these assumptions, $\pi$ has a global attractor.
Proof. This is just [10, Corollary 1.1.4 and Proposition 1.1.3].
Given a Banach space $X$ and a sectorial operator $A: D(A) \subset X \rightarrow X$ in $X$ with $\operatorname{re} \sigma(A)>0$ we know that $-A$ is the generator of an analytic semigroup $\left(e^{-A t}\right)_{t \in[0, \infty[ }$ of linear operators on $X$. For $\left.\alpha \in\right] 0, \infty[$ we define, as usual, the operator $A^{-\alpha}: X \rightarrow X$ as

$$
\begin{equation*}
A^{-\alpha} u=\frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} t^{\alpha-1} e^{-A t} u d t, \quad u \in X \tag{2.1}
\end{equation*}
$$

$A^{-\alpha}$ is injective and we define $X^{\alpha}=X_{A}^{\alpha}$ to be the range of $A^{-\alpha}$. We define $A^{\alpha}: X^{\alpha} \rightarrow X$ to be the inverse of $A^{-\alpha}$. We also set $X^{0}=X$ and $A^{0}=\mathrm{id}_{X}$. We call $A^{-\alpha}$, resp. $A^{\alpha}$ the basic fractional power of $A$ of order $-\alpha$, resp. $\alpha$ and we
call $X^{\alpha}$ the fractional power space of $A$ of order $\alpha . X^{\alpha}$ is a Banach space with respect to the norm

$$
|u|_{X^{\alpha}}:=\left|A^{\alpha} u\right|_{X}, \quad u \in X^{\alpha} .
$$

If $\beta>\alpha$ then $X^{\beta}$ is a dense subset of $X^{\alpha}$.
Moreover,

$$
\begin{equation*}
\left.A^{-\beta} A^{-\gamma} x=A^{-\beta-\gamma} x, \quad \alpha, \beta \in\right] 0, \infty[, x \in X \tag{2.2}
\end{equation*}
$$

Now let $X$ be a Hilbert space and $A: D(A) \subset X \rightarrow X$ be self-adjoint in $X$ with $\operatorname{re} \sigma(A)>0$. Then $A$ is sectorial in $X$ and, for $\alpha \in] 0, \infty[$,

$$
\begin{equation*}
A^{-\alpha}=\int_{0}^{\infty} t^{-\alpha} d E(t) \tag{2.3}
\end{equation*}
$$

where $(E(t))_{t \in \mathbb{R}}$ is the spectral measure defined by $A$. In this case the set $X^{\alpha}$ is a Hilbert space with respect to the scalar product

$$
\langle u, v\rangle_{X^{\alpha}}:=\left\langle A^{\alpha} u, A^{\alpha} v\right\rangle_{X}, \quad u, v \in X^{\alpha} .
$$

For $\alpha \in] 0, \infty\left[\right.$ let $X^{-\alpha}=X_{A}^{-\alpha}$ be the dual space of $X^{\alpha}$. We endow $X^{-\alpha}$ with the scalar product $\langle\cdot, \cdot\rangle_{X^{-\alpha}}$ dual to the scalar product $\langle\cdot, \cdot\rangle_{X^{\alpha}}$, i.e.

$$
\left\langle u^{\prime}, v^{\prime}\right\rangle_{X^{-\alpha}}=\left\langle R_{\alpha}^{-1} u^{\prime}, R_{\alpha}^{-1} v^{\prime}\right\rangle_{X^{\alpha}}, \quad u^{\prime}, v^{\prime} \in X^{-\alpha}
$$

where $R_{\alpha}: X^{\alpha} \rightarrow X^{-\alpha}$ is the Fréchet-Riesz isomorphism $u \mapsto\langle\cdot, u\rangle_{X^{\alpha}}$.
$X^{-\alpha}$ is called the fractional power space of $A$ of order $-\alpha$.
By $\varphi$ denote the duality map from $X$ to $X^{\prime}$, i.e.

$$
\varphi(x):=\langle\cdot, x\rangle, \quad x \in X
$$

Let $\alpha, \beta \in \mathbb{R}$ be arbitrary. If $\beta \geq \alpha \geq 0$, then let $\varphi_{\beta, \alpha}: X^{\beta} \rightarrow X^{\alpha}$ be the inclusion map; if If $\beta \geq \alpha>0$, then define the map $\varphi_{-\alpha,-\beta}: X^{-\alpha} \rightarrow X^{-\beta}$ by $\varphi_{-\alpha,-\beta}\left(y^{\prime}\right)=y_{\mid X^{\beta}}^{\prime}$ for $y^{\prime} \in X^{-\alpha}$ i.e. for $y^{\prime}: X^{\alpha} \rightarrow \mathbb{R}$ linear and bounded; if $\beta>0$, define $\varphi_{0,-\beta}: X^{0}=X \rightarrow X^{-\beta}$ as follows: if $x \in X$, then $\varphi_{0,-\beta}(x)$ is equal to the map $y^{\prime}: X^{\beta} \rightarrow \mathbb{R}$ such that $y^{\prime}(y)=\langle y, x\rangle$ for all $y \in X^{\beta}$. It follows that $y^{\prime}=\varphi_{0,-\beta}(x) \in X^{-\beta}$, so $\varphi_{0,-\beta}$ is defined. Finally, if $\alpha>0$ and $\beta>0$, then let $\varphi_{\beta,-\alpha}:=\varphi_{0,-\alpha} \circ \varphi_{\beta, 0}$.

We have the following basic result.
Proposition 2.2. For all $\alpha, \beta \in \mathbb{R}$ with $\beta \geq \alpha$ the map $\varphi_{\beta, \alpha}: X^{\beta} \rightarrow X^{\alpha}$ is defined, linear, bounded and injective. The set $\varphi_{\beta, \alpha}\left[X^{\beta}\right]$ is dense in the Hilbert space $X^{\alpha}$. Moreover,

$$
\varphi_{\alpha, \alpha}=\operatorname{id}_{X^{\alpha}}, \quad \alpha \in \mathbb{R}
$$

and

$$
\varphi_{\gamma, \alpha}=\varphi_{\beta, \alpha} \circ \varphi_{\gamma, \beta}, \quad \alpha, \beta, \gamma \in \mathbb{R}, \gamma \geq \beta \geq \alpha .
$$

For all $\alpha, \gamma \in \mathbb{R}, \theta \in[0,1]$ and $x \in X^{\gamma}$ with $\alpha \leq \gamma$ and $\beta=(1-\theta) \alpha+\theta \gamma$, the interpolation inequality

$$
\left|\varphi_{\gamma, \beta} x\right|_{X^{\beta}} \leq\left|\varphi_{\gamma, \alpha} x\right|_{X^{\alpha}}^{1-\theta}|x|_{X^{\gamma}}^{\theta}
$$

holds.
For all $\alpha, \beta \in\left[0, \infty\left[, A_{(\alpha)}^{-\beta}:=A^{-\beta} \mid X^{\alpha}: X^{\alpha} \rightarrow X^{\beta+\alpha}\right.\right.$ is a linear bijective isometry.

For every $\alpha \in] 0, \infty\left[, \beta \in\left[0, \infty\left[\right.\right.\right.$ there is a unique continuous map $A_{(-\alpha)}^{-\beta}$ from $X^{-\alpha}$ to $X^{\beta-\alpha}$ with $A_{(-\alpha)}^{-\beta} \circ \varphi_{0,-\alpha}=\varphi_{\beta, \beta-\alpha} \circ A^{-\beta} . A_{(-\alpha)}^{-\beta}$ is a linear bijective isometry.

For $\alpha \in \mathbb{R}$ and $\beta \in] 0, \infty\left[\right.$ define the map $A_{(\alpha)}^{\beta}: X^{\alpha} \rightarrow X^{-\beta+\alpha}$ by

$$
A_{(\alpha)}^{\beta}=\left(A_{(-\beta+\alpha)}^{-\beta}\right)^{-1}
$$

and set $A_{(\alpha)}:=A_{(\alpha)}^{1}$. Then for all $\gamma, \gamma^{\prime} \in \mathbb{R}$ with $\gamma>\gamma^{\prime}$ and all $\beta \in \mathbb{R}$,

$$
\varphi_{-\beta+\gamma,-\beta+\gamma^{\prime}} \circ A_{(\gamma)}^{\beta}=A_{\left(\gamma^{\prime}\right)}^{\beta} \circ \varphi_{\gamma, \gamma^{\prime}}
$$

and for all $\alpha, \beta$ and $\gamma \in \mathbb{R}$,

$$
A_{(-\gamma+\alpha)}^{\beta} \circ A_{(\alpha)}^{\gamma}=A_{(\alpha)}^{\beta+\gamma} .
$$

For $\alpha, \beta \in \mathbb{R}$ with $\beta \geq \alpha$ the map $\varphi_{\beta, \alpha}$ is bijective from $X^{\beta}$ to $\varphi_{\beta, \alpha}\left[X^{\beta}\right]$. For $\alpha, \beta \in] 0, \infty[$ define the map

$$
\widetilde{A}_{(-\alpha)}^{\beta}:=A_{(\beta-\alpha)}^{\beta} \circ \varphi_{\beta-\alpha,-\alpha}^{-1}: \varphi_{\beta-\alpha,-\alpha}\left[X^{\beta-\alpha}\right] \subset X^{-\alpha} \rightarrow X^{-\alpha}
$$

and set $\widetilde{A}_{(-\alpha)}:=\widetilde{A}_{(-\alpha)}^{1}$. The map $\widetilde{A}_{(-\alpha)}^{\beta}$ is bijective and its inverse is $\widetilde{A}_{(-\alpha)}^{-\beta}:=$ $\varphi_{\beta-\alpha,-\alpha} \circ A_{(-\alpha)}^{-\beta}$.

For every $\alpha \in] 0, \infty\left[\right.$ the map $B:=\widetilde{A}_{(-\alpha)}: D(B)=\varphi_{1-\alpha,-\alpha}\left[X^{1-\alpha}\right] \subset X^{-\alpha} \rightarrow$ $X^{-\alpha}$ is self-adjoint in $X^{-\alpha}$ and $\operatorname{re} \sigma(B)>0$. For $\left.\beta \in\right] 0, \infty\left[\right.$ let $B^{-\beta}$ be the basic fractional power of $B$ of order $-\beta$ and $X_{B}^{\beta}$ be the corresponding fractional power space. Then

$$
B^{-\beta}=\widetilde{A}_{(-\alpha)}^{-\beta} \quad \text { and } \quad X_{B}^{\beta}=\varphi_{\beta-\alpha,-\alpha}\left[X^{\beta-\alpha}\right] .
$$

The map $\varphi_{\beta-\alpha,-\alpha}$ is an isometry of the Hilbert space $X^{\beta-\alpha}$ onto $X_{B}^{\beta}$.
Finally, whenever $\alpha \in\left[0,(1 / 2)\left[, x \in X^{1-\alpha}\right.\right.$ and $v \in X^{1 / 2} \subset X^{\alpha}$, then

$$
\left(A_{(1-\alpha)} x\right) \cdot v=\langle x, v\rangle_{X^{1 / 2}} .
$$

Here, the dot'.' denotes function application between an element of $X^{-\alpha}$ and $X^{\alpha}$.
Remark 2.3. In view of Proposition 2.2, for $\alpha, \beta \in \mathbb{R}$ with $\beta \geq \alpha$ one often regards $\varphi_{\beta, \alpha}$ as an inclusion map and $X^{\beta}$ as a (dense) subset of $X^{\alpha}$.

Sometimes (cf. e.g. [17]) the notation

$$
H_{\alpha}:=X^{\alpha / 2}, \quad \alpha \in \mathbb{R}
$$

is used. We then set

$$
A_{\alpha}^{\beta}:=A_{(\alpha / 2)}^{\beta}, \quad \alpha, \beta \in \mathbb{R} \quad \text { and } \quad A_{\alpha}:=A_{\alpha}^{1}, \quad \alpha \in \mathbb{R} .
$$

Notice that $A_{\alpha}: H_{\alpha} \rightarrow H_{\alpha-2}$ for all $\alpha \in \mathbb{R}$.
Proposition 2.2 is well-known (see e.g. the book of Amann [1]) but it is not easy to find in the literature a proof that is both elementary and complete. Therefore, in the Appendix, we provide an elementary proof which presupposes only minimal knowledge of spectral measures.

## 3. Some results on semilinear parabolic equations

Proposition 3.1. Let $X$ be a Banach space and $A: D(A) \subset X \rightarrow X$ be sectorial. Let $\bar{k} \in\left[0, \infty\left[\right.\right.$ be such that $\operatorname{re} \sigma(A+\bar{k} I)>0$ and $X^{\beta}, \beta \in[0, \infty[$, be the family of fractional power spaces generated by $A+\bar{k} I$. Let $\alpha \in\left[0,1\left[, g: X^{\alpha} \rightarrow X\right.\right.$ be Lipschitzian on bounded subsets of $X^{\alpha}$ and $\pi$ be the local semiflow on $X^{\alpha}$ generated by the solutions of the differential equation

$$
\begin{equation*}
\dot{u}+A u=g(u) . \tag{3.1}
\end{equation*}
$$

Suppose $T \in] 0, \infty\left[, u:[0, T] \rightarrow X^{\alpha}\right.$ and $u_{k}:[0, T] \rightarrow X^{\alpha}, k \in \mathbb{N}$, are solutions of $\pi$ such that, for some $R \in\left[0, \infty\left[,|u(t)|_{X^{\alpha}} \leq R\right.\right.$ and $\left|u_{k}(t)\right|_{X^{\alpha}} \leq R$ for all $k \in \mathbb{N}$ and $t \in[0, T]$. If $u_{k}(0) \rightarrow u(0)$ in $X$ as $k \rightarrow \infty$, then, for every $\left.\left.T_{0} \in\right] 0, T\right]$, $u_{k}(t) \rightarrow u(t)$ in $X^{\alpha}$ as $k \rightarrow \infty$, uniformly for $t \in\left[T_{0}, T\right]$.

Proof. There is a constant $L=L(R) \in[0, \infty[$ such that

$$
\left|g\left(v_{1}\right)-g\left(v_{2}\right)\right|_{X} \leq L\left|v_{1}-v_{2}\right|_{X^{\alpha}}
$$

for all $v_{1}, v_{2} \in X^{\alpha}$ with $\left|v_{1}\right|_{X^{\alpha}} \leq R$ and $\left|v_{2}\right|_{X^{\alpha}} \leq R$. Now, for every $k \in \mathbb{N}$ and $t \in] 0, T]$,

$$
u_{k}(t)-u(t)=e^{-A t}\left(u_{k}(0)-u(0)\right)+\int_{0}^{t} e^{-A(t-s)}\left(g\left(u_{k}(s)\right)-g(u(s))\right) d s
$$

so

$$
\begin{aligned}
\left|u_{k}(t)-u(t)\right|_{X^{\alpha}} \leq & C t^{-\alpha}\left|u_{k}(0)-u(0)\right|_{X} \\
& +C \int_{0}^{t}(t-s)^{-\alpha}\left|g\left(u_{k}(s)\right)-g(u(s))\right|_{X} d s \\
\leq & C t^{-\alpha}\left|u_{k}(0)-u(0)\right|_{X}+C L \int_{0}^{t}(t-s)^{-\alpha}\left|u_{k}(s)-u(s)\right|_{X^{\alpha}} d s
\end{aligned}
$$

for some constant $C \in[0, \infty[$, depending only on $\alpha$. By Henry's inequality, cf. [13, Theorem 7.1.1] or [10, Lemma 1.2.9], this implies that

$$
\begin{equation*}
\left.\left.\left|u_{k}(t)-u(t)\right|_{X^{\alpha}} \leq C^{\prime} t^{-\alpha}\left|u_{k}(0)-u(0)\right|_{X}, \quad k \in \mathbb{N}, t \in\right] 0, T\right] . \tag{3.2}
\end{equation*}
$$

where $C^{\prime} \in[0, \infty[$ is a constant which only depends on $(\alpha, C, L, T)$. Estimate (3.2) implies the assertion of the proposition.

Theorem 3.2. Let $X$ be a Hilbert space and $A: D(A) \subset X \rightarrow X$ be selfadjoint and bounded from below. Let $\bar{k} \in[0, \infty[$ be such that $\operatorname{re} \sigma(A+\bar{k} I)>0$ and $X^{\beta}, \beta \in \mathbb{R}$, be the family of fractional power spaces generated by $A+\bar{k} I$. Let $\alpha \in\left[0,1\left[, g: X^{\alpha} \rightarrow X\right.\right.$ be Lipschitzian on bounded subsets of $X^{\alpha}$ and $\pi$ be the local semiflow on $X^{\alpha}$ generated by the solutions of the differential equation

$$
\begin{equation*}
\dot{u}+A u=g(u) . \tag{3.3}
\end{equation*}
$$

If $K \subset X^{\alpha}$ is a $\pi$-invariant set which is compact in $X^{\alpha}$ then $K \subset X^{1}=D(A)$ and $K$ is compact in $X^{1}$.

Proof. By results in [13], $K \subset X^{1}$. Let $\left(\bar{u}_{n}\right)_{n}$ be an arbitrary sequence in $K$. Then there is a sequence $\left(u_{n}\right)_{n}$ of solutions of $\pi$ lying in $K$ such that $u_{n}(0)=\bar{u}_{n}$ for every $n \in \mathbb{N}$. Let $\left.\beta \in\right] 0,1[$ be such that $\beta>\alpha$. By [13, Theorem 3.5.2, and its proof] there is a constant $C \in] 0, \infty\left[\right.$ such that for every $n \in \mathbb{N}$, $u_{n}$ is differentiable into $X^{\beta}$ and

$$
\begin{equation*}
\left|v_{n}\right|_{\beta} \leq C, \quad n \in \mathbb{N} \tag{3.4}
\end{equation*}
$$

where $v_{n}=\partial\left(u_{n} ; X^{\beta}\right)(0)$ for $n \in \mathbb{N}$. There is a strictly increasing sequence $\left(n_{m}\right)_{m}$ in $\mathbb{N}$ and a $\bar{u} \in K$ such that $\bar{u}_{n_{m}} \rightarrow \bar{u}$ in $X^{\alpha}$ as $m \rightarrow \infty$. Thus, using the notation of Proposition 2.2, $\varphi_{0, \alpha-1}(A+k I) \bar{u}_{n_{m}} \rightarrow \varphi_{0, \alpha-1}(A+k I) \bar{u}$ in $X^{\alpha-1}$ and $g\left(\bar{u}_{n_{m}}\right) \rightarrow g(\bar{u})$ in $X^{0}$ as $m \rightarrow \infty$ so $-\varphi_{0, \alpha-1} A \bar{u}_{n_{m}}+\varphi_{0, \alpha-1} g\left(\bar{u}_{n_{m}}\right) \rightarrow$ $-\varphi_{0, \alpha-1} A \bar{u}+\varphi_{0, \alpha-1} g(\bar{u})$ in $X^{\alpha-1}$ as $m \rightarrow \infty$. Now

$$
\partial\left(u_{n} ; X^{\alpha}\right)(t)=-A u_{n}(t)+g\left(u_{n}(t)\right), \quad n \in \mathbb{N}, t \in \mathbb{R}
$$

We thus conclude that $\varphi_{0, \alpha-1} v_{n_{m}} \rightarrow-\varphi_{0, \alpha-1} A \bar{u}+\varphi_{0, \alpha-1} g(\bar{u})$ in $X^{\alpha-1}$ as $m \rightarrow$ $\infty$. This together with (3.4) and the interpolation inequality from Proposition 2.2 implies that $v_{n_{m}} \rightarrow-A \bar{u}+g(\bar{u})$ in $X^{0}$ as $m \rightarrow \infty$. Thus $-A \bar{u}_{n_{m}}+g\left(\bar{u}_{n_{m}}\right) \rightarrow$ $-A \bar{u}+g(\bar{u})$ in $X^{0}$ as $m \rightarrow \infty$ and as $g\left(\bar{u}_{n_{m}}\right) \rightarrow g(\bar{u})$ in $X^{0}$ as $m \rightarrow \infty$ it follows that $A \bar{u}_{n_{m}} \rightarrow A \bar{u}$ in $X^{0}$ as $m \rightarrow \infty$. It follows that $(A+k I) \bar{u}_{n_{m}} \rightarrow(A+k I) \bar{u}$ in $X^{0}$ so $\bar{u}_{n_{m}} \rightarrow \bar{u}$ in $X^{1}$. The theorem is proved.

## 4. Some linear estimates

Remark 4.1. Under Hypothesis 1.2 item (a) let the operator L: $H_{0}^{1}(\Omega) \rightarrow$ $\mathcal{D}^{\prime}(\Omega)$ be defined by

$$
\mathrm{L} u=\sum_{i, j=1}^{N} \partial_{i}\left(a_{i j} \partial_{j} u\right), \quad u \in H_{0}^{1}(\Omega) .
$$

The definition of distributional derivatives implies that

$$
\begin{equation*}
(\mathrm{L} u-\beta u)(v)=-\int_{\Omega}\left[\sum_{i, j=1}^{N} a_{i j} \partial_{i} u \partial_{j} v+\beta u v\right] d x, \quad u \in H_{0}^{1}(\Omega), v \in \mathcal{D}(\Omega) \tag{4.1}
\end{equation*}
$$

It follows by density that

$$
\begin{equation*}
\langle(\mathrm{L} u-\beta u), v\rangle_{L^{2}}=-\int_{\Omega}\left[\sum_{i, j=1}^{N} a_{i j} \partial_{i} u \partial_{j} v+\beta u v\right] d x \tag{4.2}
\end{equation*}
$$

for $u, v \in H_{0}^{1}(\Omega)$ with $L u-\beta u \in L^{2}(\Omega)$.
Lemma 4.2. Assume Hypothesis 1.2. If $\kappa \in\left[0, \lambda_{1}[\right.$ is arbitrary and if $\bar{\varepsilon}$ and $\rho$ are chosen such that $\bar{\varepsilon} \in] 0, a_{0}[, \rho \in] 0,1\left[\right.$ and $c:=\min \left(\rho\left(a_{0}-\bar{\varepsilon}\right),(1-\rho)\left(\lambda_{1}-\right.\right.$ $\left.\kappa)-\rho\left(\bar{\varepsilon}+C_{\bar{\varepsilon}}+\kappa\right)\right)>0$ then

$$
\begin{aligned}
c\left(|\nabla u|_{L^{2}}^{2}+|u|_{L^{2}}^{2}\right) & \leq \int_{\Omega}\left[\sum_{i, j=1}^{N} a_{i j} \partial_{i} u \partial_{j} u+(\beta-\kappa)|u|^{2}\right] d x \\
& \leq C\left(|\nabla u|_{L^{2}}^{2}+|u|_{L^{2}}^{2}\right), \quad u \in H_{0}^{1}(\Omega)
\end{aligned}
$$

where $C:=\max \left(a_{1}+\bar{\varepsilon}, \bar{\varepsilon}+C_{\bar{\varepsilon}}\right)$.
Proof. This is just a simple computation.
Lemma 4.3. Assume Hypothesis 1.2. For $u, v \in H_{0}^{1}(\Omega)$ define

$$
\begin{equation*}
\langle u, v\rangle_{1}=\int_{\Omega}\left[\sum_{i, j=1}^{N} a_{i j} \partial_{i} u \partial_{j} v+\beta u v\right] d x \tag{4.3}
\end{equation*}
$$

$\langle\cdot, \cdot\rangle_{1}$ is a scalar product on $H_{0}^{1}(\Omega)$ and the norm defined by this scalar product is equivalent to the usual norm on $H_{0}^{1}(\Omega)$.

Proof. This follows from Lemma 4.2.
Lemma 4.4. Suppose $\left(Y,\langle\cdot, \cdot\rangle_{Y}\right)$ and $\left(X,\langle\cdot, \cdot\rangle_{X}\right)$ are (real or complex) Hilbert spaces such that $Y \subset X, Y$ is dense in $\left(X,\langle\cdot, \cdot\rangle_{X}\right)$ and the inclusion $\left(Y,\langle\cdot, \cdot\rangle_{Y}\right) \rightarrow\left(X,\langle\cdot, \cdot\rangle_{X}\right)$ is continuous. Then for every $u \in X$ there exists $a$ unique $w_{u} \in Y$ such that

$$
\left\langle v, w_{u}\right\rangle_{Y}=\langle v, u\rangle_{X} \quad \text { for all } v \in Y
$$

The map $B: X \rightarrow X, u \mapsto w_{u}$ is linear, symmetric and positive. Let $B^{1 / 2}$ be a square root of $B$, i.e. $B^{1 / 2}: X \rightarrow X$ linear, symmetric and $B^{1 / 2} \circ B^{1 / 2}=B$. Then $B$ and $B^{1 / 2}$ are injective and $R(B)$ is dense in $Y$. Set $X^{1 / 2}=X_{B}^{1 / 2}=$ $R\left(B^{1 / 2}\right)$ and $B^{-1 / 2}: X^{1 / 2} \rightarrow X$ be the inverse of $B^{1 / 2}$. On $X^{1 / 2}$ the assignment
$\langle u, v\rangle_{1 / 2}:=\left\langle B^{-1 / 2} u, B^{-1 / 2} v\right\rangle_{X}$ is a complete scalar product. We have $Y=X^{1 / 2}$ and $\langle\cdot, \cdot\rangle_{Y}=\langle\cdot, \cdot\rangle_{1 / 2}$.

Proof. The function $v \mapsto\langle v, u\rangle_{X}$ is linear and continuous on $Y$. Thus Fréchet-Riesz theorem implies the existence and uniqueness of $w$ and the linearity of $B$. Since, for $u$ and $v \in X$

$$
\begin{equation*}
\langle B u, v\rangle_{X}=\langle B u, B v\rangle_{Y}=\langle u, B v\rangle_{X} \tag{4.4}
\end{equation*}
$$

it follows that $B$ is symmetric and positive. If $u \in X$ and $B u=0$ then $0=$ $\langle v, B u\rangle_{Y}=\langle v, u\rangle_{X}$ for all $v \in Y$ and since $Y$ is dense in $X$ we see that $u=0$ so $B$ is injective. It follows that $B^{1 / 2}$ is injective as well. If $v \in Y$ and $\langle v, B u\rangle_{Y}=0$ for all $u \in X$ then $\langle v, u\rangle_{X}=0$ for all $u \in X$ so $v=0$. It follows that $R(B)$ is dense in $Y$. Clearly $\langle\cdot, \cdot\rangle_{1 / 2}$ is a complete scalar product on $X^{1 / 2}$. If $v \in X^{1 / 2}$ and $u \in X$ then

$$
\langle v, B u\rangle_{1 / 2}=\left\langle B^{-1 / 2} v, B^{1 / 2} u\right\rangle_{X}=\langle v, u\rangle_{X}
$$

Thus if $\langle v, B u\rangle_{1 / 2}=0$ for all $u \in X$, then $v=0$. This shows that $R(B)$ is dense in $X^{1 / 2}$. We claim that

$$
\begin{equation*}
\langle u, v\rangle_{Y}=\langle u, v\rangle_{1 / 2}, \quad u, v \in R(B) \tag{4.5}
\end{equation*}
$$

In fact, if $u$ and $v \in R(B)$ then $u=B \widetilde{u}$ and $v=B \widetilde{v}$ for some $u$ and $v \in X$. Thus

$$
\langle u, v\rangle_{Y}=\langle u, B \widetilde{v}\rangle_{Y}=\langle u, \widetilde{v}\rangle_{X}
$$

and

$$
\langle u, v\rangle_{1 / 2}=\left\langle B^{1 / 2} \widetilde{u}, B^{1 / 2} \widetilde{v}\right\rangle_{X}=\langle B \widetilde{u}, \widetilde{v}\rangle_{X}=\langle u, \widetilde{v}\rangle_{X} .
$$

The claim is proved.
Since $B^{1 / 2}$ is continuous from $X$ to $X$ with bound $\left|B^{1 / 2}\right|$ it follows that, for all $u \in X^{1 / 2}$,

$$
|u|_{X} \leq\left|B^{1 / 2}\right|\left|B^{-1 / 2} u\right|_{X}=\left|B^{1 / 2}\right||u|_{1 / 2}
$$

so the inclusion map $\left(X^{1 / 2},|\cdot|_{1 / 2}\right) \rightarrow\left(X,|\cdot|_{X}\right)$ is continuous.
Now, if $u \in Y$, then there is a sequence $\left(u_{n}\right)_{n}$ in $R(B)$ converging to $u$ in $Y$. It follows that $\left(u_{n}\right)_{n}$ is a Cauchy sequence in $Y$, so, by (4.5), it is a Cauchy sequence in $X^{1 / 2}$ and so it converges to a $v \in X^{1 / 2}$. By what we have proved so far, $\left(u_{n}\right)_{n}$ converges to $v$ and to $u$ in $X$. Thus $u=v$ so $u \in X^{1 / 2}$. It follows that $Y \subset X^{1 / 2}$. The same argument, with ' $Y$ ' and ' $X^{1 / 2}$ ' exchanged with each other, proves that $X^{1 / 2} \subset Y$. The last statement of the lemma follows from (4.5) by density.

Proposition 4.5. Let $D(\mathbf{A})$ be the set of all $u \in H_{0}^{1}(\Omega)$ such that $L u-\beta u \in$ $L^{2}(\Omega)$. For $u \in D(\mathbf{A})$ define

$$
\mathbf{A} u=-L u+\beta u
$$

Then $\mathbf{A}: D(\mathbf{A}) \rightarrow L^{2}(\Omega)$, selfadjoint in $X=L^{2}(\Omega)$ with re $\sigma(\mathbf{A})>0$. Moreover, if $X^{\alpha}, \alpha \geq 0$, is the family of fractional power spaces generated by $\mathbf{A}$, then $X^{1 / 2}=H_{0}^{1}(\Omega)$ and the scalar product on $X^{1 / 2}$ is identical to the scalar product $\langle\cdot, \cdot\rangle_{1}$ defined in Lemma 4.3.

Proof. Let $\langle\cdot, \cdot\rangle$ denote the scalar product of $L^{2}(\Omega)$. From (4.2) we conclude that

$$
\begin{equation*}
\langle-\mathbf{A} u, v\rangle=\langle v,-\mathbf{A} u\rangle, \quad u, v \in D(-\mathbf{A}) . \tag{4.6}
\end{equation*}
$$

Lemma 4.2 implies that

$$
\langle-\mathbf{A} u, u\rangle \leq 0, \quad u \in D(-\mathbf{A})
$$

We have thus proved that $-A$ is symmetric and dissipative. We will now prove that $-\mathbf{A}$ is $m$-dissipative. To this end, we must prove that for every $\lambda \in] 0, \infty[$ and every $g \in L^{2}(\Omega)$ there is a $u \in D(-\mathbf{A})$ such that

$$
u+\lambda \mathbf{A} u=g
$$

Define the bilinear form $b$ : $H_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega) \rightarrow \mathbb{R}$ by

$$
b(u, v)=\int_{\Omega} u v d x+\lambda \int_{\Omega}\left[\sum_{i, j=1}^{N} a_{i j} \partial_{i} u \partial_{j} v+\beta u v\right] d x, \quad u, v \in H_{0}^{1}(\Omega)
$$

It follows from Hypothesis 1.2 and Lemma 4.2 that there are constants $C$ and $c \in] 0, \infty\left[\right.$ such that, for $u, v \in H_{0}^{1}(\Omega)$

$$
|b(u, v)| \leq C|u|_{H_{0}^{1}}|v|_{H_{0}^{1}} \quad \text { and } \quad b(u, u) \geq c|u|_{H_{0}^{1}}^{2} .
$$

Thus Lax-Milgram theorem shows that for every $g \in L^{2}(\Omega)$ there is a $u \in H_{0}^{1}(\Omega)$ such that

$$
b(u, v)=\langle g, v\rangle, \quad v \in H_{0}^{1}(\Omega)
$$

In particular, $u+\lambda(-L u+\beta u)=g$ in the distributional sense. It follows that $-L u+\beta u \in L^{2}(\Omega)$ so $u \in D(\mathbf{A})=D(-\mathbf{A})$ and $u+\lambda \mathbf{A} u=g$. Therefore, indeed, $-\mathbf{A}$ is $m$-dissipative. Now an application of the results of [9, Section 2.4] shows that $-\mathbf{A}$ is selfadjoint. Thus $\mathbf{A}$ is selfadjoint and re $\sigma(\mathbf{A})>0$ by Lemma 4.2. To prove the last statement of the proposition, set $\left(X,\langle\cdot, \cdot\rangle_{X}\right)=\left(L^{2}(\Omega),\langle\cdot, \cdot\rangle\right)$ and $\left(Y,\langle\cdot, \cdot\rangle_{Y}\right)=\left(H_{0}^{1}(\Omega),\langle\cdot, \cdot\rangle_{1}\right.$, where the scalar product $\langle\cdot, \cdot\rangle_{1}$ is defined in Lemma 4.3. Then $Y$ is dense in $X$ and the inclusion $Y \rightarrow X$ is continuous. Let
$\mathbf{B}: X \rightarrow X$ be the inverse of $\mathbf{A}$. Then for all $u \in X, \mathbf{B} u \in Y$ and (4.2) implies that for all $v \in Y$

$$
\langle v, u\rangle_{X}=\langle v, \mathbf{B} u\rangle_{Y} .
$$

Thus $\mathbf{B}=B$ where $B$ is as in Lemma 4.4. Now Lemmas 4.4 and 4.3 imply the proposition.

## 5. Some nonlinear estimates

In this section we assume that $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a function satisfying Hypothesis 1.3.

Lemma 5.1. Let $X$ be a Banach space and $A: D(A) \subset X \rightarrow X$ be a sectorial operator with re $\sigma(A)>0$ generating the basic family $X^{\alpha}, \alpha \in[0, \infty[$ of fractional power spaces. Suppose that $X^{1 / 2}$ is continuously included in $L^{6}(\Omega)$ and $X=X^{0}$ is continuously included in $L^{2}(\Omega)$. Then for every $p \in[2,6[$ there is a $\bar{\beta} \in[0,1 / 2[$ such that for all $\alpha \in] \bar{\beta}, 1\left[\right.$ the space $X^{\alpha}$ is continuously included in $L^{p}(\Omega)$.

Proof. If $u \in X^{1 / 2}$ then $u \in L^{2}(\Omega) \cap L^{6}(\Omega)$ so, by interpolation of Lebesgue spaces, $u \in L^{p}(\Omega)$ and

$$
|u|_{L^{p}} \leq|u|_{L^{2}}^{\beta}|u|_{L^{6}}^{1-\beta}
$$

where $\beta=(6-p) /(2 p)$. Let $B$ be the inclusion map from $X^{1 / 2}$ to $Y=L^{p}(\Omega)$. Since, by interpolation of fractional power spaces,

$$
|u|_{X^{1 / 2}} \leq C|u|_{X^{0}}^{1 / 2}|u|_{X^{1}}^{1 / 2}, \quad u \in X^{1}
$$

for some constant $C \in\left[0, \infty\left[\right.\right.$ we see that, for $u \in D(A)=X^{1} \subset X^{1 / 2}=D(B)$,

$$
\begin{aligned}
|B u|_{Y} & \leq C^{\prime}|u|_{X^{0}}^{\beta}|u|_{X^{1 / 2}}^{1-\beta} \leq C^{\prime}|u|_{X^{0}}^{\beta}\left(C|u|_{X^{0}}^{1 / 2}|u|_{X^{1}}^{1 / 2}\right)^{1-\beta} \\
& =C^{\prime} C|u|_{X^{1}}^{\bar{\beta}}|u|_{X^{0}}^{1-\bar{\beta}}=C^{\prime} C|A u|_{X^{0}}^{\bar{\beta}}|u|_{X^{0}}^{1-\bar{\beta}}
\end{aligned}
$$

for some constant $C^{\prime} \in[0, \infty[$, where $\bar{\beta}=(1 / 2)(1-\beta)$. By $[13$, p. 28 , Exercise 11] we now obtain that for every $\alpha \in] \bar{\beta}, 1$ [ the map $B \circ A^{-\alpha}$ is defined and continuous from $X$ to $Y$. Thus $X^{\alpha}=R\left(A^{-\alpha}\right)$ is continuously included in $L^{p}(\Omega)$, as claimed.

Lemma 5.2. Let $X$ be a Banach space and $A: D(A) \subset X \rightarrow X$ be a sectorial operator with $\operatorname{re} \sigma(A)>0$, generating the family $X^{\alpha}, \alpha \in[0, \infty[$ of fractional power spaces. Suppose that $X^{1 / 2}$ is continuously included in $H_{0}^{1}(\Omega)$ and $X=X^{0}$ is continuously included in $L^{2}(\Omega)$. Let $w: \Omega \rightarrow \mathbb{R}$ be such that $w \in \mathcal{E} \mathcal{E}_{\gamma}$ for some $\gamma \in] 0,1[$. Then for all $\alpha \in](\gamma / 2), 1]$, the mapping $u \mapsto|w|^{1 / 2} u$ defines a bounded linear fuction from $X^{\alpha}$ to $L^{2}(\Omega)$.

Proof. It is easy to check that $w \in \mathcal{E}_{\gamma}$ if and only if there exists a constant $C^{\prime}$ such that

$$
\left||w|^{1 / 2} u\right|_{L^{2}} \leq C^{\prime}|u|_{H^{1}}^{\gamma}|u|_{L^{2}}^{1-\gamma}, \quad u \in H_{0}^{1}(\Omega) .
$$

Let $B$ be the map from $X^{1 / 2}$ to $Y=L^{2}(\Omega)$ defined by the assignement $u \mapsto$ $|w|^{1 / 2} u$. Since, by interpolation of fractional power spaces,

$$
|u|_{X^{1 / 2}} \leq C|u|_{X^{0}}^{1 / 2}|u|_{X^{1}}^{1 / 2}, \quad u \in X^{1}
$$

for some constant $C \in\left[0, \infty\left[\right.\right.$ we see that, for $u \in D(A)=X^{1} \subset X^{1 / 2}=D(B)$,

$$
\begin{aligned}
|B u|_{Y} & \leq C^{\prime}|u|_{X^{1 / 2}}^{\gamma}|u|_{X^{0}}^{1-\gamma} \leq C^{\prime}|u|_{X^{0}}^{1-\gamma}\left(C|u|_{X^{1}}^{1 / 2}|u|_{X^{0}}^{1 / 2}\right)^{\gamma} \\
& =C^{\prime} C|u|_{X^{1}}^{\gamma / 2}|u|_{X^{0}}^{1-\gamma / 2}=C^{\prime} C|A u|_{X^{0}}^{\gamma / 2}|u|_{X^{0}}^{1-\gamma / 2}
\end{aligned}
$$

for some constant $C^{\prime} \in[0, \infty[$. By [13, p. 28, Exercise 11] we now obtain that for every $\alpha \in] \gamma / 2,1\left[\right.$ the map $B \circ A^{-\alpha}$ is defined and continuous from $X$ to $Y$. Thus $B$ is a bounded linear map form $X^{\alpha}=R\left(A^{-\alpha}\right)$ to $Y=L^{2}(\Omega)$, as claimed.

Proposition 5.3. Let $X=L^{2}(\Omega), A: D(A) \subset X \rightarrow X$ a sectorial operator with re $\sigma(A)>0$, generating the family $X^{\alpha}, \alpha \in[0, \infty[$ of fractional power spaces. Suppose that $X^{1 / 2}$ is continuously included in $H_{0}^{1}(\Omega)$. Let $q=(6 /(\bar{\rho}+1))$ and $p=(q /(q-1))$. If $\bar{\rho}>2$ or $a^{2} \notin \mathcal{E}_{1}$, then choose $\left.\alpha \in\right] 0,(1 / 2)[$ such that $\alpha>\max \{\gamma / 2,(1-(6-p) / 2 p)) / 2\}$, so $X^{\alpha}$ is continuously included in $L^{p}(\Omega)$ (by Lemma 5.1) and the mapping $u \mapsto|a|^{1 / 2} u$ is bounded from $X^{\alpha}$ to $X$ (by Lemma 5.2). If $\bar{\rho}=2$ and $a^{2} \in \mathcal{E}_{1}$ then let $\alpha=0$.

Let $F: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
F(x, u)=\int_{0}^{u} f(x, s) d s
$$

whenever $s \mapsto f(x, s)$ is continuous and $F(x, u)=0$ otherwise. Then $\widehat{F}$ maps $X^{1 / 2}$ into $L^{1}(\Omega)$ and the operator $\widehat{F}: X^{1 / 2} \rightarrow L^{1}(\Omega)$ is Fréchet-differentiable with $D \widehat{F}(u) . h=\widehat{f}(u) \cdot h$ for $u, h \in X^{1 / 2}$.

If $\bar{\rho}>2$ or $a^{2} \notin \mathcal{E}_{1}$, then for every $u \in X^{1 / 2}$ the function $\mathbf{f}(u): X^{\alpha} \rightarrow \mathbb{R}$,

$$
v \mapsto \int_{\Omega} f(x, u(x)) v(x) d x
$$

is defined, linear and bounded, hence $\mathbf{f}(u) \in X^{-\alpha}$.
If $\bar{\rho}=2$ and $a^{2} \in \mathcal{E}_{1}$, then for every $u \in X^{1 / 2}$, let $\mathbf{f}(u):=\widehat{f}(u) \in X=X^{-\alpha}$.
For all $\bar{\rho} \in\left[2,4\left[\right.\right.$, the operator $\mathbf{f}: X^{1 / 2} \rightarrow X^{-\alpha}$ is Lipschitzian on bounded subsets of $X^{1 / 2}$.

Proof. If $u \in X^{1 / 2}$ then $u \in L^{2}(\Omega) \cap L^{6}(\Omega)$ so $u \in L^{r}(\Omega)$ for every $r \in[2,6]$. In particular, $\widehat{f}(u): \Omega \rightarrow \mathbb{R}$ and $\widehat{F}(u): \Omega \rightarrow \mathbb{R}$ are measurable.

Now, for $u \in X^{1 / 2}$ we have that

$$
\begin{aligned}
& \int_{\Omega}|F(x, u(x))| d x \\
& \quad \leq \int_{\Omega}\left(|f(x, 0) u(x)|+\left.\left.\bar{C}| | a(x)\right|^{1 / 2} u(x)\right|^{2} / 2+\bar{C}|u(x)|^{\bar{\rho}+2} /(\bar{\rho}+2)\right) d x<\infty
\end{aligned}
$$

as $\bar{\rho}+2 \in[2,6]$. Hence $\widehat{F}(u) \in L^{1}(\Omega)$. Moreover, for $u, h \in X^{1 / 2}$ we have

$$
\begin{aligned}
& \int_{\Omega}|f(x, u(x)) h(x)| d x \\
& \quad \leq \int_{\Omega}\left(|f(x, 0) h(x)|+\bar{C}|a(x) u(x) h(x)|+\bar{C}|u(x)|^{\bar{\rho}+1}|h(x)| d x\right) \\
& \quad \leq|\widehat{f}(0)|_{L^{2}}|h|_{L^{2}}+\left.\left.\left.\left.\bar{C}| | a\right|^{1 / 2} u\right|_{L^{2}}| | a\right|^{1 / 2} h\right|_{L^{2}}+\bar{C}|u|_{L^{r}}^{\bar{\rho}+1}|h|_{L^{6}},
\end{aligned}
$$

where $r=(6 / 5)(\bar{\rho}+1)$. It follows that for every $u \in X^{1 / 2}$ the map $h \mapsto \widehat{f}(u) \cdot h$ is linear and bounded from $X^{1 / 2}$ to $L^{1}(\Omega)$. Now, for $u, h \in X^{1 / 2}$,

$$
\begin{aligned}
& |\widehat{F}(u+h)-\widehat{F}(u)-\widehat{f}(u) \cdot h|_{L^{1}} \\
& =\int_{\Omega}|F(x, u(x)+h(x))-F(x, u(x))-f(x, u(x)) h(x)| d x \\
& \leq \bar{C} \int_{\Omega}\left(|a(x) h(x) h(x)|+\max \left(1,2^{\bar{\rho}-1}\right)\left(|u(x)|^{\bar{\rho}}+|h(x)|^{\bar{\rho}}\right)|h(x)||h(x)|\right) d x \\
& \leq\left.\left.\bar{C}| | a\right|^{1 / 2} h\right|_{L^{2}} ^{2}+\bar{C} \max \left(1,2^{\bar{\rho}-1}\right)\left(|u|_{L^{r}}^{\bar{\rho}}+|h|_{L^{r}}^{\bar{p}}\right)|h|_{L^{6}}^{2}
\end{aligned}
$$

where $r=(6 / 4) \bar{\rho}$. This shows that the operator $\widehat{F}: X^{1 / 2} \rightarrow L^{1}(\Omega)$ is Fréchetdifferentiable with $D \widehat{F}(u) . h=\widehat{f}(u) \cdot h$ for $u, h \in X^{1 / 2}$.

Now suppose $\bar{\rho}>2$ or $a^{2} \notin \mathcal{E}_{1}$. The fact that $X^{\alpha}$ is continuously embedded in $L^{2}(\Omega)$ and in $L^{p}(\Omega)$ (with a common embedding constant $C \in[0, \infty[$ ) implies that, for all $v \in X^{\alpha}$,

$$
\begin{aligned}
& \int_{\Omega}|f(x, u(x)) v(x)| d x \\
& \quad \leq \int_{\Omega}\left(|f(x, 0) v(x)|+\bar{C}|a(x) u(x) v(x)|+\bar{C}|u(x)|^{\bar{\rho}+1}|v(x)|\right) d x \\
& \quad \leq|\widehat{f}(0)|_{L^{2}}|v|_{L^{2}}+\left.\left.\left.\left.\bar{C}| | a\right|^{1 / 2} u\right|_{L^{2}}| | a\right|^{1 / 2} v\right|_{L^{2}}+|u|_{L^{6}}^{\bar{\rho}+1}|v|_{L^{p}} \\
& \quad \leq C\left(|\widehat{f}(0)|_{L^{2}}+\left.\left.\bar{C}| | a\right|^{1 / 2} u\right|_{L^{2}}+|u|_{L^{6}}^{\bar{\rho}+1}\right)|v|_{X^{\alpha}} .
\end{aligned}
$$

Thus, indeed, the function $\mathbf{f}(u): X^{\alpha} \rightarrow \mathbb{R}, v \mapsto \int_{\Omega} f(x, u(x)) v(x) d x$, is defined, linear and bounded, hence $\mathbf{f}(u) \in X^{-\alpha}$. Similarly, we obtain for $u, h \in X^{1 / 2}$ and $v \in X^{\alpha}$,

$$
\begin{aligned}
& \int_{\Omega}|(f(x, u(x)+h(x))-f(x, u(x))) v(x)| d x \\
& \leq \bar{C} \int_{\Omega}\left(|a(x) h(x) v(x)|+\max \left(1,2^{\bar{\rho}-1}\right)\left(|u(x)|^{\bar{\rho}}+|h(x)|^{\bar{\rho}}\right)|h(x) \| v(x)|\right) d x \\
& \leq\left.\left.\left.\left.\bar{C}| | a\right|^{1 / 2} h\right|_{L^{2}}| | a\right|^{1 / 2} v\right|_{L^{2}}+\bar{C}\left(|u|_{L^{6}}^{\bar{\rho}}+|h|_{L^{6}}^{\bar{\rho}}\right)|h|_{L^{6}}|v|_{L^{p}} \\
& \leq C\left(\left.\left.\bar{C}| | a\right|^{1 / 2} h\right|_{L^{2}}+\bar{C}\left(|u|_{L^{6}}^{\bar{\rho}}+|h|_{L^{6}}^{\bar{\rho}}\right)|h|_{L^{6}}\right)|v|_{X^{\alpha}} .
\end{aligned}
$$

This shows that the operator $\mathbf{f}: X^{1 / 2} \rightarrow X^{-\alpha}$ is defined and Lipschitzian on bounded subsets of $X^{1 / 2}$.

Now suppose $\bar{\rho}=2$ and $a^{2} \in \mathcal{E}_{1}$. Then similar arguments show that

$$
\begin{gathered}
|\widehat{f}(u)|_{L^{2}} \leq|\widehat{f}(0)|_{L^{2}}+\bar{C}\left(|a u|_{L^{2}}+|u|_{L^{2(\bar{\rho}+1)}}^{\bar{\rho}+1}\right) \\
|\widehat{f}(u+h)-\widehat{f}(u)|_{L^{2}} \\
\leq \bar{C}|a h|_{L^{2}}+\bar{C} \max \left(1,2^{\bar{\rho}-1}\right)\left(|u|_{L^{2(\bar{\rho}+1)}}^{\bar{\rho}}+|h|_{L^{2(\bar{\rho}+1)}}^{\bar{\rho}}\right)|h|_{L^{2(\bar{\rho}+1)}},
\end{gathered}
$$

and

$$
\begin{aligned}
\mid \widehat{F}(u+h) & -\widehat{F}(u)-\left.\widehat{f}(u) h\right|_{L^{1}} \\
& \leq\left(\bar{C}|a h|_{L^{2}}+\bar{C} \max \left(1,2^{\bar{\rho}-1}\right)\left(|u|_{L^{2(\bar{\rho}+1)}}^{\bar{\rho}}+|h|_{L^{2}(\bar{\rho}+1)}^{\bar{\rho}}\right)|h|_{L^{2}(\bar{\rho}+1)}\right)|h|_{L^{2}}
\end{aligned}
$$

Again this shows that the operator $\mathbf{f}: X^{1 / 2} \rightarrow X^{-\alpha}=X$ is defined and Lipschitzian on bounded subsets of $X^{1 / 2}$.

## 6. Tail estimates and the existence of attractors

Let $\mathbf{A}$ be the operator defined in Proposition 4.5 and $X^{\alpha}, \alpha \in \mathbb{R}, \mathbf{A}_{(\alpha)}, \alpha \in \mathbb{R}$ and $\left.\widetilde{\mathbf{A}}_{(-\alpha)}, \alpha \in\right] 0, \infty[$, be the spaces and the operators defined in Proposition 2.2 with respect to $A=\mathbf{A}$.

If $\bar{\rho}=2$ and $a^{2} \in \mathcal{E}_{1}$, then, by what we have proved so far, the parabolic equation

$$
\dot{u}=-\mathbf{A} u+\mathbf{f}(u)
$$

defines a local semiflow $\pi$ on $X^{1 / 2}$.
If $\bar{\rho} \in] 2,4\left[\right.$ or $a^{2} \notin \mathcal{E}_{1}$, then choose $\left.\alpha \in\right] 0,(1 / 2)[$ as in Proposition 5.3. Then the parabolic equation

$$
\dot{\widetilde{u}}=-\widetilde{\mathbf{A}}_{(-\alpha)} \widetilde{u}+\mathbf{f}\left(\varphi_{(1 / 2),-\alpha}^{-1} \widetilde{u}\right)
$$

defines a local semiflow $\widetilde{\pi}$ on $\varphi_{(1 / 2),-\alpha}\left[X^{1 / 2}\right]$.
Let $\pi$ be the local semiflow on $X^{1 / 2}$ which is conjugate to $\widetilde{\pi}$ via the conjugation $\varphi_{(1 / 2),-\alpha}: X^{1 / 2} \rightarrow \varphi_{(1 / 2),-\alpha}\left[X^{1 / 2}\right]$.

While the local semiflow $\widetilde{\pi}$ depends on $\alpha$, it is not difficult to prove that
Proposition 6.1. If $\bar{\rho} \in] 2,4\left[\right.$ or $a^{2} \notin \mathcal{E}_{1}$, the local semiflow $\pi$ is independent of the choice of $\alpha$.

From the definition of $\pi$ we thus obtain, choosing $\alpha=0$ if $\bar{\rho}=2$ and $a^{2} \in \mathcal{E}_{1}$, that

Proposition 6.2. Whenever $T \in] 0, \infty]$ and $u:\left[0, T\left[\rightarrow X^{1 / 2}\right.\right.$ is a solution of $\pi$, then $u$ is continuous on $\left[0, T\left[\right.\right.$, differentiable (into $X^{1 / 2}$ ) on $] 0, T[$ and, for $t \in] 0, T[$

$$
\varphi_{0,-\alpha}(\dot{u}(t))=-\mathbf{A}_{1-\alpha} u(t)+\mathbf{f}(u(t))
$$

where $\dot{u}(t):=\partial\left(u ; X^{1 / 2}\right)(t)=\partial\left(u ; X^{0}\right)(t)$.

Proposition 6.3. Define the function $\mathcal{L}: H_{0}^{1}(\Omega) \rightarrow \mathbb{R}$ by

$$
\mathcal{L}(u)=\frac{1}{2}\langle u, u\rangle_{X^{1 / 2}}-\int_{\Omega} F(x, u(x)) d x, \quad u \in H_{0}^{1}(\Omega)
$$

Let $T \in] 0, \infty]$ and $u:\left[0, T\left[\rightarrow H_{0}^{1}(\Omega)=X^{1 / 2}\right.\right.$ be a solution of $\pi$. Then the function $\mathcal{L} \circ u$ is continuous on $[0, T[$, differentiable on $] 0, T[$ and, for $t \in] 0, T[$,

$$
\begin{equation*}
(\mathcal{L} \circ u)^{\prime}(t)=-|\dot{u}(t)|_{L^{2}} . \tag{6.1}
\end{equation*}
$$

Proof. By Proposition 5.3 the function $\mathcal{L}$ is Fréchet differentiable and

$$
D \mathcal{L}(w) . v=\langle w, v\rangle_{X^{1 / 2}}-\int_{\Omega} \widehat{f}(w(x)) v(x) d x, \quad w, v \in X^{1 / 2}
$$

Thus, by Proposition 6.2, $\mathcal{L} \circ u$ is continuous on $[0, T[$, differentiable on $] 0, T[$ and, for $t \in] 0, T[$,

$$
(\mathcal{L} \circ u)^{\prime}(t)=\langle u(t), \dot{u}(t)\rangle_{X^{1 / 2}}-\int_{\Omega} \widehat{f}(u(t)(x)) \dot{u}(t)(x) d x .
$$

If $\bar{\rho}>2$ or $a^{2} \notin \mathcal{E}_{1}$, then the last statement of Proposition 2.2 implies that

$$
\langle u(t), \dot{u}(t)\rangle_{X^{1 / 2}}=\left(\mathbf{A}_{1-\alpha} u(t)\right) \cdot \dot{u}(t)
$$

and so, by Proposition 5.3 and 6.2,

$$
\begin{aligned}
(\mathcal{L} \circ u)^{\prime}(t) & =\left(\mathbf{A}_{1-\alpha} u(t)\right) \cdot \dot{u}(t)-\mathbf{f}(u(t)) \cdot \dot{u}(t) \\
& =\left(\mathbf{A}_{1-\alpha} u(t)-\mathbf{f}(u(t))\right) \cdot \dot{u}(t)=\left(-\varphi_{0,-\alpha} \dot{u}(t)\right) \cdot \dot{u}(t)=-\langle\dot{u}(t), \dot{u}(t)\rangle_{X}
\end{aligned}
$$

This proves formula (6.1) when $\bar{\rho} \in] 2,4\left[\right.$ or $a^{2} \notin \mathcal{E}_{1}$. A similar but simpler argument proves (6.1) when $\bar{\rho}=2$ and $a^{2} \in \mathcal{E}_{1}$.

Corollary 6.4. $\pi$ is a global semiflow on $Y=H_{0}^{1}(\Omega)$ and it satisfies properties (b)-(d) of Proposition 2.1.

Proof. Proposition 6.3 together with Proposition 5.3 implies that $\mathcal{L}$ is continuous and nonincreasing along solutions of $\pi$. Thus, for all $u_{0} \in H_{0}^{1}(\Omega)$, writing $u(t)=u_{0} \pi t$ for $t \in\left[0, \omega_{u_{0}}[\right.$, we obtain
(6.2) $\quad \frac{1}{2}\langle u(t), u(t)\rangle_{X^{1 / 2}}$

$$
\begin{aligned}
& \leq \frac{1}{2}\left\langle u_{0}, u_{0}\right\rangle_{X^{1 / 2}}-\int_{\Omega} F\left(x, u_{0}(x)\right) d x+\int_{\Omega} F(x, u(t)(x)) d x \\
& \leq \frac{1}{2}\left\langle u_{0}, u_{0}\right\rangle_{X^{1 / 2}}-\int_{\Omega} F\left(x, u_{0}(x)\right) d x+\int_{\Omega} c(x) d x, \quad t \in\left[0, \omega_{u_{0}}[ \right.
\end{aligned}
$$

It follows that every solution of $\pi$ is bounded in $Y$ and so, as $\pi$ does not explode in bounded subsets of $Y, \pi$ is a global semiflow. Proposition 5.3 also implies that every bounded set $B$ is $\pi$-ultimately bounded, with $t_{B}=0$. Moreover, $\mathcal{L}(u) \geq-\int_{\Omega} c(x) d x$ for every $u \in Y$ so $\mathcal{L}$ is bounded from below. If $u:[0, \infty[\rightarrow Y$
is a solution of $\pi$ along which $\mathcal{L}$ is constant, then, by Proposition $6.3, \dot{u}(t)=0$ for all $t \in] 0, \infty[$ and this clearly implies that $u$ is a constant solution so $u(0)$ is an equilibrium of $\pi$. Let $u_{0}$ be an equilibrium of $\pi$. Suppose first that $\bar{\rho}>2$ or $a^{2} \notin \mathcal{E}_{1}$. Then $\mathbf{A}_{(1-\alpha)} u_{0}$ is defined and $\mathbf{A}_{(1-\alpha)} u_{0}=\mathbf{f}\left(u_{0}\right)$. It follows that

$$
\begin{aligned}
\left\langle u_{0}, u_{0}\right\rangle_{X^{1 / 2}} & =\left(\mathbf{A}_{(1-\alpha)} u_{0}\right) \cdot u_{0}=\left(\mathbf{f}\left(u_{0}\right)\right) \cdot u_{0} \\
& =\int_{\Omega} f\left(x, u_{0}(x)\right) u_{0}(x) d x \leq \int_{\Omega} c(x) d x
\end{aligned}
$$

so the set of all equilibria of $\pi$ is bounded in $Y$. A similar but simpler argument shows that, if $\bar{\rho}=2$ and $a^{2} \in \mathcal{E}_{1}$, then again the set of all equilibria of $\pi$ is bounded in $Y$.

We can now state our basic result on tail estimates.
Theorem 6.5. $\bar{\vartheta}: \mathbb{R} \rightarrow[0,1]$ be a function of class $C^{1}$ with $\bar{\vartheta}(s)=0$ for $s \in]-\infty, 1]$ and $\bar{\vartheta}(s)=1$ for $s \in\left[2, \infty\left[\right.\right.$. Let $\vartheta:=\bar{\vartheta}^{2}$. For $k \in \mathbb{N}$ let the functions $\bar{\vartheta}_{k}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ and $\vartheta_{k}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ be defined by

$$
\bar{\vartheta}_{k}(x)=\bar{\vartheta}\left(|x|^{2} / k^{2}\right) \quad \text { and } \quad \vartheta_{k}(x)=\vartheta\left(|x|^{2} / k^{2}\right), \quad x \in \mathbb{R}^{N}
$$

Set $C_{\vartheta}=2 \sqrt{2} \sup _{y \in \mathbb{R}}\left|\vartheta^{\prime}(y)\right|$ and $C_{\bar{\vartheta}}=2 \sqrt{2} \sup _{y \in \mathbb{R}}\left|\bar{\vartheta}^{\prime}(y)\right|$. Let $\left.\kappa \in\right] 0, \lambda_{1}[$ be arbitrary, where $\lambda_{1}$ is defined in Hypothesis 1.2. For every $k \in \mathbb{N}$ let

$$
b_{k}=\max \left(a_{1} C_{\bar{\vartheta}}^{2} k^{-2}, 2 a_{1} C_{\bar{\vartheta}} k^{-1}, a_{1} C_{\vartheta} k^{-1}\right)
$$

and $c_{k}=\int_{\Omega} \vartheta_{k}(x) c(x) d x$. Then whenever $R \in[0, \infty[, \tau \in] 0, \infty[$ and $u:[0, \infty[\rightarrow$ $H_{0}^{1}(\Omega)$ is a solution of $\pi$ such that $|u(t)|_{H_{0}^{1}} \leq R$ for all $t \in[0, \tau]$, then, for every $t \in[0, \tau]$,

$$
\begin{equation*}
\int_{\Omega} \vartheta_{k}(x)|u(x)|^{2} d x \leq R^{2} e^{-2 \kappa t}+\left(b_{k} R^{2}+c_{k}\right) / \kappa \tag{6.3}
\end{equation*}
$$

Proof. Notice that, for all $x \in \mathbb{R}^{N}, \nabla \vartheta_{k}(x)=\left(2 / k^{2}\right) \vartheta^{\prime}\left(|x|^{2} / k^{2}\right) x$ and $\nabla \bar{\vartheta}_{k}(x)=\left(2 / k^{2}\right) \bar{\vartheta}^{\prime}\left(|x|^{2} / k^{2}\right) x$. It follows that that

$$
\begin{equation*}
\sup _{x \in \Omega}\left|\nabla \vartheta_{k}(x)\right| \leq C_{\vartheta} / k \quad \text { and } \quad \sup _{x \in \Omega}\left|\nabla \bar{\vartheta}_{k}(x)\right| \leq C_{\bar{\vartheta}} / k \tag{6.4}
\end{equation*}
$$

Assume first that $\bar{\rho}>2$ or $a^{2} \notin \mathcal{E}_{1}$. We claim that, for all $v \in H_{0}^{1}(\Omega)=X^{1 / 2}$,

$$
\begin{align*}
& \left(-\mathbf{A}_{(1-\alpha)} v\right) \cdot\left(\vartheta_{k} v\right)+\kappa \int_{\Omega} \vartheta_{k}(x)|v(x)|^{2} d x  \tag{6.5}\\
& \quad \leq \int_{\Omega}\left(\left(a_{1} C_{\bar{\vartheta}}^{2} k^{-2}\right)|v|^{2}+\left(2 a_{1} C_{\bar{\vartheta}} k^{-1}\right)|v||\nabla v|+\left(a_{1} C_{\vartheta} k^{-1}\right)|v||\nabla v|\right) d x
\end{align*}
$$

To prove (6.5), we may suppose that $v \in X^{1}$ since the general case follows by the density of $X^{1}$ in $H_{0}^{1}(\Omega)$. Now, if $v \in X^{1}$, then

$$
\left(-\mathbf{A}_{(1-\alpha)} v\right) \cdot\left(\vartheta_{k} v\right)=\left(-\varphi_{0,-\alpha} \mathbf{A} v\right) \cdot\left(\vartheta_{k} v\right)=\left\langle-\mathbf{A} v, \vartheta_{k} v\right\rangle_{X}
$$

so, using (6.4), we obtain

$$
\begin{aligned}
&\left(-\mathbf{A}_{(1-\alpha)} v\right) \cdot\left(\vartheta_{k} v\right)+\kappa \int_{\Omega} \vartheta_{k}(x)|v(x)|^{2} d x \\
&= \int_{\Omega} \vartheta_{k} v(x)(-\mathbf{A} v)(x) d x+\kappa \int_{\Omega} \vartheta_{k}|v(x)|^{2} d x \\
&= \int_{\Omega}\left(-(A \nabla v)(x) \cdot \nabla\left(\vartheta_{k} v\right)(x)-\vartheta_{k} \beta(x)|v(x)|^{2}\right) d x+\kappa \int_{\Omega} \vartheta_{k}|v|^{2} d x \\
&= \int_{\Omega}\left(-\left(A \nabla\left(\bar{\vartheta}_{k} v\right)\right) \cdot \nabla\left(\bar{\vartheta}_{k} v\right)-(\beta(x)-\kappa)\left|\bar{\vartheta}_{k} v\right|^{2}\right) d x \\
& \quad+\int_{\Omega}\left(|v|^{2}\left(A \nabla \bar{\vartheta}_{k}\right) \cdot \nabla \bar{\vartheta}_{k}+2 v \bar{\vartheta}_{k}\left(A \nabla \bar{\vartheta}_{k}\right) \cdot \nabla v-v\left(A \nabla \vartheta_{k}\right) \cdot \nabla v\right) d x \\
& \leq \int_{\Omega}\left(\left(a_{1} C_{\bar{\vartheta}}^{2} k^{-2}\right)|v|^{2}+\left(2 a_{1} C \bar{\vartheta} k^{-1}\right)|v||\nabla v|+\left(a_{1} C_{\vartheta} k^{-1}\right)|v||\nabla v|\right) d x
\end{aligned}
$$

This proves (6.5).
For $k \in \mathbb{N}$ define the function $V_{k}: H_{0}^{1}(\Omega) \rightarrow \mathbb{R}$ by

$$
V_{k}(u)=(1 / 2) \int_{\Omega} \vartheta_{k}(x)|u(x)|^{2} d x, \quad u \in H_{0}^{1}(\Omega)
$$

Then $V_{k}$ is Fréchet differentiable and

$$
D V_{k}(u) v=\int_{\Omega} \vartheta_{k}(x) u(x) v(x) d x, \quad u, v \in H_{0}^{1}(\Omega)
$$

Let $u$ : $\left[0, \infty\left[\rightarrow H_{0}^{1}(\Omega)\right.\right.$ be a solution of $\pi$. By Proposition 6.2, $V_{k} \circ u$ is differentiable on $] 0, \infty[$ and, for $t \in] 0, \infty[$,

$$
\left(V_{k} \circ u\right)^{\prime}(t)=\int_{\Omega} \vartheta_{k}(x) u(t)(x) \dot{u}(t)(x) d x=\left\langle\dot{u}(t), \vartheta_{k} u(t)\right\rangle_{X} .
$$

Since $\vartheta_{k} u(t) \in H_{0}^{1}(\Omega)=X^{1 / 2} \subset X^{\alpha}$, it follows that, for $\left.t \in\right] 0, \infty[$,

$$
\left\langle\dot{u}(t), \vartheta_{k} u(t)\right\rangle_{X}=\left(\varphi_{0,-\alpha} \dot{u}(t)\right) \cdot\left(\vartheta_{k} u(t)\right)=\left(-\mathbf{A}_{(1-\alpha)} u(t)+\mathbf{f}(u(t))\right) \cdot\left(\vartheta_{k} u(t)\right)
$$

so, using (6.5), we obtain

$$
\begin{aligned}
&\left(V_{k} \circ u\right)^{\prime}(t)+2 \kappa\left(V_{k} \circ u\right)(t)=\left(-\mathbf{A}_{(1-\alpha)} u(t)\right) \cdot\left(\vartheta_{k} u(t)\right) \\
&+\int_{\Omega} \widehat{f}(u(t))(x)\left(\vartheta_{k} u(t)\right)(x) d x+\kappa \int_{\Omega} \vartheta_{k}(x)|u(t)(x)|^{2} d x \\
& \leq\left(-\mathbf{A}_{(1-\alpha)} u(t)\right) \cdot\left(\vartheta_{k} u(t)\right)+\kappa \int_{\Omega} \vartheta_{k}(x)|u(t)(x)|^{2} d x+\int_{\Omega} \vartheta_{k}(x) c(x) d x, \\
& \leq \int_{\Omega}\left(\left(a_{1} C_{\vartheta}^{2} k^{-2}\right)|u(t)|^{2}+\left(2 a_{1} C_{\vartheta} k^{-1}\right)|u(t)||\nabla u(t)|\right. \\
&\left.+\left(a_{1} C_{\vartheta} k^{-1}\right)|u(t)||\nabla u(t)|\right) d x+\int_{\Omega} \vartheta_{k}(x) c(x) d x
\end{aligned}
$$

Thus, whenever $R \in\left[0, \infty[, \tau \in] 0, \infty\left[\right.\right.$ and $|u(t)|_{H_{0}^{1}} \leq R$ for all $t \in[0, \tau]$ then

$$
\left.\left.\left(V_{k} \circ u\right)^{\prime}(t)+2 \kappa\left(V_{k} \circ u\right)(t) \leq b_{k} R^{2}+c_{k}, \quad t \in\right] 0, \tau\right] .
$$

This implies that

$$
V_{k}(u(t)) \leq e^{-2 \kappa t} V_{k}(u(0))+\left(b_{k} R^{2}+c_{k}\right) /(2 \kappa), \quad t \in[0, \tau] .
$$

This clearly implies that (6.3) holds for every $t \in[0, \tau]$. This proves the theorem when $\bar{\rho} \in] 2,4\left[\right.$ or $a^{2} \notin \mathcal{E}_{1}$. Similar, but simpler arguments prove the theorem when $\bar{\rho}=2$ and $a^{2} \in \mathcal{E}_{1}$.

We can now prove
Theorem 6.6. The semiflow $\pi$ is asymptotically compact.
Proof. Let $B$ be an ultimately bounded subset of $Y=H_{0}^{1}(\Omega),\left(v_{n}\right)_{n}$ be a sequence in $B$ and $\left(t_{n}\right)_{n}$ be a sequence in $\left[0, \infty\left[\right.\right.$ with $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$. We must show that there is a subsequence of $\left(v_{n} \pi t_{n}\right)_{n}$ which converges in $Y$.

There is a $t_{B} \in\left[0, \infty\left[\right.\right.$ and an $R \in\left[0, \infty\left[\right.\right.$ such that $|v \pi t|_{H_{0}^{1}} \leq R$ for all $v \in B$ and $t \in\left[t_{B}, \infty\left[\right.\right.$. We may assume without loss of generality that $t_{n} \geq t_{B}+1$ for all $n \in \mathbb{N}$. For $n \in \mathbb{N}$ let $s_{n}=t_{n}-t_{B}$ and $u_{n}:\left[0, \infty\left[\rightarrow H_{0}^{1}(\Omega)\right.\right.$ be defined by $u_{n}(s)=v_{n} \pi\left(t_{B}+s\right)$ for $s \in\left[0, \infty\left[\right.\right.$. Then, for $n \in \mathbb{N}, \tau_{n}:=s_{n}-1 \geq 0$ and $u_{n}$ is a solution of $\pi$ with $\left|u_{n}(s)\right|_{H_{0}^{1}} \leq R$ for all $s \in\left[0, \infty\left[\right.\right.$ and $u_{n}\left(s_{n}\right)=v_{n} \pi t_{n}$.

Suppose that $\bar{\rho}>2$ or $a^{2} \notin \mathcal{E}_{1}$. We claim that
(6.6) There is a strictly increasing sequence $\left(n_{m}\right)_{m}$ in $\mathbb{N}$ and $v \in H_{0}^{1}(\Omega)$ such that $\left(u_{n_{m}}\left(\tau_{n_{m}}\right)\right)_{m}$ converges to $v$ in $L^{2}(\Omega)$.

Let $\widetilde{u}_{n}=\varphi_{(1 / 2),-\alpha} \circ u_{n}, n \in \mathbb{N}$. Then $\widetilde{u}_{n}$ is a solution of $\widetilde{\pi}$ and $\left(\widetilde{u}_{n_{m}}\left(\tau_{n_{m}}\right)\right)_{m}$ converges to $\widetilde{v}:=\varphi_{(1 / 2),-\alpha} v$ in $\varphi_{0,-\alpha}[X]$. Thus $\left(\widetilde{u}_{n_{m}}\left(\tau_{n_{m}}\right)\right)_{m}$ converges to $\widetilde{v}$ in $X^{-\alpha}$. Using Proposition 3.1 (with appropriately modified notation) we see that $\left(\widetilde{u}_{n_{m}}\left(\tau_{n_{m}}+1\right)\right)_{m}$ converges to $\widetilde{v} \widetilde{\pi} 1$ in $\varphi_{1 / 2,-\alpha}\left[X^{1 / 2}\right]$. This means that $\left(u_{n_{m}}\left(s_{n_{m}}\right)\right)_{m}$ converges to $v \pi 1$ in $X^{1 / 2}$ and completes the proof of the theorem.

Thus we only have to prove (6.6). Let $\beta_{\mathrm{K}}$ be the Kuratowski measure of noncompactness on $X=L^{2}(\Omega)$. Then for every $k \in \mathbb{N}$ and $n_{0} \in \mathbb{N}$,

$$
\begin{aligned}
\beta_{\mathrm{K}}\left\{u_{n}\left(\tau_{n}\right) \mid n \in \mathbb{N}\right\} & \leq \beta_{\mathrm{K}}\left\{\left(1-\vartheta_{k}\right) u_{n}\left(\tau_{n}\right) \mid n \in \mathbb{N}\right\}+\beta_{\mathrm{K}}\left\{\vartheta_{k} u_{n}\left(\tau_{n}\right) \mid n \in \mathbb{N}\right\} \\
& =\beta_{\mathrm{K}}\left\{\left(1-\vartheta_{k}\right) u_{n}\left(\tau_{n}\right) \mid n \in \mathbb{N}\right\}+\beta_{\mathrm{K}}\left\{\vartheta_{k} u_{n}\left(\tau_{n}\right) \mid n \geq n_{0}\right\}
\end{aligned}
$$

By Theorem 6.5 and the fact that $\tau_{n} \rightarrow \infty$ as $n \rightarrow \infty$, for every $\left.\varepsilon \in\right] 0, \infty[$ there are a $k \in \mathbb{N}$ and an $n_{0} \in \mathbb{N}$ such that $\left|\vartheta_{k} u_{n}\right|_{L^{2}}<\varepsilon$ for all $n \geq n_{0}$. Thus, for every $\varepsilon \in] 0, \infty[$, there is a $k \in \mathbb{N}$ such that

$$
\beta_{\mathrm{K}}\left\{u_{n}\left(\tau_{n}\right) \mid n \in \mathbb{N}\right\} \leq \beta_{\mathrm{K}}\left\{\left(1-\vartheta_{k}\right) u_{n}\left(\tau_{n}\right) \mid n \in \mathbb{N}\right\}+\varepsilon
$$

Since $1-\vartheta_{k} \in C_{0}^{1}\left(\mathbb{R}^{N}\right)$, the map $u \mapsto\left(1-\vartheta_{k}\right) u$ is compact from $H_{0}^{1}(\Omega)$ to $L^{2}(\Omega)$ and so

$$
\beta_{\mathrm{K}}\left\{\left(1-\vartheta_{k}\right) u_{n}\left(\tau_{n}\right) \mid n \in \mathbb{N}\right\}=0
$$

We therefore obtain that

$$
\beta_{\mathrm{K}}\left\{u_{n}\left(\tau_{n}\right) \mid n \in \mathbb{N}\right\}=0
$$

and so there is a strictly increasing sequence $\left(n_{m}\right)_{m}$ in $\mathbb{N}$ and a $v \in L^{2}(\Omega)$ such that $\left(u_{n_{m}}\left(\tau_{n_{m}}\right)\right)_{m}$ converges to $v$ in $L^{2}(\Omega)$. Since $\left(u_{n_{m}}\left(\tau_{n_{m}}\right)\right)_{m}$ is bounded in $H_{0}^{1}(\Omega)$, by taking a further subsequence if necessary, we may assume that $\left(u_{n_{m}}\left(\tau_{n_{m}}\right)\right)_{m}$ converges weakly in $H_{0}^{1}(\Omega)$ (and hence in $\left.L^{2}(\Omega)\right)$ to some $w \in$ $H_{0}^{1}(\Omega)$. Thus $w=v$ and (6.6) follows. This proves the theorem when $\left.\bar{\rho} \in\right] 2,4[$ or $a^{2} \notin \mathcal{E}_{1}$. Similar (and simpler) arguments establish the proof when $\bar{\rho}=2$ and $a^{2} \in \mathcal{E}_{1}$.

We may now prove the main result of this paper.
Proof of Theorem 1.4. In view of Corollary 6.4 and Theorem 6.6, Proposition 2.1 implies part (a) of the theorem. If $\bar{\rho}=2$ and $a^{2} \in \mathcal{E}_{1}$, then, noting that $\alpha=0$ in this case, Theorem 3.2 implies part (b) of the theorem. If $\bar{\rho}>2$ or $a^{2} \notin \mathcal{E}_{1}$, then, by part (a), $\widetilde{\pi}$ is a global semiflow on $\varphi_{(1 / 2),-\alpha}\left[X^{1 / 2}\right]$ and it has a global attractor $\widetilde{\mathcal{A}}:=\varphi_{(1 / 2),-\alpha}[\mathcal{A}]$. Thus, by Theorem 3.2, $\widetilde{\mathcal{A}}$ lies in $\varphi_{1-\alpha,-\alpha}\left[X^{1-\alpha}\right]$ and is compact in $\varphi_{1-\alpha,-\alpha}\left[X^{1-\alpha}\right]$. This implies part (b) of the theorem in this case. The proof is complete.

## 7. Appendix

We will prove Proposition 2.2. We require the following simple and known result.

Lemma 7.1. Let $E_{k}$ and $F_{k}, k \in\{1,2\}$, be real or complex normed spaces with $E_{2}$ and $F_{2}$ complete. Let e: $E_{1} \rightarrow E_{2}, f: F_{1} \rightarrow F_{2}$ and $B_{1}: E_{1} \rightarrow F_{1}$ be linear isometries with $B_{1}$ bijective. If e$e\left[E_{1}\right]$ is dense in $E_{2}$ and $f\left[F_{1}\right]$ is dense in $F_{2}$, then there is a unique continuous map $B_{2}: E_{2} \rightarrow F_{2}$ such that $B_{2} \circ e=f \circ B_{1}$. $B_{2}$ is a linear bijective isometry.

Proof of Proposition 2.2. It is immediate that for all $\alpha, \beta \in \mathbb{R}$ with $\beta \geq \alpha$ the map $\varphi_{\beta, \alpha}: X^{\beta} \rightarrow X^{\alpha}$ is defined, linear and bounded. The density of $X^{\delta}$ in $X^{\gamma}$ for all $\left.\gamma, \delta \in\right] 0, \infty[$ with $\delta>\gamma$ implies that
for all $\alpha, \beta \in \mathbb{R}$ with $\beta \geq \alpha$ the map $\varphi_{\beta, \alpha}$ is injective and $\varphi_{\beta, \alpha}\left[X^{\beta}\right]$ is dense in $X^{\alpha}$.

Now formula (2.3) and an integration using Hölder inequality shows that

$$
\begin{align*}
& \left|A^{\beta} x\right|_{X} \leq\left|A^{\alpha} x\right|_{X}^{1-\theta}\left|A^{\gamma} x\right|_{X}^{\theta}, \text { for all } \alpha, \gamma \in \mathbb{R}, \delta \in[0, \infty[, \theta \in[0,1] \text { and }  \tag{7.2}\\
& x \in X^{\delta} \text { with } \alpha \leq \gamma \leq \delta \text { and } \beta=(1-\theta) \alpha+\theta \gamma .
\end{align*}
$$

Formula (2.2) and the definition of the maps $\varphi_{\beta, \alpha}$ implies that

$$
\begin{equation*}
\text { For all } \alpha \in] 0, \infty\left[, \beta \in\left[0, \infty\left[\text { and } x \in X\left|\varphi_{\beta, \beta-\alpha} A^{-\beta} x\right|_{X^{\beta-\alpha}}=\left|A^{-\alpha} x\right|_{X}\right.\right.\right. \tag{7.3}
\end{equation*}
$$

Using this formula (for $\beta=0$ ) we see that

$$
\begin{equation*}
\left|\varphi_{\delta, \alpha} x\right|_{X^{\alpha}}=\left|A^{\alpha} x\right|_{X}, \text { for all } \alpha \in \mathbb{R}, \delta \in\left[0, \infty\left[\text { and } x \in X^{\delta} \text { with } \delta \geq \alpha\right.\right. \tag{7.4}
\end{equation*}
$$

Now (7.1), (7.2) and (7.4) imply the interpolation inequality
(7.5) $\quad\left|\varphi_{\gamma, \beta} x\right|_{X^{\beta}} \leq\left|\varphi_{\gamma, \alpha} x\right|_{X^{\alpha}}^{1-\theta}|x|_{X^{\gamma}}^{\theta}$, for all $\alpha, \gamma \in \mathbb{R}, \theta \in[0,1]$ and $x \in X^{\gamma}$ with $\alpha \leq \gamma$ and $\beta=(1-\theta) \alpha+\theta \gamma$.

A straightforward proof by cases also shows that

$$
\begin{gather*}
\varphi_{\alpha, \alpha}=\operatorname{id}_{X^{\alpha}}, \quad \alpha \in \mathbb{R}  \tag{7.6}\\
\varphi_{\gamma, \alpha}=\varphi_{\beta, \alpha} \circ \varphi_{\gamma, \beta}, \quad \alpha, \beta, \gamma \in \mathbb{R}, \gamma \geq \beta \geq \alpha \tag{7.7}
\end{gather*}
$$

For all $\alpha, \beta \in\left[0, \infty\left[,(2.2)\right.\right.$ implies that $A^{-\beta}\left[X^{\alpha}\right]=X^{\beta+\alpha}$ and for all $y \in X^{\alpha}$

$$
\left|A^{-\beta} y\right|_{X^{\beta+\alpha}}=\left|A^{-(\beta+\alpha)} A^{\alpha} y\right|_{X^{\beta+\alpha}}=\left|A^{\alpha} y\right|_{X}=|y|_{X^{\alpha}}
$$

This implies that
(7.8) For all $\alpha, \beta \in\left[0, \infty\left[, A_{(\alpha)}^{-\beta}:=A^{-\beta} \mid X^{\alpha}: X^{\alpha} \rightarrow X^{\beta+\alpha}\right.\right.$ is a linear bijective isometry.

For every $\alpha \in] 0, \infty\left[, \beta \in\left[0, \infty\left[\right.\right.\right.$ formula (2.2) implies that $\varphi_{\beta, \beta-\alpha}$ is an isometry from the space $X^{\beta}$ endowed with the (in general incomplete) norm $x \mapsto n_{\beta-\alpha}(x):=\left|A^{\beta-\alpha} x\right|_{X}$ to the Hilbert space $X^{\beta-\alpha}$. The same formula with $\beta=0$ shows that $\varphi_{0,-\alpha}$ is an isometry from the space $X=X^{0}$ endowed with the (in general incomplete) norm $x \mapsto n_{-\alpha}(x)=\left|A^{-\alpha} x\right|_{X}$ to the Hilbert space $X^{-\alpha}$. Since $A^{-\beta}$ is a bijective isometry from $X$ endowed with the norm $n_{-\alpha}$ to $X^{\beta-\alpha}$ endowed with the norm $n_{\beta-\alpha}$ it follows from Lemma 7.1 that
(7.9) For every $\alpha \in] 0, \infty[, \beta \in[0, \infty[$ there is a unique continuous map $A_{(-\alpha)}^{-\beta}: X^{-\alpha} \rightarrow X^{\beta-\alpha}$ with $A_{(-\alpha)}^{-\beta} \circ \varphi_{0,-\alpha}=\varphi_{\beta, \beta-\alpha} \circ A^{-\beta} . A_{(-\alpha)}^{-\beta}$ is a linear bijective isometry.

Now, for $\alpha \in \mathbb{R}$ and $\beta \in] 0, \infty\left[\right.$ we may define the $\operatorname{map} A_{(\alpha)}^{\beta}: X^{\alpha} \rightarrow X^{-\beta+\alpha}$ by

$$
\begin{equation*}
A_{(\alpha)}^{\beta}=\left(A_{(-\beta+\alpha)}^{-\beta}\right)^{-1} . \tag{7.10}
\end{equation*}
$$

We also set $A_{(\alpha)}:=A_{(\alpha)}^{1}$. The above definitions and simple density arguments show that:
(7.11) For all $\gamma, \gamma^{\prime} \in \mathbb{R}$ with $\gamma>\gamma^{\prime}$ and all $\beta \in \mathbb{R}, \varphi_{-\beta+\gamma,-\beta+\gamma^{\prime}} \circ A_{(\gamma)}^{\beta}$ $=A_{\left(\gamma^{\prime}\right)}^{\beta} \circ \varphi_{\gamma, \gamma^{\prime}}$.
(7.12) For all $\alpha, \beta$ and $\gamma \in \mathbb{R}, A_{(-\gamma+\alpha)}^{\beta} \circ A_{(\alpha)}^{\gamma}=A_{(\alpha)}^{\beta+\gamma}$.

Since for $\alpha, \beta \in \mathbb{R}$ with $\beta \geq \alpha$ the map $\varphi_{\beta, \alpha}$ is bijective onto its range, we may, for all $\alpha, \beta \in] 0, \infty[$ define the map

$$
\widetilde{A}_{(-\alpha)}^{\beta}:=A_{(\beta-\alpha)}^{\beta} \circ \varphi_{\beta-\alpha,-\alpha}^{-1}: \varphi_{\beta-\alpha,-\alpha}\left[X^{\beta-\alpha}\right] \subset X^{-\alpha} \rightarrow X^{-\alpha} .
$$

We also set $\widetilde{A}_{(-\alpha)}:=\widetilde{A}_{(-\alpha)}^{1}$. It follows that $\widetilde{A}_{(-\alpha)}^{\beta}$ is bijective and its inverse is $\widetilde{A}_{(-\alpha)}^{-\beta}:=\varphi_{\beta-\alpha,-\alpha} \circ A_{(-\alpha)}^{-\beta}$. We claim that $\widetilde{A}_{(\beta-\alpha)}^{\beta}$ is symmetric with respect to the scalar product on $X^{-\alpha}$. First notice that

$$
\begin{equation*}
\left.R_{\alpha}^{-1} \varphi_{0,-\alpha} x=A^{-2 \alpha} x, \quad \alpha \in\right] 0, \infty[, x \in X \tag{7.13}
\end{equation*}
$$

This implies that, for $u$ and $v \in X$

$$
\left\langle\varphi_{0,-\alpha} u, \varphi_{0,-\alpha} v\right\rangle_{X^{-\alpha}}=\left\langle A^{-2 \alpha} u, A^{-2 \alpha} v\right\rangle_{X^{\alpha}}=\left\langle A^{-\alpha} u, A^{-\alpha} v\right\rangle_{X}
$$

so

$$
\begin{equation*}
\left.\left\langle\varphi_{0,-\alpha} u, \varphi_{0,-\alpha} v\right\rangle_{X^{-\alpha}}=\left\langle A^{-\alpha} u, A^{-\alpha} v\right\rangle_{X}, \quad \alpha \in\right] 0, \infty[, u, v \in X \tag{7.14}
\end{equation*}
$$

Since $A_{(\beta-\alpha)}^{\beta}$ is the inverse of $A_{(-\alpha)}^{-\beta}$ and $A^{\beta}$ is the inverse of $A^{-\beta}$, we obtain from (7.9)

$$
\begin{equation*}
A_{(\beta-\alpha)}^{\beta} \circ \varphi_{\beta, \beta-\alpha}=\varphi_{0,-\alpha} \circ A^{\beta} \tag{7.15}
\end{equation*}
$$

Hence, for $u \in X^{\beta}$, we obtain from (7.15),

$$
\widetilde{A}_{(\beta-\alpha)}^{\beta} \varphi_{\beta-\alpha,-\alpha} \varphi_{\beta, \beta-\alpha} u=A_{(\beta-\alpha)}^{\beta} \varphi_{\beta, \beta-\alpha} u=\varphi_{0,-\alpha} A^{\beta} u .
$$

Using (7.14), we thus obtain, for $u, v \in X^{\beta}, x=\varphi_{\beta-\alpha,-\alpha} \varphi_{\beta, \beta-\alpha} u$ and $y=$ $\varphi_{\beta-\alpha,-\alpha} \varphi_{\beta, \beta-\alpha} v$

$$
\left\langle\widetilde{A}_{(\beta-\alpha)}^{\beta} x, y\right\rangle_{X-\alpha}=\left\langle A^{-\alpha} u, A^{-\alpha} A^{\beta} v\right\rangle_{X}=\left\langle A^{-\alpha} u, A^{\beta} A^{-\alpha} v\right\rangle_{X}
$$

and in particular

$$
\begin{equation*}
\left\langle\widetilde{A}_{(\beta-\alpha)}^{\beta} x, x\right\rangle_{X^{-\alpha}}=\left\langle A^{-\alpha} u, A^{\beta} A^{-\alpha} u\right\rangle_{X} \tag{7.16}
\end{equation*}
$$

for $u \in X^{\beta}$ and $x=\varphi_{\beta-\alpha,-\alpha} \varphi_{\beta, \beta-\alpha} u$. Similarly,

$$
\left\langle x, \widetilde{A}_{(\beta-\alpha)}^{\beta} y\right\rangle_{X^{-\alpha}}=\left\langle A^{\beta} A^{-\alpha} u, A^{-\alpha} v\right\rangle_{X} .
$$

Now the symmetry of $A^{\beta}$ relative to the scalar product on $X$ shows that

$$
\begin{equation*}
\left\langle\widetilde{A}_{(\beta-\alpha)}^{\beta} x, y\right\rangle_{X^{-\alpha}}=\left\langle x, \widetilde{A}_{(\beta-\alpha)}^{\beta} y\right\rangle_{X^{-\alpha}} . \tag{7.17}
\end{equation*}
$$

for $x, y \in \varphi_{\beta-\alpha,-\alpha}\left[\varphi_{\beta, \beta-\alpha}\left[X^{\beta}\right]\right]$. Thus, by density, (7.17) holds for all $x, y \in$ $\varphi_{\beta-\alpha,-\alpha}\left[X^{\beta}\right]$, proving our claim. This claim implies that the map $\widetilde{A}_{(\beta-\alpha)}^{\beta}$ is selfadjoint and so its inverse $\widetilde{A}_{(-\alpha)}^{-\beta}$ is symmetric on $X^{-\alpha}$. Moreover, (7.12) implies that

$$
\begin{equation*}
\left.\widetilde{A}_{(-\alpha)}^{-\beta-\gamma}=\widetilde{A}_{(-\alpha)}^{-\beta} \circ \widetilde{A}_{(-\alpha)}^{-\gamma}, \quad \alpha, \beta, \gamma \in\right] 0, \infty[. \tag{7.18}
\end{equation*}
$$

In particular, $\widetilde{A}_{(-\alpha)}^{-\beta}$ is nonnegative.
Now, let $\alpha \in] 0, \infty[$ be arbitrary. Since $\operatorname{re} \sigma(A)>0$ there is a $\delta \in] 0, \infty[$ such that

$$
\langle A x, x\rangle_{X} \geq \delta\langle x, x\rangle_{X}, \quad x \in X
$$

Hence, by (7.16), for $u \in X^{1}$ and $x=\varphi_{1-\alpha,-\alpha} \varphi_{1,1-\alpha} u$,

$$
\begin{align*}
\left\langle\widetilde{A}_{(1-\alpha)}^{1} x, x\right\rangle_{X^{-\alpha}} & =\left\langle A^{-\alpha} u, A^{1} A^{-\alpha} u\right\rangle_{X}  \tag{7.19}\\
& \geq \delta\left\langle A^{-\alpha} u, A^{-\alpha} u\right\rangle_{X}=\delta\langle x, x\rangle_{X^{-\alpha}}
\end{align*}
$$

This implies, by density, that re $\sigma\left(\widetilde{A}_{(1-\alpha)}^{1}\right)>0$ so $B:=\widetilde{A}_{(1-\alpha)}$ generates the family $\left.B^{-\beta}, \beta \in\right] 0, \infty[$, of basic fractional power spaces of $B$. By (2.2)

$$
\begin{equation*}
\left.B^{-\beta-\gamma}=B^{-\beta} \circ B^{-\gamma}, \quad \beta, \gamma \in\right] 0, \infty[ \tag{7.20}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\left.B^{-\beta}=\widetilde{A}_{(-\alpha)}^{-\beta}, \quad \beta \in\right] 0, \infty[ \tag{7.21}
\end{equation*}
$$

Let $Z$ be the set of $\beta \in] 0, \infty\left[\right.$ with $B^{-\beta}=\widetilde{A}_{(-\alpha)}^{-\beta}$. Clearly, $1 \in Z$ and so induction on $m \in \mathbb{N}$ using (7.18) and (7.20) imply that $Z$ contains all integers. Since nonnegative symmetric operators on a Hilbert space have unique nonnegative square roots, it follows by induction on $k \in \mathbb{N}$ (again using (7.18) and (7.20)) that $Z$ contains all numbers of the form $m / 2^{k}$ with $m, k \in \mathbb{N}$. The set $Z_{0}$ of such numbers is dense in $] 0, \infty[$. Now let $\beta \in] 0, \infty\left[\right.$ be arbitrary and $\left(\beta_{n}\right)_{n}$ be a sequence in $Z_{0}$ converging to $\beta$. By formula (2.1) we have that

$$
\left|B^{-\beta_{n}} x-B^{-\beta} x\right|_{X^{-\alpha}} \rightarrow 0, \quad x \in X^{-\alpha}
$$

and

$$
\left|A^{-\beta_{n}} x-A^{-\beta} x\right|_{X} \rightarrow 0, \quad x \in X
$$

In particular, using the fact that

$$
\left.\widetilde{A}_{-\alpha}^{-\gamma} \varphi_{0,-\alpha} u=\varphi_{0,-\alpha} A^{-\gamma} u, \quad \alpha, \gamma \in\right] 0, \infty[, u \in X
$$

we obtain that

$$
\begin{aligned}
& \left|B^{-\beta_{n}} \varphi_{0,-\alpha} u-B^{-\beta} \varphi_{0,-\alpha} u\right|_{X^{-\alpha}} \rightarrow 0, \quad u \in X, \\
& \left|\widetilde{A}_{-\alpha}^{-\beta_{n}} \varphi_{0,-\alpha} u-\widetilde{A}_{-\alpha}^{-\beta} \varphi_{0,-\alpha} u\right|_{X^{-\alpha}} \rightarrow 0, \\
& u \in X .
\end{aligned}
$$

Thus

$$
B^{-\beta} \varphi_{0,-\alpha} u=\widetilde{A}_{-\alpha}^{-\beta} \varphi_{0,-\alpha} u, \quad u \in X
$$

so, by density, $B^{-\beta}=\widetilde{A}_{-\alpha}^{-\beta}$ and thus $\beta \in Z$. This proves our (7.21). We obtain from (7.21) that

$$
X_{B}^{\beta}=\varphi_{\beta-\alpha,-\alpha}\left[X^{\beta-\alpha}\right]
$$

We also claim that
(7.22) For all $\beta \in] 0, \infty\left[, \varphi_{\beta-\alpha,-\alpha}\right.$ is an isometry of $X^{\beta-\alpha}$ onto $X_{B}^{\beta}$.

To prove this claim, let $\widetilde{x}, \widetilde{y} \in X^{\beta-\alpha}$ be arbitrary and let $x=\varphi_{\beta-\alpha,-\alpha} \widetilde{x}, y=$ $\varphi_{\beta-\alpha,-\alpha} \widetilde{y}$. Suppose first that $\widetilde{x}=\varphi_{\beta, \beta-\alpha} u, \widetilde{y}=\varphi_{\beta, \beta-\alpha} v$ with $u, v \in X^{\beta}$. Then, by (7.15), $B^{\beta} x=\varphi_{0,-\alpha} A^{\beta} u$ and $B^{\beta} y=\varphi_{0,-\alpha} A^{\beta} v$. Therefore, using (7.14) we obtain

$$
\begin{aligned}
\langle x, y\rangle_{X_{B}^{\beta}} & =\left\langle B^{\beta} x, B^{\beta} y\right\rangle_{X^{-\alpha}}=\left\langle\varphi_{0,-\alpha} A^{\beta} u, \varphi_{0,-\alpha} A^{\beta} v\right\rangle_{X^{-\alpha}} \\
& =\left\langle A^{-\alpha} A^{\beta} u, A^{-\alpha} A^{\beta} v\right\rangle_{X}=\left\langle A^{\beta-\alpha} u, A^{\beta-\alpha} v\right\rangle_{X} .
\end{aligned}
$$

If $\beta-\alpha \geq 0$, then

$$
\left\langle A^{\beta-\alpha} u, A^{\beta-\alpha} v\right\rangle_{X}=\langle u, v\rangle_{X^{\beta-\alpha}}=\langle\widetilde{x}, \widetilde{y}\rangle_{X^{\beta-\alpha}} .
$$

If $\beta-\alpha<0$, then, by (7.14),

$$
\begin{aligned}
\left\langle A^{\beta-\alpha} u, A^{\beta-\alpha} v\right\rangle_{X} & =\left\langle A^{-(\alpha-\beta)} u, A^{-(\alpha-\beta)} v\right\rangle_{X} \\
& =\left\langle\varphi_{0,-(\alpha-\beta)} u, \varphi_{0,-(\alpha-\beta)} v\right\rangle_{X^{-(\alpha-\beta)}}=\langle\widetilde{x}, \widetilde{y}\rangle_{X^{-(\alpha-\beta)}}
\end{aligned}
$$

Thus, in both cases, $\langle x, y\rangle_{X_{B}^{\beta}}=\langle\widetilde{x}, \widetilde{y}\rangle_{X^{\beta-\alpha}}$. Since the set $\varphi_{\beta, \beta-\alpha}\left[X^{\beta}\right]$ is dense in $X^{\beta-\alpha}$, (7.22) follows.

We further claim that
(7.23) Whenever $\alpha \in\left[0,(1 / 2)\left[, x \in X^{1-\alpha}\right.\right.$ and $v \in X^{1 / 2} \subset X^{\alpha}$, then

$$
\left(A_{(1-\alpha)} x\right) \cdot v=\langle x, v\rangle_{X^{1 / 2}} .
$$

Here, the dot '.' denotes function application between an element of $X^{-\alpha}$ and $X^{\alpha}$. To prove this claim, assume first that $x \in X^{1}$. Then, by (7.15), $A_{(1-\alpha)} x=$ $\varphi_{0,-\alpha} A x$ and so using the Fréchet-Riesz theorem and (7.13) we obtain

$$
\left(A_{(1-\alpha)} x\right) \cdot v=\left\langle v, R_{\alpha}^{-1} \varphi_{0,-\alpha} A x\right\rangle_{X^{\alpha}}=\left\langle v, A^{-2 \alpha} A x\right\rangle_{X^{\alpha}}=\langle v, A x\rangle_{X}=\langle v, x\rangle_{X^{1 / 2}}
$$

so the claim follows in this special case. The general case follows by the density of $X^{1}$ in $X^{1-\alpha}$ and in $X^{1 / 2}$.
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