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1. Introduction and summary* Let F(x) be a distribution on the
real line. Then we may write

(1.1) F(x) = pF,{x) + (1 - p)F2(x)

where Fλ{x) is a discrete distribution, F2(x) is a continuous distribution
and 0 < p < 1. We shall say that F(x) is discrete if p = 1, F(x) is
continuous if p = 0 and F(x) is a mixture if 0 < p < 1.

Let f(s) = I eίsxdF(x) be the characteristic function corresponding

to F{x). It would be useful to give a convenient criterion on <p(s) to
determine when the corresponding distribution F(x) is discrete, continuous,
or a mixture. In § 2 we give such a criterion for the class of infinitely
divisible (i.d.) distributions, utilizing the Khinchin representation of the
characteristic function of such a distribution. In § 3 we apply the theorem
of § 2 to characterize a certain class of stochastic processes.

2 The structure theorem* Let φ(s) be the characteristic function
of an i.d. distribution. The Khinchin representation of such a charac-
teristic function takes the form

(2.1) Ψ(s) = exp {*•

where γ is a real number and G(u) is a real valued bounded nondecreasing
function, γ and G(u) are uniquely determined by the conditions
G(— oo) = 0, G(u + 0) = G(u). We shall need the following two lemmas,
the first of which is well known.

LEMMA 1. Let X and Y be independent random variables. Then
(i) the distribution of X + Y is discrete if and only if the distribu-

tion of each of the variables is discrete,
(ii) the distribution of X + Y is a mixture if and only if one of the

two distributions is a mixture and the other is either discrete or
a mixture.

Let F(x) be a distribution. We shall define Fw(x) as follows :
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!or * ̂  U.
for x > 0

and for k > 2, FCk:>(x) denotes the &-fold convolution of F(x) with itself.

LEMMA 2. Let — o o < α < & < o o , and let F(x) be a nondecreasing,
bounded function defined for a < x < b such that F(a) = 0, F(b) — F(a) =
c > 0.

(2.2) ?(«) = exp J - c + Γ)eisxdF{x)]^

is a characteristic function corresponding to the i.d. distribution

(2.3) H(u) = e-±FVC^.

If F(x) is a pure jump function then H(u) is discrete. If F(x) is
continuous, then H(u) is a mixture with a jump of magnitude e~c at the
origin and continuous otherwise.

Proof. For every positive integer n let

and let

n 1 Γf6 ~]

ΨΛs) = Σ> ~.\ \ β "d^a?)l*/Σ- c *

Then Hn(u) is a distribution with characteristic function ^w(s). Since
Hn(u) converges to H(u) and φ(s) converges to the continuous function
φ(s) it follows that H{u) is a distribution with characteristic function
ψ(s). The fact that H(u) is i.d. is immediate from the form of <p{s).
Now if Fix) is a pure jump function then (2.2) becomes

where i^(^) has its jumps at the points xό with magnitudes pJf and such
a characteristic function clearly corresponds to a discrete distribution.
Finally if F(x) is continuous we may write

and since the infinite series converges uniformly it follows that H(u) is
the mixture of a continuous distribution and the distribution with a
single jump at zero.
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THEOREM 1. Let φ(s) be the characteristic function of an i.d. dis-
tribution F(x). Let G(u) be the function occurring in the representation
(2.1). Then

f°° 1(i) Fix) is discrete if and only if I — dGiu) < oo and Giu) is
J-~ u2

a pure jump function.

$ 1
— dG(u) < OD and G(u) is

-~ u%

not a pure jump function
Γ°° 1(iii) Fix) is continuous if and only if \ — dG(u) = oo .
J-~ uz

Proof. Suppose first that G(u) is a pure jump function with jumps
at the points ujfj — l,2f ••• and with corresponding magnitudes pό > 0,
such that ΣjPj < °° Then (2.1) (with γ = 0) takes the form

(2.4) φ(8) = exp JΣ Γ Λ - 1 - - ^ T

I J L 1 + u)I J L 1 + u) J u)

Now if ΣJPJIU) < °° w e m a y rewrite (2.4) in the form

φ(s) = exp \isb - c + 1 ^ s wdM(

where

h — v
3 Uj J Uj

and where M(u) is a bounded, nondecreasing, pure jump function with
jumps at the points Uj and corresponding magnitudes ((1 + Uj)lu))Pj.
Consequently it follows from Lemmas 1 and 2 that F(x) is discrete.

Conversely we suppose that F(x) is a discrete distribution. We shall
show first that G(u) is a pure jump function. To do this write G(u) =
Gλ(u) + G2(u) where Gx{u) is a pure jump function and Gt{u) is continuous.
If G(u) is not a pure jump function there will exist a closed interval
\a, 5] not containing zero such that G2(α) < G2(6). Then we may write
<p(s) in the form φ(s) = M(s)N(s) where M(s) is a characteristic function
and

- is? λdGt(u) - \bl±J^dGt(u) + \beisudH(u)\- exp

where dH(u) = ((1 + u2)[u2)dG.z(u). From Lemma 2 it follows that iV(s) is
the characteristic function of a mixture and from Lemma 1 it then
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follows that F(x) is not discrete. Hence G(u) is a pure jump function,
and <p(s) has the form (2.4).

We shall show that ΣJ/°J/%? < °° Since Σji°j < °° it is sufficient
to restrict attention to those u5 for which \u5\ < 1. Since F(x) is dis-
crete it follows that ψ(s) is almost periodic and we have

(2.5)

Now

\φ(s)\* = exp {Σ [COS^S - n ] A J

where

Let

9(R) = Σ

We have

(2.6) M s )p

{[cos ^ s -

The first of these inequalities is immediate and the second is an ap-
plication of Jensen's inequality.

From (2.6) we obtain

(2.7) ~

Σ Λ 4r Γ exp

^ I ^ I ^ I u) R Jo

Suppose R > 1 and | ^ | > l/i2. Then for every ε > 0 there exists δ
depending on ε only with 0 < δ < 1 and with the following property:
If R^ε) is the subset of [0, R] where cos u3s < 1 — δ and R.λ{έ) is the
subset of [0, R~\ where cos ŵ s > 1 — δ, then the measure of R2(e) does not
exceed εR. Using this and (2.7) we find

(2.8) — [R\φ(s)\
R Jo

ds
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Now if ΣJPJIM) = °°, then clearly lim^*,g(R) = oo. This together
with (2.8) contradicts (2.5), thus proving (i).

5 00

l/u2dG(u) < 00 and G(u) is not a pure jump func-
- 0 0

tion. Then we may write G(u) = Gτ(u) + G2(u) where G^u) is a pure
jump function and G%{u) is continuous. Of course we have

f" - L d G t f u K 00 , < = 1,2.
J— u2

Then from (i)

exp](~ ^ - 1 - i m y + ̂  dGJju)]

is the characteristic function of a discrete distribution. Similarly from
Lemma 2 it follows that

-« L 1 + u2 J

is the characteristic function of a mixture. Thus F(x) is the convolu-
tion of a discrete distribution and a mixture and from Lemma 1 it fol-
lows that F(x) is a mixture.

Conversely suppose F(x) is a mixture. Then

(2.9) ?(«) = vψι{s) + (1 - p)pa(β)

where 0 < p < 1, ^(s) is the characteristic function of a discrete distri-
bution and φ2(s) is the characteristic function of a continuous distribution.
If we write φ(s) = eψ^ then e<κs)M is a characteristic function for every
positive integer n because F(x) is infinitely divisible. Clearly eψ(Ww must
be the characteristic function of a mixture, i.e.

(2.10) β«o/ = VnΨhn(s) + (1 - A K Λ * " )

where 0 < p n < 1, and fi,w(s) and φ2,n(
s) a r e oί the same type as ψ^s)

and <p2(s) respectively. From (2.9) and (2.10) we obtain

t Ψ(sVΊn

+ Σ (t)Pn~"(l - P.) W ( « K («)

Now <fln(s) is the characteristic function of a discrete distribution
and the sum occurring in (2.11) is the product of (1 — pi) and a charac-
teristic function of a continuous distribution. Thus
Pn = Plln and [>i,w(s)]n = ^2(s) and we see that φ^s) is the characteristic
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function of an i.d. distribution. Writing ψ^s) = β<Vβ>, p = e~c with
0 < c < co we have

ψ(s) c ΨiΨAS)
(2.12) en —e~nen + ( 1 — e~n )<p2,n(s) .

If we expand the exponentials in (2.12) we obtain

(2.13) lim φM(s) = ΨΦ) = 1 + iί?>^Aί?> .

Since Φ(s) and ^(s) are continuous it follows that φ2>o(s) * s a charac-

S oo

elsxdH(x), where H(x) is a distribution.
- o o

Hence

(2.14) ψ(s) = β*<β>

Now e^i^s) is the characteristic function of a discrete distribution. If we
equate formula (2.14) for φ(s) with formula (2.1) for φ(s) it follows
from the first part of the theorem and the uniqueness of G(u) that

I llu2dG(u) < cx3. It is also a consequence of the first part of the
J -oo

theorem that G(u) is not a pure jump function. Thus (ii) is proved and
(iii) follows from (i) and (ii), proving the theorem.

From (2.14) we are able to deduce additional information in the
mixed case.

COROLLARY. Let φ(s) be a characteristic function corresponding the
i.d. distribution F(x). If F(x) is a mixture then F(x) is the convolution
of a discrete i.d. distribution and a i.d. distribution which has a jump
at zero of magnitude less than one and is continuous otherwise.

3 A class of discrete processes* Let Xj(t), t > 0, j — 1, 2 be
a sequence of independent stochastic processes such that for each j , X3(t)
is a process with independent increments and such that for 0 < tτ < ίa

the random variable Xj(t2) — Xjfa) has characteristic function

<PJ(S, tlf Q = exp
J. ~j~ Uj -J U j

where uό is a real number and ^( ί) is a nondecreasing function defined
for t > 0 with pj(O) = 0. Then each X3(t) is a generalized Poisson pro-
cess, i.e. Xj(t) assumes values of the form yh = ku} — {pj{t))ju3 with
probability

P { X λ t ) = M =
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where λ^t) = ((1 + u))lu))pj(t). Now if ΣJPJOO < °° f o r every t > 0,
then we can define a process X(t) as the sum of the processes Xj(t),
and the characteristic function of the process X(t) will have the form

(3.1) ,(»,.) = exp {E [ Λ - 1 -

It is an immediate consequence of Theorem 1 that for any t > 0, X(t)
will be a discrete random variable if and only if Σ J (PA^))IU) < °°

Conversely suppose for t > 0, X(£) is a stochastic process such that
X(0) = 0, X(t) is a discrete random variable for every t > 0, and the
process has independent infinitely divisible increments. This will be true,
e.g. if X(t) is a discrete process with independent increments and such
that X(t) is continuous in probability. Then from Theorem 1 it follows
that the characteristic function of the random variable X(t) is essentially
of the form (3.1) with Pj(t) nondecreasing and Σ J (fr(*))/%5 < °° f° r a ^ *•
Consequently X(t) has the stochastic structure of a sum of independent
generalized Poisson processes. We have

THEOREM 2. Let X(t) be a discrete stochastic process for t > 0, with
X(0) = 0 and such that X(t) has independent infinitely divisible increments.
Then there exists a sequence of independent generalized Poisson processes
Xj(t),j= 1,2 •-- such that X(t) has the same stochastic structure as

tf)
In the case when X(t) assumes only integer values Theorem 2 was

already proved by Khinchin [1],
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