
EIGENVALUES OF SUMS OF HERMITIAN MATRICES

ALFRED HORN

Let a = (a19 , an) and β = (β19 , βn) be arbitrary nonincreasing
sequences of real numbers. We consider the question: for which non-
increasing sequences 7 = (yl9 •• ,7») do there exist Hermitian matrices
A and B such that A, B and A + B have a, β and 7 respectively as
their sequences of eigenvalues. Necessary conditions have been obtained
by several authors including Weyl [4], Lidskii [3], Wielandt [5], and
Amir-Moez [1], Besides the obvious condition

(1) 7α + + Ύn = a, + + an + & + + βn ,

these conditions are linear inequalities of the form

( 2 ) 7fcl + + ykr ^ ah + + air + βh + βjr ,

where i9 j and k are increasing sequences of integers. As far as I know
all other known necessary conditions are consequences of these inequalities.
It is therefore natural to conjecture that the set E of all possible 7
forms a convex subset of the hyperplane (1). The set E has hitherto
not been determined except in the simple cases n — 1, 2, and will not
be determined in general here.

In §2, which is independent of §1, we are going to give a method
of finding conditions of the form (2) which will yield many new ones.
We shall find all possible inequalities (2) for r = 1, 2, and arbitrary
n, and establish a large class of such inequalities for r = 3. In § 1, we
use Lidskii's method to find a necessary condition on the boundary points
of a subset E! of E. These results are used in § 3 to determine the
set E for n = 3, 4. In addition a conjecture is given for E in general.

If x is a sequence, xp denotes the pth component of x. If A is a
matrix, A* and Af denote the conjugate transpose and transpose of A.
If i is a sequence of integers such that 1 ^ ix < < ir ^ n, by the
complement of i with respect to n we mean the sequence obtained by
deleting the terms of i from the sequence 1, 2, , n. If a is a sequence
of numbers, diag (a19 •••,«») denotes the diagonal matrix with diagonal
a. If M and N are matrices, diag (ikf, N) denotes the direct sum matrix

M 0

0 N

The inner product of the vectors x and y is written (x9y). Ir is the
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unit matrix of order r. Finally exp B denotes the

1. Boundary points of E\ In this section we are going to use
methods introduced by Lidskii [3]. Lidskii gave sketchy proofs of his
results and it is not obvious how to reconstruct his argument, see [5].
I will therefore derive the results of Lidskii which are needed. These
are Theorem 1 and formula (18) below.

The set E referred to in the introduction is the set of points 7 such
that 7X ^ ^ Ύn and 7 is the sequence of eigenvalues of diag (a19 ,
an) + U* diag (βlf , βn) U, where U ranges over all unitary matrices.
Fix a, β, with ax > > an and βx > > βn, and let E' be the subset
of E obtained by letting U range over real orthogonal matrices. To
indicate the dependence of E' on a and β we write E' (alf , an; βlf

•••,£»)• Boundary points and interior points of Ef are always taken
with respect to the relative topology of the hyperplane (1).

THEOREM 1. If 7 is a boundary point of Ef with distinct coordi-
nates then there exist a positive integer r < n and increasing sequences
i, j, and k of order r such that

(7fcl, , ̂ ϋ e E'(ahJ . ., air βh, , βjr)

and

where V, f and kr are the complements of i, j and k with respect to n.

Proof. Let Uo be a real orthogonal matrix such that diag (ax, ,
ocn) + Uό diag (βlf ---,βn)U0 has eigenvalues 7. If T^{tpq) is a real
anti-symmetric matrix, exp T is orthogonal. For sufficiently small values
of tpq, the eigenvalues \ > > λΛ of

diag (alf ••-,«.)+ US exp ( - Γ)Bexp (T)U0 ,

where B = diag(βlf

 m

 fβn), are distinct and determine a point of £".
Let A — Uodiag(a19 " 9ocn)US, and let xx be a unit eigenvector of A +
exp(— Γ)i?exp Γ corresponding to the eigenvector λz which varies con-
tinuously with T. We have

( 3) Axt + exp(- T)B exp (T)xι = λ^z .

Using superscripts to denote derivatives with respect to tM1 p < q, it
follows that

( 4) Aαf + exp ( - Γ)Bexp (T)xf* + (exp ( - Γ)Bexp (T))mxι

= λfβα?ι + λ^p .
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I t is easily seen that (exp T)m reduces to Tm when T = 0. Hence
when T = 0, (exp ( - T)B exp T)pq, = (/5P - /3g)Z*α, where Zpq is the matrix
whose (p, q) and (g, p) entries are 1 and whose other entries are 0.
.Since x% is a unit vector, (xl9 x\q) = 0. Therefore by (3),

( 5 ) (Axl9 x\q) + (exp ( - T)Bexp (T)xlf xψ) = 0.

Taking the inner product of (4) with x% we find by (5) and the symmetry
of A and B,

XΓ = ((exp ( - T)£exp T)"xl9 xt) .

iSetting T = 0,

•( 6 ) 7Γ = 2(/3, - βq)wlpwlq ,

where Wj and 7Γ denote the values of α̂  and Xlq when T = 0. If 7 is
not an interior point of Er the rank of the n by n(n — l)/2 matrix
G = (τfβ) must be less than 7t — 1. Now1 let D = (wιvwlq) be the w by
n(n — 1) matrix whose rows are indexed by I, where 1 ϊg Z ^ n, and
whose columns are indexed by (p, g), where p and g vary over the range
H p g n, l^Sg^Sw, and p Φ q rather than p < q. Clearly D, and
hence DD\ has the same rank as G. If F is the square matrix {w\m)
of order w, then DDr = I - F F ' . Thus if rank D < n - 1, FF' has 1
as a multiple eigenvalue. Since FFf is stochastic, it follows that FFr

is decomposable [2, pp. 47 and 73]. That is to say, FF' = Pdiag(M, iV)P',
where M and ΛΓ are square matrices and P is a permutation matrix.
Let

be the decomposition of F corresponding to that of FF'. Then GJ' +
HKr — 0. Since the entries of F a r e nonnegative, we have GJ' = HK' =
0. It follows that if a column of G contains a nonzero term then all
terms of the corresponding column of J vanish, and similarly for H and
K. Moving all nonzero columns of G and H to the left, we find

where R is another permutation matrix. Since F is doubly stochastic,

Si and S2 must be square matrices. If W — (wlm), then W — P\ * \R ,
\0 WJ

where W1 and W2 are square. Setting Γ — diag (y1} , T J , we
have A + £ = ΐ^'ΓT^. Therefore i?AE ; + RBR' = C, where C =

The following argument is due to Robert Steinberg.
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dmg(W^W2

r)PTPdmg(Wlf W2). Let j and k be such that RBRf = diag (βhr

. , βjn) and FTP = diag (7^, , 7*w). If Wi is of order r, then C =
diag ( d , Q , where d has eigenvalues ykl, , ykr and C2 has eigenvalues.
Ύkr+1> * '» f̂c« Therefore JB^LJB' = diag (A19 A2), where Aλ + diag (β^, •,,
βjr) = d andA2 + diag (/?ir+1, , jSJfl) = C2. This completes the proof.

If ikf = (m^), l ^ i ^ r , l ^ i ^ r i s a matrix of order r and N =
(^ki)y r + l^k^n, r + ltίl^ίnis a matrix of order n — r, we define
M x N to be the matrix (m^wAι) of order r(w — r) whose rows are
indexed by pairs (i, fc) and whose columns are indexed by pairs (i, Z).
This product is left and right distributive and (M x N)' = M' x N'.
Also (M, x Nλ)(M2 x iV2) = (ΛfiJlfa x Λ îV,). We set MQN= (M x 7%_r) -
(7r x N). It follows from these remarks that if H^ and W2 are or-
thogonal then so is Wx x W2 and

The index of a real symmetric matrix is the number of its positive
eigenvalues.

LEMMA 1. If M, N, and M + N are nonsingular real symmetric
matrices then index M + index N = index (M + N) + mdex (M"1 + iV"1).

JProo/.2 We have M~x + iV"1 - iV" 1^ + M)M~\ so that M"1 + N
is nonsingular. Also

I \(M 0\/I M

-1 -N-ήxo N/\I -ΛΓ-VV 0

The result now follows by the Law of Inertia.

THEOREM 2. Let Ύ be a boundary point of E' with distinct coordi-
nates. Then there exist sequences ί, j and k satisfying the conclusion
of Theorem 1 and such that

h + + ir + j \ + + j r = fci + + K + r(r + l)/2 .

Proof. Using a slight change of notation, we have seen that there
exist permutations i,j and k of (1, , n) and real symmetric matrices
A19 A2, Blf B2, d , C2 such that A± has eigenvalues aiχf , air, A2 has.
eigenvalues air+l, , ain, Bx = diag {βh, , βjr), B2 = diag (βj r + 1, , /Sif|),
d has eigenvalues 7fcl, , 7fcr, C2 has eigenvalues 7fcr+1, , 7*n, and
A + 5 = C, where A = diag (Λ, Λ), S = diag (B19 B2) C = diag ( d , d ) .
We also assume iλ< < i r and ir+1 < < in9 and similarly for the
i ' s and fc's. We set az = α^, /3Z = /9^ and 7i = Ύkι, 1 ^ I ^n. Let

2 This simple proof is due to Robert Steinberg.
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T = (tpq) be a real anti-symmetric matrix and let λx > > λΛ be the
-eigenvalues of A + exp (— T)jBexp T. If x19 ,xn is a real ortho-
normal system of corresponding eigenvectors, we let wτ and w\q be
the values of xH and xl\ when T = 0, where x\q denotes the derivative
of xτ with respect to tpq, p < q. If W is the matrix whose rows are
wί9 ~,wn, then W=άmg(WuW2) and Cx = WlΓtW19 C2=WJΓ2W2,
where /\ = diag (τfcl, , 7fcr), Γ2 = diag (7*r+1, , 7*n), Clearly λΛι

reduces to 7Z when T = 0, and we let ΪΓ be the value of Xlq

(= d\kιjdtpq

when T = 0.

Starting from the equation

( 8 ) Axkι + (exp (-t)J5 exp T)xkι = λfc^^

we find

( 9 ) Aa??f + (exp ( - T)B exp Γ)a?ϊ? + (exp ( - T)B exp T)mxkι

As in Theorem 1 it follows that

(10) λ£ - ((exp ( - Γ)B exp Ty«xkι, xkι)

and therefore

ΪT = 2(βp - βq)wιpwlq .

We are going to test σ = λfcl + + λ&r for a local extreme at
T = 0. If p and q are ^ r, then exp T has the form diag (exp Tlf 0)
when tuυ = 0 for (%, v) ^ (p, g), and hence a remains constant for tpq in
a neighborhood of 0. Therefore all partial derivatives of σ with respect
to tpq vanish at the origin when p < q ^ r, and similarly when r < p < q.
By (11), σp<z = 0 at T — 0 when p ^ r < g, since the last n — r com-
ponents of wι are 0 when H ί ^ r. We now calculate λ^ wy at T7 — 0
when

<12) 1 ^p ^r < q ^n , H % ^ r < ^ ? ι , l ^ Z ^ r .

Differentiation of (10) yields

<13) \ψ{

uυ = ((exp ( - Γ)B exp T)**'u*xkι, xkχ)

+ 2((exp ( - T)Bexp Γ)Majj;, a?Λί) .

I t is easily seen that when T — 0

(exp(-T)J5exp Γ ) M ttB = ~(TmBTuυ + TuυBTm)

rjΊuυ ι rpUυ rjim\ _j_ J^/rppqrpUΌ _|_ J1 uυ J1 P<i\ β

Considering only the cases (12), a straightforward calculation shows that
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when T = 0,

((exp ( - T)£exp T)™ uυxkι, xkι) = 0 for p Φ u, q Φ v

= (2βg - £ , - βu)wιpwlu for p =£ u, q = v

= (2βp — βq — βυ)wlqwlυ for p = u, q Φ v

- /3q)(w?p — wjp) for p = w, g = v

Recalling that w^ — 0 for I ^ r < q, we find that when Γ = 0,

(14) g ((exp ( - Γ)ΰexp Γ ) M wίcfcl, a;fcl) = - 2 ( ^ p - /Sg) for p =

= 0 otherwise.

The second term on the right of (13) reduces when T — 0 to

(15) 208, - βq)wr;wιp.

To compute wΓgv, rewrite (9) in the form

(A + exp ( - Γ)£exp T - \klIn)x%

= -(exp ( - T)Eexp T)«*xkι + Xt;x

Setting T — 0 and using (11), we find, since wlυ = 0,

where 2/ is the vector such that yu = wlυ = Q,yυ ~ wιu and j / w = 0 for
m Φ u,m Φ v. Therefore

Since q > r, and C = diag (Clf C2), we may replace C by C2 and In by
7w_r. Thus

(16) wγq - ( ^ - βυ)dqυwlu ,

where dgϋ is the (q, v) entry of (7j/w-r — Ca)"1. Now

Therefore

(17)
m = r + 1 7 ί _ 7 m

Combining (13), (14), (15), (16), and (17), we find at T = 0

(18) *"••• = 2(/8p - Σ Σ 5
1=1 m=r+l 7, -

- 2δ%(βp - yβ,) ,
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where Kl — 1 when (p, q) — (u, v), and = 0 otherwise.
We must now determine the index of the matrix G = (σpq'uυ)τ^0 of

order r(n — r) whose rows and columns are indexed by pairs (p, q) and
(uy v) satisfying (12).

The double sum on the right of (18) is the (pq, uv) entry of

x Wΰ'ίΛΘΛJ-Wi x W2) = ((Wi x

By (7) this reduces to

(d θ d)" 1 = ((Λ + ft) Q (A, + ft))-1 = ((A, Q A2) + (ft Q ft))"1 .

Therefore by (18)

i-G = (ft θ ft)((Λ θ A2) + (Bλ θ B2))~\Bλ - B2) Q (B, Q B2)

= (B, θ BMA, θ A2) + (ft θ B2))-' - (ft θ ft^Xft θ ft) .

Thus G has the same index as ({A, Q A2) + (ft θ ft))"1 ~ (ft θ ft)"1-
Applying Lemma 1 with M = ((A, Q A2) + (ft θ B2))y N - -(ft θ ft) >

index G = index ((G, θ G2)~
2 - (ft θ ft)"1)

= index (C, θ Q + index -(ft θ ft) - index (Ax θ A2)
- r(w - r) + index (d θ C2) - index (ft θ ft)

— index (Aλ Q A2) .

Thus G is positive definite if and only index (C1 Q C2) = index (Ax θ
index (ft Q B2), and G is negative definite if and only if neg (Cx θ Ca) =
neg (Ax © .̂2) + neg (ft Q B2), where neg H is the number of negative
eigenvalues of H. Next we determine

neg (ft θ B2) = neg diag (βh - βjr+l, -. , βh - βjn, •••,£,„- /5ίn) .

Among the numbers j r + 1 , , i n , there are i x — 1 terms < j l f j 2 — 2 terms <
j 2 , etc. Hence neg (ft θ ft) = ii + + Or - r(r + l)/2. Similarly
n e g ( Λ Θ ^ 2 ) = i i + ••• + i r - r ( r + l)/2, and neg ( d θ Q = fcx + ••• +
kr — r(r + l)/2. Thus G is negative definite if and only if

(19) ίx+ + %r + 31 + + ir = fcl + + ^r + ^ + l)/2 ,

and G is positive definite if and only if

(20) iΓ + 1 + . + in + ir+1 + ... +j% = kr+1 + + fcH

+ (n - r)(n - r + l)/2 .

By Theorem 1 the boundary points of Ef lie on a finite number of
hyperplanes of the form

(21) Ίkl + + Ύkr = ah + . + air + βh + + βjr .



232 ALFRED HORN

The hyperplane

7*-' + * " + 7κ — Oίi'i + ' * ' + ai' + βi' + βj'
κl n — r 1 w —r "Ί /n~r

intersects the hyperplane (1) in the same set. If 7 lies on only one
of these hyperplanes (21) and does not satisfy (19) or (20), then in every
small sphere about 7 there exist points of Er on both sides of the hyper-
plane (21). Therefore Er must fill the sphere, for otherwise there would
be boundary points of Ef inside the sphere and off the hyperplane (21).
This being impossible, λ must satisfy (19) or (20). Now suppose 7 lies
on several hyperplanes (21), and (19) and (20) both fail for each of these
hyperplanes. By continuity the quadratic form G is not definite for all
points near 7 which satisfy the conclusion of Theorem 1. Therefore in
a neighborhood of 7 all points of Ef lying on only one hyperplane (21)
are interior points of E'. Therefore 7 cannot be a boundary point of
E\ since Ef is the closure of its interior, and a finite union of linear
varieties of deficiency ^ 2 cannot separate the interior of a sphere.
The proof is complete.

2 Inequalities. This section is independent of § 1 . If i,j and k
are increasing sequences of integers of order r and (2) holds for the
eigenvalues of A + B for any Hermitian A, B with arbitrary eigenvalues
ax ^ . Ξ> an and βx ^ ^ βn9 we write (i; j ; k) e S*. If

7;t + + Ίk ^ Oti + + a{ + βi + + θ,

for any such A, B we write (ΐ; i ; fc) e Sr\

THEOREM 3. The following conditions are equivalent:

{ i ) (ί; i ; fe) e Sr

n

< ii) (w — i r + 1, , n — iλ + 1; n — j r + 1, , n — j \ + 1; n — fcr + 1,
• , w - kx + 1) e S?
(iii) (fci, , fcr; 7i - jr + 1, , ^ - ii + 1; h, , %) e S;
(iv) (i';j';k')eS%_r, where i\jf,kr are the complements ofi,j,k with
respect to n.

Proof. The equation A + B = C may be written — A — B = — C
or A = C — B. This proves the equivalence of (i) with (ii) and (iii).
The equivalence of (i) and (iv) is immediate by the trace Condition (1).

If A is a Hermitian matrix with eigenvalues ax^ ^ an and M
is a linear subspace of dimension n — 1, let AM be the transformation
PA with domain restricted to M, where P is the orthogonal projection
on M. AM is a Hermitian transformation on M to M and (-A + B)M =
A* + #*• It is well known that the eigenvalues a'p of A^ separate
those of A, that is ap+1 ^ af

p ^ ap for 1 S P ^ n — 1. If (#p) is an
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orthonormal sequence of eigenvectors corresponding to (ap) and if M
contains x19 , xm, then av — ap for 1 ^ p ^ m. This is an immediate
consequence of the minimax principle, since (AMx, x) = (Ax, x) for x e M.
Dually if M contains xm+1, , xn, then a'p = ap+1 for m ^ p ^ n — 1.
The next theorem shows that S is essentially independent of n.

THEOREM 4. If(i; j ; k) e S? for some n} then ip ^ kp and j p ^ kp

for all p, and (i; j ; k) e S? for all n ^ kr.

Proof. Suppose (i; j k) e S? for some n. Considering the case β — 0,
it is clear that ip ^ kp and j p ^ fcp for all p. If A and B are of order
AΓ, the identity diag (A, - XI) + diag (5, - XI) = diag (A + J5, - 2λl)
for large λ shows that (i; j ; k) e Sϊr. It remains to prove (i; j ; k) e S?+1.
Let A and B be of order n + 1 with eigenvalues («„), (/3P), and let (zp)
be an orthonormal sequence of eigenvectors of A + B corresponding to
the eigenvalues {jp)._ Let M be the subspace spanned by z19 ,zn.
Letting (a'p), (βp) and (Yp) be the eigenvalues of Ax, BM and (A + B)M,
we have by hypothesis

vf

h + + 7ir ^ < + + «:v + ^ + . . . + β',r.

But 7i = 7jt , αί ^ ^ ί p and β'jp ^ /9^ for 1 ^ p g r. Therefore
jp

THEOREM 5. 1/ (i; i; fc) e S,!1 απd u, v and w are integers such that
r + 1 ^ % ^ 1 , r + l ^ v ^ l α^d r ^ w ^1, and if iu + jυ ^ kw-λ +

kr + 2 then (ί19 , iu.lf iu + 1, , ir + 1; j, , jΏ-19 jυ + 1, , i r +

1; fci, , kw-u kw + 1, , fcr + 1) G Sr

n+1. iϊerβ fc0 = 0 and ίr+1 = j r + 1 =
fcr + 1 6?/ definition.3 In particular, (ix + 1, , ir + 1; JΊ, , j r ; fc: +

Proof. By Theorem 4 we may assume n — kr. Let (#p), (2/̂ ) and
(zp)9 1 ^ P ^ίn + 1, be orthonormal sequences of eigenvectors correspond-
ing to the eigenvalues (ap), (βp) and (7P) of A, B and A + B. Since
iM + j υ ^ fcw-i + w + 2, there exists an n dimensional subspace ikf contain-
ing the vectors xP9 iu + 1 ^ p ^ n + 1, the vectors yP9 jΌ + 1 ^ p ^ n + lf

and the vectors zpyl ^ p ^ kw-x. Let (αj), (βp)9 and (7^) be the eigen-

values of AMJ BM, and (A + £>)#. By hypothesis

7ί, + + 7ίr ^ ^ + + a'ir + β'h + + β'ir .

The theorem now follows because y'p — Ύp for 1 ^ p ^ /cw_i, 7^+1 g 7j> for
few ^ p ^ w, αj, ^ ap for 1 g p ^ itt_i, α; = α p + 1 for iu ^ p ^n, β'p ^ βp

for 1 g p g £,_! and βp = /3P+1 for j υ ^ p ^ n.

3 This theorem was suggested by a special case which was pointed out to me by Alan
J. Hoffman.
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Theorem 5 yields a simple proof of the following theorem due to
Lidskii.

THEOREM 6 [3]. Ifl^Pi< < Pr ̂  n, then (plf , pr; 1, , r;.

Proof. Obviously (1, , r; 1, , r; 1, , r) € S r \ Using Theorem
5 px — 1 times with w = w = 1, i; = r + 1, we find (pu px + 1, , px +
r — 1,; 1, , r: plf px + 1, , px + r — 1) e S?1+r~\ Such use of Theorem
5 is justified since ix + j r + 1 — it + kr + l*zkr + 2 = kQ + kr + 2 at each
stage. We may now apply Theorem 5 p2 — {px + 1) times with u — w — 2Ϋ

v = r + 1 since at each stage i2 + j r + 1 = ί2 + kr + 1 *z ix + kr + 2 =
kx + kr + 2. The result is

to, P>f P* + 1, , P2 + r - 2; 1, , r; p19 p21 p2

Continuing in this way we find

(JPI, , Prφ, 1, , r; plf , pr) e S^ .

By Theorem 4 the proof is complete.

THEOREM 7. (iL; j \ ; kλ) e S? for n^kλ if and only if 1 S iι S kιτ

1 ^ ii ^ K, and ix + jx = kx + 1.

Proof. The sufficiency of the conditions, due to Weyl, is usually
proved by the minimax principle. It can also be proved using Theorem
5. We have already seen the necessity of ix ^ kx and j \ ̂  kx in the
proof of Theorem 4. Now suppose ix + j \ ̂  kx + 2. Let 4̂ = diag (1,
•••,1,0, , 0) with ix — 1 ones, and J5 = diag (0, , 0,1, , 1) with

j \ — 1 ones, where the orders of A and B are kx. Since kλ — j \ + 1 g
ix — 1, all the eigenvalues of A + B are ^ 1 . Therefore 7fcl ^ 1, while
ah = βjχ = 0, contradicting (i^ i2; feO e S*.

THEOREM 8. If iyj and k are ordered pairs of integers satisfying

(22) 1 ^ ix < i2 g n, 1 S j\ <j2^n, 1< h ^ k2 ^ n

(23) ix +3ι^kλ + l

(24)
% +

(25) iλ + % + ii + i, = fci + fc2 + 3 ,

then (i; j ; k) e S2

Λ .

Proof. By Theorem 4 we may assume ^ = k2. We proceed by
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induction on n. If n = 2 the theorem follows from (1). Suppose the
theorem holds for all n < N, where N > 2. By (22), (23) and (24),
i P ^ &p and j p ^L kPfp = 1,2. Suppose iλ > 1. Then the pairs (ΐx —
1, ΐa — 1), (jlfj2) and (kx - 1, &2 - 1) satisfy (22)-(25). Therefore by the
induction hypothesis (ix — 1, i2 — 1; j \ , i2; fex — 1, fc2 — 1) e S2

N~\ If we
apply Theorem 5 with u — w — 1, v = 3, we find (i; i ; &) e S*. A similar
method takes care of the case j \ > 1. Therefore we may assume

(26) ΐi = ix = 1 -

If

(27) (ix, i - 1; i,, j2 - l K- 1, fe2 - 1) e S/^"1

and if

(28) % + j2 ^ 3 + k2 ,

then Theorem 5 with u = v = 2, w — 1 allows us to conclude (i; j; k) e Sf.
But the Condition (28) which is needed for the application of Theorem
5 will also guarantee (27). To see this, first note that (27) can fail only
when

{ i ) ^ = ^ + 1 = 2

or

(ϋ) J 3 = i i + 1 =2

or

(iii) fc, = 1

or

(iv) ix + j \ = kλ + 1 .

If (i) holds then ί2 + j 2 = 2 + j 2 ^ 2 + fc2, contradicting (28). Similarly
(ii) cannot hold. If (iii) holds, then by (26), iγ + i2 + j \ + j2 = 2 + ί2 + j 2 =
fcx + fc2 + 3 = k2 + 4, or i2 + j2 — k2 + 2, contradicting (28). Condition
(iv) implies (iii) by (26). Therefore we may assume

(29) h+j2^2 + k2.

If i2 ^ kx + 2, it is easy to show by the induction hypothesis that
(ί19 i2 — 1; j l f j 2 ; klf k2 — 1) e Sa^"1 and Theorem 5 with u — w = 2, v — Z
implies (ί; j ; k) e Sf. Hence we assume

(30) i3 ^ kx + 1 and i 2 ^ fc2 + 1 .

Now (25) and (26) imply i2 + i 2 = k, + k2 + 1, which with (29) implies
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kx — 1. Therefore by (30) and (22), i2 = j 2 = 2 and hence ix — j x = 1.
Using (25) we find fc2 = 2, contradicting N> 2. The proof is complete.

If in (25) we replace the equality sign by ^ , Theorem 8 remains
true. For if i,j and k satisfy (22)-(24) and the modified (25), there
exists a pair kf = {k[, k'2) such that k[ ^ &!, k'2 ^ &2 and i, j , k! satisfy
(22)-(25). However Theorem 2 suggests that we consider only cases
where (19) holds. Conditions (23) and (24) combined may be expressed
as follows:

iu + 3v ^ K + 1 whenever 1 ^ w ^ 2, 1 ^ i; ^ 2, 1 ^w ^ 2 , and
u + v = w + 1. This suggests the following conjecture. Let us define
inductively the following sequence of sets of triples of sequences of
integers: Let (ix; j \ ; kx) e Tί* if 1 ^ ix <̂  w, 1 ^ i x ^ w, 1 ^ kx ^ n, and
î + 0i = ^ + 1, and let (i ly , i r; ^ , , j r ; klf , fcr) e Γ* if 1 ^ i2 <

• < ίr ^ n> 1 ^ ii < * < 3r tίίn,l Skx< < kr ^n, and

(31) ix + + ir + λ + + j r = fc, + . + kr + r(r + 1)2,

and

(32) iUι+ ... +iUa+jVι+ ... + j V s ^ fc^ + . . . + ArWβ + 8(8 + l)/2

whenever

(u; v; w) G Γ;, 1 ^ s ^ r - 1 .

Theorem 7 and 8 show that Γr

n c Sr

% for r = 1, 2. It seems reasonable
to conjecture Γ* c Sr

TO for all r. I cannot prove this in general and I
know no counterexamples. The case r = 3 is the following.

THEOREM 9. If i,j and k are ordered triples of integers such that

(33) 1 ^ i, < i2 < i8 ^ n, 1 ^ j \ < j 2 < i 3 ^ n,l^ kx < k2 < h ^n

(34) ί, + i, ^ fc, + 1

(35) i
. :\ ^ h +1

(36) ix +

\ " ' / ^1 T" ^2 I 3l \ 3 2 = *^1 i ι^2 I "

(38) ix + i2 + j \ + jz)
. , . , . Γ ̂  fci + kz + 3

(39) i1 + i2

fc
• 3i '
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(40) ii + ί2 + h + j \ + 3\ + h = fei + K + fc3 + 6 ,

ί/̂ βw (ΐ; j ; k) e S".

Proof. The proof begins along the same lines as the proof of
Theorem 8 and will only be sketched. We may assume n = k3, and
proceed by induction on n. When n — 3, ix = j \ = kλ = 1, i2 = i 2 = k2 =
2, ΐ3 = «/3 = &3 = 3, and the result follows from (1). Assume the theorem
for all n < N, where N> 3. As in Theorem 8, we may assume

(41) \ = j\ = 1 .

If

(42) (ix, ΐ2 - 1, % - 1), 0 Ί i 2 , i 3 - 1), (&i - 1, fc2 - 1, ^3 - 1)

satisfies (33)-(40) and if

(43) % + Ja ^ fca + 3

then the induction hypothesis and Theorem 5 with u = 2, t; = 3, w = 1
yield the theorem. Again the condition (43) which is needed for the
application of Theorem 5 will guarantee (42). For example kx — 1 g: 1,
because if kx = 1, then by (38) and (41), i2 + j \ <£ fc3 + 2, contradicting
(43). The second inequality of (36) together with (43) and j \ ^ fc3 (which
follows from (36)) ensure j \ — 1 > i2. We may therefore assume

}
h +32)

Next we show that we may assume

(45) i2 ^ kx + 1 and j 2 ^ fcx + 1

by showing that if i2 ^ kx + 2, then (i^ i2 — 1, ΐ3 — 1; JΊ, ,7'2, y8; /b̂  fc2 — 1.
k3 - 1) G Ss^-1 and Theorem 5 with w = 2, v = 3, w = 2 gives (ί; i ; k) e Sf.
In a similar manner we may assume

(46) iz + is ^ h + fe3 + 2

(47) i8 ^ ik2 + l , i s ^ k2 + 1 .

Now (33)-(41) together with (44)-(47) are easily seen to imply kx +
k2 — k3, i2 = i 2 = fc3 + 1, i3 = i 3 = fc2 + 1 and kγ + 1 ^ fc2 g 2^!. Therefore
the theorem will be proved if we can show that

(1, p + 1, V + Q + 1; 1, V + 1, P + Q + 1; P, V + (?, 2p + q) e S3

n

whenever 1 ^ q ^ p and 2p + g = n .
Let A, B and A + I? be of order n with eigenvalues (ap)9 (βp) and
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(yp). We have qyp g yp + yp-x + + ΎP-r+i, QΎP+, ^ ΎP+q + +
and qΎ2P+q ^ 72P+g + + 72J>+i- Hence

9(7* + Ύp+g + Ί2P+q) ^ trace (A + B)

- (7i + + Ύp-q + 7P+(?+1 + + 72P) .

Similarly

9(0^ + α p + 1 + α p + ί + 1 )

^ trace A — (ag+1 + + ap + α p + a β + 1 + + <*2p+9)

and we have a similar statement for the β's. Therefore we need only
prove

(q + 1, , p, p + 2p + 1, , 2p + q; q + 1, , V, V + 2q

+ 1, « ,2p + g l, « , p - g,p + ? + 1, , 2p) € S2
W

P_2, .

This will follows from Theorem 3 (ii) if we can show

(48) (1, , p - q, p + q + 1, , 2p; 1, , p - q, p + q

+ 1, . . . , 2 p ; ? + l, . . . , p , p + 2? + l , , 2p + 9) e S2%-2q .

By Theorem 6 we have

(1, . . . , 2 p - 2 ? ; l , •• , 3 > - g , p + l, •• , 2 p - g ;
1, , P - 9, P + 1, , 2p - g) e S2

2

P

PΓ2

9

9 .

We may apply Theorem 5 q times with u = w = p — q + 1, v = 2p — 2q +
1 to obtain

(1, , p - 9, ί> + 1, , 2p - 9; 1, , p - 9,

p + 1, , 2p - 9; 1, , p - q, p + q + 1, , 2p) e S^-2q .

Theorem 5 applied 9 times with u = v = p — q + 1, w = l yields (48).
The proof is now complete.

A proof of Tΐ c SΓ along the same lines runs into the following
difficulty. The first half of the proof, that is, the application of Theorem
5 in all possible ways, carries through. However the cases left untouched
turn out to be too numerous to handle by the methods of the second
half of the proof of Theorem 9. I have verified Tΐ c Si for n ^ 8.

As for the statement S? c Tr

n, it is possible to show by a consider-
ation of diagonal matrices that if (i;j;k)e S? then (32) holds for s = 1,2.
This together with the remark following Theorem 8 determines SΓ But
the general statement S? c Tΐ is false even if we weaken the definition
of Tr by replacing the equality sign in (31) by ^ . For example a con-
sideration of the trace condition shows that (1, 5, 9,12; 1, 5, 9,12; 4, 8,12,
16) G S4

16.
Guided by Theorem 3 (ii), the dual set T? may be defined inductively
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as follows: (i19 j l f kj e T? if ix + jx = kx + n, and (i; j ; k) e T? if iλ + +
ir+3i+ + Or = &i + ' + ^r + wr — ̂  — l)/2 and

V + + * „ . + θ\ + + 3v. ^kWl+ ->- +kWs + ns- s(s - l ) /2

whenever (w; v; w) e Tζ. It is easily seen that (i; j ; k) e T? if and only
if (n — % + 1, , n — ix + 1; n — i r + 1, , n — ji + 1; ^ —^r + 1, >
r̂  - kλ + 1) e Γr

Λ. Hence by Theorem 3, T? c S? is equivalent to T? c
Sr

w. I have been unable to prove the analogue of the last transformation
rule of Theorem 3. However I can prove that if (i; j ; k) e f", then
(ίr; f; k') e Tn-19 where i', j ' , and kf are the complements with respect
to n.

3. The set E. We return to the problem of determining the set
E defined in the introduction. Let F be the set of points 7 defined by
7i ^ ••• ^ 7n,

7i + + 7. - «! + + an + A + βn,

ykl + + 7*r ^ ^ + + α i r + βo + + βjr

whenever

(i; i ; ί ; ) 6 ! Γ ; , H r ^ w - l .

In § 2 we have shown that E c F for w ^ 4. In this section we will
prove that E — F for w ^ 4 .

There is no loss of generality in assuming aλ > > αM and ft >
• > βn. The set Er defined in § 1 is a closed subset of E. Since F
is closed and convex, it will follow that E' = F, and therefore E = F,
if the boundary of £" is contained in the boundary of F. To see this,
let 7 be an interior point of Ef and suppose Y is any point of F. If
7' is not in Er there must be a boundary point of Ef in the open
segment joining 7 and 7'. But all points of this open segment are
interior points of F.

A boundary points of Ef with at least two equal coordinates is
obviously a boundary point of F. If 7 is a boundary point of Ef with
distinct coordinates, there is associated with 7 a triple (i; j ; k) satisfying
the conditions of Theorem 2. All that remains to prove is that (i j ; k)
e jΓr\ To this end we first prove the following theorem.

THEOREM 10. If 7 is a boundary point of Ef with associated
sequences (i; j ; k) of order r, then for any (x; y; z) e Si, there cannot
exist a triple (u; v; w) e SZ~r such that iXp ^ xp + up — 1, j y p ^ yp + vp —
1, and kz ^ zp + wp, for 1 <£ p ^ m.
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Proof. For convenience, we write a(p) instead of ap. By hypothesis
there exist Hermitian matrices A19 Blf and Aλ + Bx with eigenvalues
(a(ίp)), (β(jp)), and (Ύ(kp)), p = 1, , r, and Hermitian matrices A2, B2r

and A2 + B2 with eigenvalues (a(ί'p))f (β(j'P)), and (Ύ(K)), p = 1, , n — r,
where i ' is complement of i with respect to n. If there exists a triple
(u; v, w) e SZ~r such that iXp < i'Up, j V p < j ' V p , and kr

8p > k'Wp, H p ^ ,
then we have

This is impossible since a(ίXp) > a(if

Up) and β(jVp) < β(jf

Vp). Therefore it
remains only to show that ip < i'q is implied by ip ^ p + q — 1. If i p ^
J) + ϊ — 1, then at least p terms of the sequence i are <; p + g — 1.
Therefore at most g — 1 positive integers ^ p + q — 1 are not in i.
Hence i'q > p + g — 1 ^ i p .

THEOREM 11. If 7 is a boundary point of Ef with associated

sequences i, j , k of order r , then ix + j y ^ kz + r whenever (x, y, z) e f{.

More generally, if x + y Ξ> z + r, the ix — x + j y — y ^ kz — z.

Proof. We have n ^ r + 1 ^ 2. Since (a; y; a? + y - r) e T{ c S{,
it follows that (x; y; z) e S{. Let u = ix — x + 1, v = j y — y + 1, and
w = kz — JS. Clearly, u ^ 1,1; ̂  1, and w ^n — r since fcx — 1 ^ fc2 —

2 ^ ••• ̂  kr — r ^n — r. We must prove u + v ^ w + 2. It u + v ^
w + 1, then w ^l,u ^ w, and v ^ w. Therefore (w; v; ̂ ) e Tι~r. This
contradicts Theorem 10.

THEOREM 12. Under the same hypothesis as Theorem 11, if n ^ r +
2, £/̂ w iX l + ίX2 + j V i + i y 2 ^ kZl + kZ2 + 2r — 1 whenever (x, y, z) e f2

r.

Proof. We are given ^ + 2/2 Ξ> zx + r, α;2 + y1 ^ ^ + r, x2 + /̂2 ^
z2 + r, and ^ + x2 + yλ + y2 = ^ + 2;2 + 2r - 1. Let ap = i β p - α?p + 1,
δp = i ^ — yp + 1, and cp = w^ — zp, p = 1, 2. By Theorem 11, αx + b2 ^
Cj + 2, α2 + 6X ̂  cx + 2, and α2 + b2 ̂  c2 + 2. Suppose the theorem fails.
Then aλ + α2 + bλ + 62 ^ cx + c2 + 3. Therefore

(49) α2 + 6i ^ d + 1

(50) αx + 62 ^ c2 + 1

(51) α2 + 6X ̂  c2 + 1 .

Also H αj ̂  α2, H ίi ^ 62, and c2 ^ ^ — r. By (49), cλ ^ 1. Moreover
cx + 2 ^ a± + δ2 ̂  c2 + 1, so that c2 + 1 ^ c2. Now let uλ = α1? u2 =
max (α2, αx + 1), vx = 6X, v2 = max (62, 6X + 1), wx = cx, and w2 = c2. It is
easy to see that n1 + v1^wι + 1, ux + v2^w2 + 1, w2 + ^ ^ ^ 2 + 1, and
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ut + u2 + vλ + v2 g wλ + w2 + 3. As previously remarked there exists
a pair (wi, w'2) such that w[ ^ wlf w2 ^ w2, and (w; v; w) e T^~~r. This
contradicts Theorem 10.

Using a generalized version of Theorem 12, it is possible to show
that

iXl + %2 + iχ3 + 3Vl + 3v2 + 3vs^ ktl + K2 + Ks + r + r - 1 + r - 2

whenever (x; y; z) e Γ3

r, n ^ r + 2.

THEOREM 13. If Ί is a boundary point of E' with associated
sequences i, j , k of order r — 1, 2, 3 or n — 1, ί/ien (i; j ; fc) e T?.

Proof. For r = 1 this is obvious. For r — n — 1, the complementary
sequences with respect to % are of order 1 and satisfy i[ + jί = Jc[ + n.
Therefore (ϊ; f; k') e ϊ\n. By the last sentence of § 2, it follows that
(i j kJeT^. For the cases n = 3,4 this can be easily verified by
listing cases. Now suppose r = 2. We must prove that (23) and (24)
hold. In view of (25), this means we must show that ix + j y ^ kz + 2
whenever (cc; ̂ / 2) e ΪV. But this follows from Theorem 11. Suppose
r = 3. We may assume n ^ 5. By (40) and Theorems 11 and 12 we
have (34)-(39), since if (x; y; z) e T% then {x'\ y'; zf) e Γ3

3_g, p = 1, 2.
Theorem 13 completes the proof that E — F for n ^ 4. It is possible

to extend the proof to n ^ 8. But the general case remains open.
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