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Abstract
For any groupG the involutionsZ in G form a G-set under conjugation. The
corresponding G-permutation modul&kZ is known as the involution module @8,
with k an algebraically closed field of characteristic two. In th@per we discuss

the involution module of the projective special unitary gpoPSW(4").

1. Introduction

Let Z be the set of all involutions in a group, that is, the group elements of order
two. ThenG acts onZ by conjugation. The corresponditgs-permutation modul&Z
is known as thanvolution moduleof G. Herek denotes an algebraically closed field of
characteristic two. The involution module has been studiegkeneral by G.R. Robinson
[8] and J. Murray [4], [5]. Furthermore the author studied tteolution module of the
special linear group Si(27) in [6] and the general linear group G2") in [7].

In this paper we investigate the involution module of thejgetive special unitary
group PSW(22"). In the following we introduce this group. For details s& &nd
[2]. Let q:= 2f, for somef > 2. ThenFy. is the finite field withg? elements. For
any elementx € F. we define NK) := x9*1 and trik) := x 4+ x4, called norm and
trace of x respectively. As is standard G{g?) denotes thegeneral linear group that
is, the group of invertible X 3-matrices with entries iff;2. The elements in Gi(q?)
with determinant one form thepecial linear groupSLs(q?). Let A € GLs(q). Then
‘A denotes the matrix obtained fromA by raising each entry ofA to the powerq.
Moreover AT is the transpose oA. Finally A is called hermitian matrixif AT = A.

Let A € GL3(g?) be hermitian. The set of ak € GL3(g?) so thatXT AX = A form
the unitary groupUs(g?). lts kernel under the determinant map is #ecial unitary
groupSUs(g?). We havelSUs(g?)| = g3(g%—1)(g® +1). If Z(SUs(g?)) denotes the center
of SUs(g?), then we obtain thprojective unitary grougPSUs(q?) = SUs(q?)/Z(SUs(g?)).
This group is simple, and thus makes an interesting objestiunfy. Even though our main
interest lies in PSk(g?) we work with SW(g?) in this paper, as all results can be trans-
fered back via the canonical epimorphism &%) — PSUs(q?).
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Up to isomorphism this construction of $(d?) is independent of the choice of
the Hermitian formA. In the following we set

1
A= 1 ,
1

and for the remainder of the paper IBt= {X € SL3(q?): XT AX = A}.

In Section 2 we take a first look at the involution module®fand show that there
is one conjugacy class of involutions. We briefly presentitheducible kN and kG-
modules in Sections 3 and 4, respectively, whiErés the normalizer of the centralizer
of an involution of G. In Section 5 we determine the components of kieand fi-
nally in Section 6 we study the composition factorskaf. In Theorem 6.6 provides
a formula to calculate the multiplicity of each irreducibt&s-module inkZ. In the
remainder of Section 6 we look at a combinatorial method terdgne the numbers
involved in Theorem 6.6.

2. Local subgroups and involutions in SU(g?)

Let o, B, y € Fg2 such thata # 0. Then

a p 14
M(a, B, y) := ad™l o 1pa
a9

lies in Sla(g?). Furthermore letl := {M(a, B, y): @ € Fo. B,y € Fq}. Since

1) M@ B,y)- M@, B, y) =M, af + B ay’ + o 9 + ya'™9)

it follows that L is a subgroup of S}(g?). Also it is a straightforward exercise to show
that M(«, B, v) € G if and only if tr@y®) = N(8). In particular

N:=GNL= {M(a, B.y) o€ IF;Z, B,y €Fg, tr@y%) = N(,B)}.

Let us fix elementsr # 0 andpg in Fg.. Then there are exactly differentx € Fy. such
that tr(x) = N(B). As for each suclx there is a uniquey € Fgp such thatey9 = x,
we get that|N| = q3(g? — 1).

Next we present two homomorphisms dh First consider the map

(2) ¢1: N —> N: M(«, B, ) = M(«, 0, 0).
Then ¢; is a homomorphism by (1). Moreover the kernel@f is given by

S:: {M(l!lgv J/) ﬁ! 14 € ]qu! tr(]/) = N(ﬂ)}
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Since|S| = g3, it follows that S is a Sylow-2-subgroup of bots and N.
Next considerg,: N — N: M(«, B, y) = M(N(x), 0, 0). As the norm is multi-
plicative, ¢, is a homomorphism, by (1). The kernel is

C:={M(a, B,y): a, B,y € Fp, N(&) = 1, trlxy?) = N(8)}.

ThereforeN/C = Cq4_1 and |C| = q3(q + 1).
As is common let N(U) denote the normalizer df in G, if U < G.

Lemma 2.1. Let ge G. Then SN gSg*! = 1 if and only if ge G\N. In
particular, N = Ng(9).

Proof. SinceS is normal inN it is enough to show thaNgSg? # 1g implies
ge N. So letg = («j) € G such thatSN gSg? # 1. Then there exists ¢l #
M(1, 8, y) € SNgSg?t. As N(B) = tr(y) it follows that y # 0. Furthermore there is
1 # M(1,8,y’) € Ssuch thatM(1,8,y)-g=g-M(1,8,y'). By comparing the first
and second columns on either side we see th&a an upper triangular matrix. Now
g € N can be derived from the fact that Ag = A. (Note thataiiazs = 1.) ]

One can show that aldd = Ng(C). However we do not require this result and omit
a proof here. The following result is a consequencésofiaving a BN-pair (for details
see [1]), where ouN and the group generated by the matAxmake up the pair.

Lemma 2.2. There are two(N, N)-double cosets in Gwhich are N and N AN.
Furthermore NN ANA™ = {M(, 0, 0): « € ]F(;"z}

Next we count the involutions ifG. Let M(1, 8, y) € S. Then M(1, 8, y)? =
M(1, 0, N(8)), by (1). Note that N§) = tr(y) = 0 iff p = 0 andy € Fy. Hence
{M(1, 0,7): y € Fy} are all involutions inS. Next takey, y’ € Fy and leta € Fq*2
such that N¢) = y’y 1. Note that such ar always exists. TheM(«,0,0)}M(1,0,y)-
M(x,0,0)t = M(1,0,y"), by (1). Hence all involutions ir§ are G-conjugate, and thus
all involutions inG lie in the same conjugacy class. Moreover Lemma 2.1 implias th
two different Sylow-2-subgroups db intersect trivially. As there aréG: Ng(9)| =
|G : N| = g + 1 Sylow-2-subgroups o6 we conclude that there argX+ 1)(q — 1)
involutions forming one conjugacy class.

We consider the involutio := M(1, 0, 1). As usual let g(T) denote its central-
izer in G and Ck(T) its conjugacy class ir6.

Lemma 2.3. We haveZ = Clg(T) and C= Cg(T). In particular KZ == kc1©.

Proof. It remains to show thaf = Cg(T). Using (1) it follows easily thaC <
Cc(T). As |Cs(T)| = |G|/IClc(T)| = g3(g + 1) the proof is complete. O
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Note that sinceS is a trivial intersection group and normal @, every component
of kZ is either projective or has verte

Finally observe that Z8) = {a-|: o € Fg, o® = 1 = %"}, Therefore|Z(G)| =«
and |PSU(3,0%)| = 93(g? — 1)(@® + 1)/&, wherees := gcd(3,q + 1). In particular ZG)
is of odd size. As the 4&) acts trivially on the involutions by conjugation it foll@v
that the involution module o6 is the inflation of the involution module of PS(g°?),
w.r.t. the canonical epimorphism $(d?) — PSW(q?). Hence in order to understand
the latter it is sufficient to study the former.

3. The irreducible kN-modules

Recall thatS is normal in N. By Clifford theory the irreduciblé&kN-modules are
inflated from the irreducibl&N/S-module w.r.t. the epimorphisiN — N/S induced
by @1 as given in (2). SinceN/S= H := {M(a, 0, 0): « € F,} is cyclic of order
g% —1 we can describe the irreducibkN-modules as follows.

For j €{0,1,...,9%—2} let V; be a one-dimension&-vector space where

3) M(a, B, ) @ = M(2, 0,0) w :=a - o,

for all M(«, 8, ¥) € N andw € V;j. The variousV; give all irreduciblekN-modules.
Often we use an alternative representation of the irredriibl-modules. LetF :=
{0,1,...,2f —1}. Then forl € F we define

4) n(l):=>» 2.

tel

Note the bijectionl <> n(l), between the subsetsof F and{0,1,...,q°—1}. We define
Vj := Vp), for all J € F. Sincen(F) = 0 mod 6% — 1), we haveVy = Vy = ky.
Overall the irreduciblek N-modules are given by; := V), for all J € F.

Let t; or tyy) denote the Brauer character ang the dual ofV,. Observe that
Vi) ® VR\j = kn, and thus

(5) Vi = Vy, where J:=F\J.

4. The irreducible kG-modules

In this section we focus on the irreducibléG-modules. They are described in
detail in [2]. Still let F:={0,1,...,2f —1} and taket € F. Let M = k® with the
natural G-structure. Next we defindl; =~ k3 as thekG-module, whereX acts onM;
as X® acts onM. By X® we denote the matrix that derives frok by raising each
entry to the power 2 Next, fort =0,..., f —1, we have

(6) M; ® Miy s = ke @ Mgy, as kG-modules,
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where Mg ¢ 1y is irreducible and has dimension 8.
For everyl € F we define the sets

lp:={tef{0,1,..., f=-1:t,t+fel}
ls:={tel:t+f &l},
f()y:={t+f:tel},
R(l):={teF:telort+ fel}.

It helps to think of F as two rows, with the top row ranging from 0 tb— 1 and the
bottom row ranging fromf to 2f —1. Givenl| C F the setl, contains those integets
from the top row whose counterpart- f in the bottom row also belongs ta Hence
{t,t + f} form a “pair” in |. On the other hand the sé&f gives the “single” elements
in |, that is, those integers in both rows where + f is not contained inl. Here
t + f is to be taken modulo 2 Furthermoref(l) is the set of all counterparts of
elements inl, whereasR(l) is the union ofl and f(I).
Set My := kg, and for| # @ we define

M = ® Mt+f) ® ® M.

tel, tels

As explained in [2] this gives alfj? irreducible, pairwise non-isomorphkG-modules.

Recall that the involution module d& is inflated from the involution module of
G := G/Z(G). Hence if M, appears inkZ then Z@G) acts trivially on M,. So let
a-1 €Z(G)={a-1:a €Fgp, o®=1=0a%"}. Then 1) w=0a?- o forwe M
and @+ 1) 0 = a?+2"" . o, for @ € M.y 1). Hence, if we usen(l) as defined in (4),
we obtain

Corollary 4.1. Let | € F such that M appear in the involution moduleZk
Theng|n(l), wheree = gcd(3,q9 + 1).

Let ¢, denote the Brauer character M, for | € F, and for everyt € F set
¢ = ¢r;. We aim to expresg; |y as a linear combination of the irreducible Brauer
charactergty: J S F} of N. With respect to the basige;, e, e;} the action of any
M(a, B, ¥) € N on M, is given by

azt ﬂzt yz[
@2 (o 2p)?
(@ )?

Hence

) OrdN = Tt + Toef_pt + Tpet.
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Also one checks easily that the socle M|y coincides withV,. This leads to

Lemma 4.2. Let | CF. Then M|y has V in its socle.

Finally let M* denote the dual of someG-module M. Then for everyt € F, we have
(8) Mt* = Mt+f and M(T,t+f) = M(tYHf).

5. The components ofkZ

In this section we provide a complete decomposition of thelition modulekZ
of G. By Lemma 2.3 we hav&Z = kc1€. Furthermore recall tha® is normal in N,
where N/C is a cyclic group of order — 1. HencekctN =~ kN/C is a direct sum of
all irreducible kN-modules on whichC acts trivially.

In Section 3 we described the irreducibkeN-modules. By (3) we know that
M(a, B, y) - o = "D . w, for all M(e, B, y) € C and w € V3. HenceC acts triv-
ially on Vy if J =0, as thenn(J) = 37,2 = (q + 1)~ 3, 2. Since there are
exactly g — 1 different J ¢ F with J; = @ we conclude thakctN = Dicr g Vs
In particular

() ket®= P Vite

JGF, J=0

Moreover we have/ 1€ = ky1C = kg @ X, where X is a g3-dimensionalk G-module.
Hence there are at leagtindecomposable summands ka1C. Furthermore observe
that ky appears in the socle dfl: |y, by Lemma 4.2. Hencdl: appears in the head
of ky1C. ConsequentlyX = Mg. Using Lemma 2.2 we see thaflr [y = ky 1N,
whereH = {M(«,0,0} @ € ]F;z}. SinceH is a 2-group we know thaky 1N is project-
ive. Then, asN contains a Sylow-2-subgroup &, we conclude thaMg is projective.
In fact Mg is known as theSteinberg module
In the following we show that ouq summands okZ are all indecomposable.

Lemma 5.1. Let J< F so that § = @. Then Hom(V31€, V31¢) is one-
dimensional unless J= @ in which case it is two-dimensional. In particulay;1¢
is indecomposable if ¥ @, and \41C = kg ® ME.

Proof. By Lemma 2.2 we know that thé&l( N)-double cosets irfG are given by
{N,N AN}, and furthermore’NNANA™ = H = {M(«,0,0} « € ]F;z} Now let J ¢ F.
Then, by Mackey’s lemma,

Vat®)in= B (Vo)nnsns)tN = Vi @ (A-Vy)uth.
seN\G/N
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We claim thatA - V; = V5 as kH-modules, where] := F\J. Letw e A-V; and
o€ F(;"z. Then

M(a, 0,0)- @ = (A-M(@™@,0,0)- AN - = 9D .y = ¢"D . ),
since—qn(J) = —q Y 52 = Yy —2*" =n(J) mod @*— 1). Therefore

(10) Vatn = Vi & (V)uth.

Next let| < F such thatV, appears in the socle of4)y1N. Then by Frobenius
reciprocity it follows thatVy =~ V|, askH-modules, and thus deN-modules. Therefore

(11) soc(¥5)n tY) = V.

As dim¢Homyg(V316,V;1C) = dimcHomen(Vy, (V3 1€) I n) the statement follows from
(10) and (11). 0

The following proposition summarizes the complete decasitipm of ke 1€ into
indecomposable modules.

Proposition 5.2. The involution module K has q components and its decompos-
ition is
KI=ket®=ke®@Merd P Vi1°.

O£ICF, Js=0

Next we want to investigate the structure of the head andesaicV;1C, for @ #
J € F such thatJs = 9.

Proposition 5.3. For every@ # J < F so that 4 = @ we havehd(V;1¢) = M;
and soc{;1¢) = Ms.

Proof. AssumeM,, for | C F, appears in the socle &f;1¢. Then soci/, | n)
is a direct summand of so&{1®){n). The latter equals/; & V5 by (10) and (11).
Now it follows from Lemma 4.2 that = J or | = J. FurthermoreM, appears exactly
once in the socle o¥/;1C.

We claim thatM, |y is indecomposable. Since = @ we haveM; ® My = Mg.
Then M| N ® My{n = Mgl n and therefore it is enough to show thilis | is in-
decomposable. Bu¥ig |y = ky 1N, whose socle i&y, by (11). That proves the claim.

As (V31C) N = Vi@ (V5)u N, by (10), it follows thatM, |y appears in\G)u 1.
However that forced = J and thus sod(;1¢) = My.

The statement about the head follows fromWd(®) = (soc(\/J*TG))* and the facts
M3 = M; and V; = V5, given by (8) and (5), respectively. ]
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6. The composition factors ofkZ

In this section we investigate the composition factorsk®df In Theorem 6.6 we
present a formula to calculate the multiplicity of each dueible kG-module inkZ.
Finally we study a combinatorial method to determine the Ipers involved in The-
orem 6.6.

First we look at the components of the projective moddle ® M, for I € F. In
[2] Burkhardt determines these components. Consider flefiog properties (P1)—(P5).
Letl,J € F and setX := f(l)Nn J:

(P1) f(l)uJd=F,

(P2) Xs # 0,

(P3) R(X) = F,

(P4) between any two elements ¥ there is an even number of elementsRgXp),
(P5) between any element &f; and any element of (Xs) there is an odd number of
elements inR(Xp).

DEFINITION 6.1. Letl,J C F. We sayJ is of typel, if | and J satisfy the
properties (P1)—(P5). Furthermore By(lI) we mean the set of all setsC F that are
of type I.

Lemma 6.2. Let I, J € F such that J is of type |. Then
(Q1) R(I) = F = R(J),
(Q2) R(ls) < J,
Q@3) I #F or J #F,
(Q4) |(f(1) N J)p| is odd.

Proof. Observe that (P3) implies (Q1). As C J, by (P1) andf(ls) € J, by
(P3), we obtain (Q2). Next (Q3) follows from (P2), and (Q4)ixonsequence of (P2)
and (P5). ]

Before we present Burkhardt's result on the componentsipfp M, we need the

following lemma. Forl € F we defineN(l) := R(l), that is, N(I) ={te F:t,t +
fély).

Lemma 6.3. Let I, JC F. Then fl)UJ=F and (f(l)N J)s = @ if and only
if there is some A |, such that J=IsUN(I)U R(A). Also in this case A= 1N Jp.

Proof. Observe thafF is the disjoint union ofls, f(ls), R(l,) and N(I). Also
note thatf (1)U J = F implies IsUN(l) € J. Since@ = (f(1)NJ)s=(f(ls)NI)sU
(R(1p) N J3)s = (f(ls)NI)U(R(Ip) N Js) we obtainf(ls)NJI =@ and R(1p) N Js = 4.
The former gives] = IsU N(1) U (R(Ip) N J), while the latter implies thaR(Ip)NJ =
R(Ip) N R(JIp) = R(1pN Jp). Overall we getd = IsUN(1)UR(A), where A:=1,NJp.
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Now suppose thad = IsUN(I)UR(A), for someA C |,. Then clearlyf(l)uJ =
F, and sincef (1) N J = R(A), we obtain (1) N J)s = 0. O

For any | € F, let P, denote the projective cover dfl,. Then the following
corollary is a consequence of [2, (31)] and Lemma 6.3.

Corollary 6.4. Let | £ F. Then

Me @ M| = @ 24 PLun(UREA) © @ 21Nkl py
ACly 3eT (1)
Mg ® Mg =m- Mg & @ 24 Py @ @ 21%Ip,
ACF, JET(F)

where m= 1 if f is even and m=2f*1 + 1if f is odd.

For | € F we define the Brauer character := ¢, |n. Then fort € F, we have
o L= oy = T+ Tttt Topef, by (7), andott,t+f = Qi f) = 0t O f — To,
by (6). Hence the multiplicity oftp in «;1+¢ equals 2, and thus we can defifig:=
a4 f — 270. For non-emptyl € F, we definep; := [];, B:, while By := 10. Then

12) (ro)in =ar - - [J(B+2t0) = D 2™ ap -, Bipa

tely ACly

Furthermore, for every C F, we denote the Brauer character Bf| y by x.

Lemma 6.5. Let@ #1 C F. Then

xo=op o By, — . 2Nkl
JeT(IUN(1)
Xo = oF - Pr, —M- XF — Z 2% ¥,
JET(F)

where m= 1 if f is even and m=2f+*1 + 1 if f is odd.

Proof. Let@ # 1 C F. Then

< Z 2lAl, XIUR(A)) +x + Z 2IN()pNJpl X3

(13) B#ACN(I), JeT(ISUN(I))

= (@r-pone)in = D> 2%-ap o Buiypa,
ACN(D)p

where the equalities follows from Corollary 6.4 and (12)spectively. Next taked #
AC N(l)p, and letX := IsUN(I)\R(A). ThenX, = N(I)p\A, Xs = Is and N(X) =
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R(lp) U R(A). FurthermoreR(X) # F, and consequently there is no set of ty)eas
property (Q1) is violated. Applying both Corollary 6.4 ant} to rex)!n We get

BEN(I)p\A BEN(I)p\A

Now by induction overfN(1),\ Al we conclude thatvr -« - Bn(y,\a = X1ur(a)- There-
fore (13) reduces to

ap By, =0+, 2Nl
IET(IUN()

This proves the first part of the lemma. The second part isgora@imilarly. ]

For two characterg; and g, let #(p1,¢,) denote the multiplicity ofp; in ¢,. Like-
wise for modulesM; and M, let #(M1, M) denote the multiplicity ofM; in M,. For
I € F we define

m, := Z #(tk, o, - Biy)-

K SF,Ke=0

Theorem 6.6. Let?@ #1 CF and m=1if f is even and m= 2"+ 4+ 1if f is
odd. Then

#Mi, ke ) = mony — Yo 2N my,
JeT(1sUN(I))

#Mp, k1) =me —m— Y 2%l.my.
JET(F)

Proof. First letJ € F be of some typel € F. We claim thatx; = of - oy,.
By (Q1) we haveR(J) = F. HenceN(J) = @ and J # 0. Also 7(Js U N(J)) = 0.
This is true sincels U N(J) = Js and (f (J) N K), = @, for any K € F, which then
violates property (Q4). Overall the claim now follows fronerhma 6.5.

Next let® # | € F. By Lemma 6.5 and the above paragraph we obtain

X1 = Oof - (als . ﬂN(')p — Z Z‘N(l)Pm‘]Pl .aJS),

JeT(IUN(I))

X9 =0lF'<,3F,,—m'T®— Z 2J"|'OlJS)-

JeT(F)

Now let K ¢ F so thatKs = @. Then #M,, Vk 1¢) coincides with the dimension of
Homeg(Vk 1€, P;) =2 Homen(Vk, Prin). As Mg | n ® Vi is the projective cover of/k
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we get that #,, Vk 1¢) equals the multiplicity ofM¢ |y ® Vi as a direct summand
of P, |n. The Brauer character d¥lc |y ® Vi is given byar - 7¢, and thus we obtain

#M, Vi 1©) = #<77K. oy, BNy, — Z 21NNl '0lJ3>,

JeT(IUN(I))

#(Mg, VKTG = #(‘L’K, ﬂFp —m-t5 — Z 2|Jp| -(XJS).

JeT(F)
As #(My, ke 1®) = Y« k.o #(M, Vk 1) the proof is complete. O
In the following we wish to calculate the numbey, combinatorically.

DEFINITION 6.7. Letl CF. Amapg¢: | —{1,2,3 is called asolutionof | if
S Iinflz)=1nNnf(lx) = 13N f(l1) =0,
(S2) Yieru1, 2 + Yy, 27T =0 mod @ + 1),
wherelj:={tel:¢(t)=j}, for j =1,2,3.

Furthermore a solutior of | with 13 = @ is called abasic solutionof |.

Let | € F. Every solutiong of | can be associated to a basic solutionl ofby
composing¢ with the mapz: {1, 2, 3 — {1, 2, 3 such thatr(1) = 1 = ¢(3) and
7(2) = 2. Note that two solutiong; and ¢, of | are associated to the same basic
solution if and only if¢; and ¢, map the same elements bfonto 2.

Now we can also determine how many solutionslofre associated to a given
basic solutions of |. Note that every time we change certaits in the image of¢
to 3s we obtain a new solution, as long as we make sure to treat flairs+ f} C |
that are both mapped onto 1 equally. Hence if we defipe= {t € {0, 1,..., f —

1}: {t,t + f} NI # @}, then for every subseP € T, we obtain a solution of that
is associated tg. Overall a basic solutior has 2™<! solutions associated to it.

Lemma 6.8. Let | € F. Then m equals the number of solutions of that is

m = Z 2|T§|,

where the sum is taken over all basic solution®f I.

Proof. It is enough to show tham, equals the number of solutions of as the
rest of the statement then follows from the previous pagdgra

By definition m; counts the occurrences of characters of the fagmin «, g,
where K € F so thatKs = @. Recall thaty = 2 + o+ a2 + T o+ and gy =
ara, ; — 310, for t € F. In particular note that iny i, ¢ the three occurrences of the
trivial characterstg, derive from multiplying the first summand ef; with the third
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summand ofw;, ¢, the second summand of with the second summand of, ; and
the third summand oé; with the first summand o#;:. Hence for every summand
7 in o B, we have a disjoint uniom; U1, U I3 of I, wherel N f(l3) = 120 f(12) =
3N f(l1) = @, such that

Yo=Y 24y @ -2+ ) -2 mod @ -1).

tekK tely tel, tels

On the other hand for every such disjoint union we get a sundna@nn o 8;,. However
we are only interested in thoge ¢ F with Ks = @, that is,) ..« 2 = 0 mod @ + 1).
Observe thad ., —2*" =", 2 mod @+ 1) and) . (2" -2 =Y, 2+

mod @ + 1). Therefore we only count those disjoint uniohsU I, U I3 of I, where
LN f(lz)=1Nn f(ly) = 13N f(l)) =@ and

Y 24y 24T =0 mod @+ 1).

teluls tel,

As those correspond to the solutions lofthe proof is complete. ]

Hence in order to determinm;, we need to find all basic solutions d¢f First
observe the following

Lemma 6.9. Let | € F. A mapc: | — {1, 2} is a basic solution if and only if
(BS1) I, N f(l2) = 9,
(BS2) Y 1.2 =33, 2 mod @+ 1),
where b ={tel: ¢(t) =2}.

Proof. For a basic solution property (S1) can be replaced31], sincelz = @.
Next observe that

Zzt+1+f EZ'Q'ZZIE_Z'ZZt mod @ + 1).

tel, tel; tel;

Thus (S2) becomed_,, 2 =3-) .2 mod @+ 1). Butas) ., 2 =Y, 2' +
Yre, @27 =3 2+ (@+1)- X, 2 it follows that for basic solutions (S2)
and (BS2) are equivalent. ]

Observe that we have confirmed Corollary 4.1. ket gcd(3,q + 1) and suppose
M, appears inkc1®, for somel € F. Then by Theorem 6.6, we have,  n() > 1.
Thus by Lemma 6.8 there is a basic solutionl@f) N(1). But now Lemma 6.9 (i) im-
plies thate dividesn(ls). As n(l) andn(ls) are congruent modulqg + 1, they are also
congruent module. Consequently | n(l), which is the statement of Corollary 4.1.
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In the following we explain how to find all basic solution forgiven | € F using
Lemma 6.9. For instance let = 5, and considefF as two rows

011234
5/6|7|18|9

Next let 1 = {0, 1, 2, 3, 4, 5, 8, B which is given by

011234
S| | -89

By Lemma 6.9 our aim is to find subsets of | such thaty . 2'=3-3 . 2

mod @ + 1), wherel, contains from each column at most one element. Since in our
example) ., 2' = 2+ 22 = 6, we are looking for solutions of the linear congruence
6 = 3x mod 33. The following image shows the powers of 2 modgle- 1 that can

be obtained

20 |2t 22| 28 2t
_ 20 . . _ 23 _ 24

As x is the sum of at most one entry from each column, we get the ruppend
M= 20421 4224284 24 =31 and the lower bounth = —20 — 23 — 24 = 25

for x. One checks easily that6 3x mod 33 has five solutions betweef5 and 31,
which are—20, —9, 2, 13 and 24. However it is difficult to see if we have fount al
possibilities of writing, say—20, as a sum of the available powers of two. Thus we
propose the following technique.

We start by allocating all entries of the lower row tg, that is, {5, 8, % in our
case. Therx = —25, which is not what we want. Now every time we remove an entry
from |, we have to add the respective power of 2-85. For instance if we remove
9 we have to add“ Likewise we may include entries form the first row. For ims@

2, which means we have to add. 2We could also wish to include 4. As this would
also force us to remove 9 first we have to addf@ the removal of 9 and “2for the
inclusion of 4, that is, 2 altogether. The following table shows the change we cause
to x by including elements of the top row or removing elementsnfithie bottom row.

L2t 22|24
20 . 232

So let us start withxg = —20. Initially we havel, = {5, 8, 9. In order to get form
—25 to —20 we need to add 5 2° 4 22. Observe that the only way to gef & to
remove 5 froml,, (and not include 0). Now the only way to get B by including 2.
We getl, = {2, 8, 3, which we represent as follows

11]1(]2]|1]1
1|1-]-12]2
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Next let x, = —9. The difference 16= 2* can be obtained in three different ways.
Firstly by including 3, which involves the removal of 8. Sadty by removing 9 and
thirdly by removing 8 and including 0, 1, 2, sincé 2 23 + 22 + 21 4 21, Overall we
have three basic solutions as follows

111|121 1/1111]1|1 2121211
2|12 (2|21} 1. -]11]2

Now let xo = 2. Then| —25—2| = 27 =20 + 21 4 23 4+ 2% Here there is only one
basic solution, which is

1121111
11111

For xo = 13 we have| —25—13| = 38 =21 + 22+ 25, There are two possibilities of'2
Also with one 2 gone there is only one possibility to obtaif. Finally 2 = 2% 4 24
can be obtained in two different ways, leading to the fouridaslutions

1]2 1]2

N R RN
N RN
N R RN
Y RIS

N
N
RIN| PN

RIN| PN

Finally let xo = 24. Then|—25—24] = 49 = 20 4+ 2% + 25 There is only one way to
obtain this sum and we get

1111|122
11111

Hence we have found all basic solutions lof Finally the number of solutions associ-
ated to each basic solution depends on the number of colunascontain a 1, as in
each such column all the'slmay be changed to'8 Going through all basic solutions
given above we obtain

(14) m=24+224+254+ 23420420 4 204 234234+ 25=184.

In the above example we have = {1, 2}. Next let|’ € F such thatl; = {1, 2}.
Note that thenl’ € |. We can use the above results to calculate Take for instance
I”=1{0,1,2,5. A basic solution forl’ becomes a basic solution for by sending all
elements inl\1’ onto one. The only basic solution for where{3, 4, 8, 9 is mapped
onto one is wherx = 2. Hence the only basic solution fdf is

1121
1
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Consequently we haven,, = 22 = 4.
Finally let us characterize those sdts- F that have a basic solution.

DEFINITION 6.10. LetU € F. We callU a U-form

of length zero, iU = {t,t 4+ f}, for somet € F,

of length one, ifU = {t, t + 1}, for somet € F,

of lengthn > 2, if there isH < H(t, n)\{t}, for somet € F, such thatU =
(t nN\H) U (f(H) — 1) is a disjoint union, wheréH(t,n) = {t,t + nj U {t + 1 +

Lt4+n—1+4 f}.

~pene

Theorem 6.11. Let | € F. Then | has a basic solution if and only if | is the
disjoint union of U-forms.

Proof. First suppose thdt has a basic solutiog. We argue by induction offl |
that | is a disjoint union ofU-forms. This is clear iffl | = 0, and thus in the following
let |I| > 1.

Define X := 1; U (f(lp) +1) andY := I, N (f(l2) + 1). By property (S2) there is
someK C F, such thatks = ¢ and

Zzt522t+22t+1+f522t+22t mOd(qz—l).

teK tely tel, teX teY

First suppose tha¥ = @. Then X = K. If 1, = @, then there is someé € |; so that
U= {t,t+ f} CI.If I, #0, then there is somee I, such thatt +1 € K. Note that
by (S1) we have +1 € I; and thusU = {t,t + 1} € |. In both cased) is a U-form
such thatc is a basic solution o \U. Now by inductionl\U is a disjoint union of
U-forms, and thus so i$. Hence we may assume thét# @.

SetT := f(Y)—1={t1,...,1}, that is, T contains allt € |, such that +1+ f € I;.
For eachi € {1,...,r} let nj > 2 be maximal such thdt; +2+ f,...,ti +nj—1+ f} C
X\Y. Weset§ . ={ti+1+f,...,ti +n—1+ f}. Then§ C X.

Next we claim that§ N'S; = @, for all i # j. Assume otherwise. Then there is
ae§ NS sothata—1e(§US)\(SNS). Without loss of generality lea — 1
S\S;. Thent; =a—14 f and thusa € Y, contradictinga € §. That proves the claim.

Let S=Ji_; §. Since 27" 4+ 3 < 20 =2""*1 mod @2 — 1), we get

r
Yo2=> "2+ > 24> 2 mod @®-1).

ieK iel\S ie(f(I\T)+I\S i=1

Note that the maximality off ensures that the first two sums have no power of 2 in
common, and the maximality ofij ensures that the last sum has no power of 2 in
common with the first two sums. Hent¢g+ n; + f € K, and thusa :=t; +n; € K.



542 L. PFORTE

Assumea ¢ X. Thena =t +n; + f, for somei € {2,...,r}. Note thatn; # n;,
as otherwiset; =t + f € I, N f(l,), in contradiction to (S1). Iy < n;, thent; =
tt+n—ng+f. Asn; >2, we havet; + 1€ § C X. Butty +1¢ f(ly) + 1, by
(S1), and thug; + 1 € 1;. HenceU = {ty, t; + 1} is a U-form such thats is a basic
solution onl\U. Likewise if nj < ny, thent;+1¢€ I; andU = {t;,t + 1} is a U-form
such thatc is a basic solution on\U. Hence in the following we may assume that
t14+ng € X.

Now lett =t; andn =n;. SetH := (H(t, n)\{t,t+ 1+ f})N(f(l2) +1). Then
H C H(t, n)\{t}. We claim that H(t,n)\H)N (f(H)—1) = @. Note thatf(H)-1=
lobNn{t+1,...,t+n—-2,t+n—-1+ f}. Hencet + n— 1+ f is the only possible
element inH(t,n)N (f(H)—1). In this case we have+n—1+ f € I,. In particular
t+n—14+f ¢l and sot+n—14+f #t+ f +1. Also recall that +n—1+ f € X\Y.
Hencet+n—1+ f € f(I2)+1. Thereforet+n—1+4 f € H, which proves the claim.

ThusU = (H(t,n)\H)U(f(H)—-1) is aU-form. AlsoU < I, which is clear since
all x € H(t,n)\{t} either belong td; or to f(I;)+1. FinallyUnNl; = H(t,n)\(HU{t})
andU NI, = (f(H)— 1)U {t}. Since

Z 2k+ Z 2k+l+f

kel NU kel,NU

= ot+i+f + Z 2k+ Z ok+1+f
keH (t,n)\(HU({t}) kef(H)-1

= 2’[+1+f + Z 2k = 2t+n + 2t+n+f =0 mOd q + 1),
keH (t,n)\{t}

we see that is still a basic solution o \U. Thus, by induction] is a disjoint union
of U-forms.

Now suppose that = U; U..-U U, is a disjoint union ofU-forms. We define a
map ¢ on eachy;. If U; = {t,t 4 f} is of length zero, then set(t) = 1= ¢(t + f).
If Ui = {t,t + 1} is of length one, therr(t) = 2 and¢(t + 1) = 1. Finally, if U; is of
lengthn > 2, that is,U = (H(t, n)\H) U (f(H) — 1), for someH C H(t, n)\{t}, then
¢(x) =1, for all x € H(t, n)\(H U {t}) and ¢(x) = 2, for all x € ({t} U (f(H) — 1)).
We claim that in each case property (S2) is satisfiedJonThis is straightforward if
U is of length zero or one. So l&l be of lengthn > 2. Then

Z 2k+ Z 2k+f+1

kel NU; kel,NU;
D
keH (t,n)\(HU{t}) keHU{t+1+f}
52t+f+1+ Z 2k52t+f+n+2t+n =0 mod q_l_l)
keH(t,n)\{t}

Hence (S2) holds on eadli, and thus onl.
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However note that, N f(l,) may not be empty, and thus property (S1) fails to
hold. Thus for each € I,N f(I,) we setc(t) = 1= ¢(t+ f). Since 24+ 2t+f =2t+1 4
241+ mod @ + 1), this does not effect the validity of property (S2). In tadar we
have constructed a basic solution laf O

We can now construct irreducibliel, that have basic solutions. Take for instance
f = 13 and consider the union of the followirg-forms of
(a) length zero,
(b) length one,
(c) length four, withH = @ and
(d) length five, withH containing the twod*.

alc|b|b|-|c|-|-|d]| - |-|d]-
al-|lc|lclc|-|-|d|d|d]|-]-]d

yyyyyy

We conclude this paper by calculating the multiplicity ofteé irreducible mod-
ules in the involution module of PS{H?). Let f =5 and takel = {1, 2}. We use
Theorem 6.6. Observe th#¢ := IsU N(1) = {0, 1, 2, 3,4,5,8,8 andmg = 184,
by (14). It remains to calculatey, for all J € T(K). So letJ be of typeK. Then
R(Ks) =1{1,2,6,% € J, by (Q2). Next setX := f(K)NnJ. Observe thaiX, < {0,3,4.
Moreover by (Q4) we know thaftX,| is odd. This either impliegX,| = 3, in which
caseJ = F and thusmy, = 0, or [Xp| = 1, in which caseJs contains exactly two
elements. Assumingn;, # 0, it follows from Theorem 6.11 thals is a union ofU-
forms. HencelJs is a U-form of length one, and thus it is one the four possible sets
{3,4}, {4,5}, {8,9 and{0,9}. SinceXs = f(Kg)U Js = {6, 7} U Js, we conclude from
(P4) and (P5) thatls = {8, 9} or Js = {4, 5}. One checks easily thah; = 2 in either
case. FurthermoreN(1), N Jp| = [ X,| = 1. Overall we get

#M, kc1®) =mg —2-mgg —2-myys = 184—2.2-2.2 = 176.

HenceM;,» appears 176 times in the involution module of RGD).
Next we choosd = {1, 2,3,4,8,9. ThenlsUN(lI)={0,1,2,5. SinceR(lsU
N(1)) # F, there is no set of typés U N(I). Hence #M,, kc1€) = myp125. Before

involution module of PSg(4%).
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