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Introduction 

In 1958, R. Bott and H. Samelson [8] defined the notion of K-cycles for every 

smooth complete Riemannian manifold M on which a compact connected Lie 

group K of isometries operates variationally completely, and showed that sorne 

K-cycles form a homology basis (mod 2 in general and integral in K-orientable 

cases) of sorne type of spaces of paths in M. They proved three kinds of varia
tional completeness of K-actions related to symmetric spaces, and obtained many 

direct results. 

In case K operates on itself or on its Lie algebra by adjoint actions, they 

determined moreover the integral cohomology of used K-cycles completely by 

making use of Cartan integers and applied it to several cohomological and homo

topical problems of Lie groups [8], Chap. III. 

The aim of the present work is to get an analogy (Theorems 2.10 and 6. 4) 

of this for K-cycles associated with symmetric spaces, a partial result of which 

is used in determining the cohomology mod 2 of the compact exceptional group 

Es [3]. 

§ 1 is preliminaries about symmetric pairs, their Cartan subalgebras, restricted 

root systems, etc., including the definition of symmetric pairs of splitting rank. 

In § 2 we discuss basic properties of K-cycles associated with symmetric pairs. It 

is proved that every K-cycle associated with a symmetric pair is an iterated 

sphere bundle over a sphere (Cor. 2.5). Theorem 2.10 asserts that the cohomology 

rings mod 2 of K-cycles, associated with pairs (G, K) with simply connected G, 

are determined completely by Cartan integers of restricted roots. In § § 3 and 

4 we compute the number of connected components of centralizers in K of 

maximal tari and singular tori of symmetric pairs (G, K) with simply connected 

G. § 5 is a preparation for subsequent two sections. 

In § 6 we discuss symmetric spaces of splitting rank. These behave them

selves very similarly to compact Lie groups as symmetric spaces from homological 

point of view; for example, there holds an analogy (Prop. 6. 3) of a weil known 

result of J. Leray [10], Prop. 11. 1. Here we prove Theorem 6.4 which asserts 

that the integral cohomology rings of K-cycles, associated with symmetric pairs 

( G, K) of splitting rank with sim ply connected G, are determined completely 

analogously to [8], Chap. III, Prop. 4. 2, by Cartan integers of restricted roots. 
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Though there are many other symmetric pairs for which their K-cycles are ali 

orientable, this integral form can not be extended to them since each one of them 

has at least one restricted root of odd multiplicity by virtue of Prop. 1. 2 and 

sorne K-cycles associated with it have exterior tensor factors of Prop. 2.9 in their 

integral cohomologies. 

Finaliy § 7 is devoted to the proof of Theorem 2. 10. 

§ 1. Syrnmetric pairs. 

1. 1. Let G be a compact connected Lie group, a an involutive automorphism 

of G, K the e-component of the group K consisting of ali fixed elements under 11. 

The pair (G, K) is calied a symmetric pair [8], and the homogeneous space G/K 
(K ~ K ~ K) a compact symmetric space, K the fixed group of the pair. If G is 

simply connected, then K=k by [8, 9] and G/K is simply-connected. Conversely 

every compact simply-connected symmetric space can be expressed as a homo

geneus space of a simply-connected group G. 

Let (G, K) be a symmetric pair, and g, f denote Lie algebras of G, K res

pectively. We choose once and for ali a positive definite invariant metric on g. 

The scalar products defined canonically by this metric on g, subspaces of g, and 

their dual spaces, will be denoted by < , >. 
The involution 11 of G induces an involutive automorphism of g denoted by 

the same letter 11. The pair (g, f) with 11 is calied the infinitesimal symmetric 

pair of (G, K). f is the eigenspace of a with eigenvalue 1. Let m be the 

eigenspace of 11 with eigenvalue -1, then we have the weli-known orthogonal de

cemposition 

(1. 1) g =f+ m 

with respect to < , >, satisfying 

(1. 2) [f, m] c m, [m, m] c f 

which characterize the infinitesimal involution a conversely. 

Put M=exp m. It is a closed submanifold of G, which can be regarded as a 

symmetric space identified with G/ Kin a weli-known fashion. (Cf., [7] or others.) 

1. 2. Let r be a maximal abelian subalgebra of m, t that of g containing t-. 

T_= exp t- is a maximal torus of M, and T= exp t a maximal torus of G 

containg T _. 
Since we are concerned only with compact ones, we mean by "roots" the 

angular parameters in the sense of E. Cartan. Let r be the system of ali non

zero roots of g with respect to t. W e have the Cartan orthogonal decomposition 

(1. 3) 

where the summation runs over ali positive roots a of r with respect to a linear 

order in t* (dual space of t). The space e"' is of dimension 2 and invariant under 

the adjoint actions of T (or of t). The adjoint action of exp H, HE t, on e"' is a 

rotation through the angle 2na(H). 
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By our choice of t, it is closed by the involution a and a 1 t induces an involu

tion in t* defined by 
a*a(H) = -a(aH) for a Et* and HEL 

r is closed by a* and becomes a a-system of roots (normally extendable in the 

sense of [2]). 

The set 
r 0 =·{a Er; a*a= -a} 

is a closed subsystem of roots of r. Let c be the set of linear forms on r ob

tained by restricting r-r 0 to t-. It is a root system in the sense of [2], 2. 1. and 

is called the restricted root system of m (or of ( G, K)) with respect to t-. The 

elements of c are called the restricted roots. About the properties of restricted 
roots we refer to [2]. One of the characteristic properties of restricted roots, 

different from those of roots of Lie groups, is that two times of a restricted root 

can be a restricted root (but four times of it is not so). Cf., [2], 2. 1. 2°). 

For any À Er-, rÀ denotes the set of ali a Er such that a 1 r=;.. The number 

of elements of r,~, is called the multiplicity of À, denoted by m(l.) ; put 

(1. 4) 

then dim ê'À.=2m(l.). By [9], p. 353, or [1], p. 47, ê'À hasan ortho-normal basis 

(1. 5') 

such that 

(1. 5) a A;= A;, aB;= - B;, 

[H, A;]=2nÀ(H)B;, [H, B;]= -2nÀ(H)A; 

for HE t- and l~i~m(l.). In particular, 

(1. 6) dim(f n ê' ,~,) = dim(m n e À) = m(l.). 

1. 3. For any pair (;., n), À Er or Er- and n an integer, we define a singular 
plane p in t or in t- by 

P={HE t(orE n; À(H)=nl. 

We shall write P= (l., n). Thus 
(;., n) = ( - À, - n) 

as a set, and in case p is a singular plane in t- such that 2À Er-, 
p = (;., n) = (2À, 2n). 

Define two subsystems c' and c" of c by 

c' ={He; À/2EEr-l, 

and 

c" = {l.E c; 2À EEr-l 

respectively. Then every singular plane p in t- can be expressed as 

(1. 7) p = (;., n), À E c". 
Hereafter we express singular planes in t- always in this form. 

If p is expressed as (1. 7), then we say that À is a representative root of p 
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which is determined up to sign. When it becomes necessary to orient a singular 

plane P= (l., n) in r as will occur in discussions of integral cohomology of sorne 

K-cycles, then we distinguish ()., n) from (-À, -n) as to denote oppositely 

oriented ones. As far as we are concerned to cohomology mod 2 of K-cycles, this 

convention is not necessary. 

For any singular plane p in t~ the number of distinct singular planes in t 
containing p is called the multiplicity of p, denoted by m(p ). For a root ). Er-" 

such that P=O, n), 

m(p) = m().) 
(1. 8) 

if Jc/2EEr- or n odd, 

= m().) +m0/2) if Jc/2 E c and n even. 
In subsequent discussions we shall always mean by singular planes only 

"singular planes in r". 
1. 4. For any subset L of G and any closed subgroup U of G, we denote by 

UL the centralizer of L in U. If the Lie algebra of U is denoted by Il, we denote 

the Lie algebra of UL by uL ; thus 

uL= {XE u; ad !! ·X=X for ali !! EX}. 

exp p, p singular planes in r, are called singular tori in T~ though they are 

generally not subgroups. The centralizer of exp p in U and its Lie algebra are 

ad !! ·X denoted by Up and Up respectively for the sake of shortness. 

Let 
( 1. 1 ') 

be the orthogonal decomposition of t with respect to <, >. And put T+=exp t+. 

As is easily seen T+ is a maximal torus of Kr?_. (For any subgroup U of G, we 
denote by U 0 the e-component of U.) The Lie algebra of Gr ~• (Jr ~• is described 
by the decomposition (1. 3) as follows: 

(1. 9) 

i. e., r 0 is the root system of \ir with respect to t. Since 

tRœ = Ca-*œ and e, = e~"' 

for ali a Er (cf., [1], 1. 2, or sorne others), we see that 

e"' c f for ali a E r0 • 

Therefore 
(1.10) 

and r 0 becomes the root system of fr~ with respect to t+. 

For any singular plane P=O, n), À E c", in r, we put 

(1.11) ep=eA if À/2EEc or n odd, 

=CA + C A/2 Otherwise. 

And discuss the adjoint actions of exp p on each e'", fJ. E c, by (1. 5), then we see 

easily that 

(1.12) 
gp =gr_ +ep, 
fp = tr- +fnep. 



On Bott-Samelson K-cycles associated with symmetric spaces. 91 

Then, by (1. 6), (1. 8) and (1.11) we see that 

(1.13) dim (Kp/Kr_) = dim fp-dim fr_ = m(p). 

1. 5. A linear order in t* satisfying that for any positive root a of r- ro 

11*a is also positive, is called a 11-order. A 11-fundamental system tl of r is a 

fundamental system with respect to sorne 11-order. About the properties of 11-

fundamental systems, we refer to [12]. 

Let J be a 11-fundamental system of r, then J 0 = r0 nJ is a fundamental 

system of r 0 ; on the other hand, tl-, de:fined as the subset of r obtained by 

restricting tl- J 0 to r, is a fundamental system of r, called the restricted funda: 

mental system. 

By W, W 0 and w- we denote Weyl groups of r, r 0 and c respectively, i.e., 

:finite groups of orthogonal transformations on t, t+ and f- respectively generated 

by reflections across singular planes (a, 0), a E r, E r 0 or E c They operates 

also on dual spaces t*, f"* and f-* by their transposed actions. 

As is weil known, every action of Weyl groups on t*, f+* or t-*, transforms 

roots to roots, fundamental systems of roots to themselves, and permutes the set 
of fundamental systems simply transitively. 

Let W, be the subgroup of W consisting of ali sE W commuting with 11. As 

is easily seen, every action of Wa- transforms 11-fundamental systems of r to 

themselves. For every wo E Wo, extend the action of w 0 on t+ to that on t so 

that wo! t =identity map. Thus W 0 becomes a subgroup, actually a normal sub

group, of W cr· For any w E W "' wt ~~ t , i.e., w 1 t· is an orthogonal transforma
tion of t . By [12], p. 107, lemmas 1 and 2, we can easily conclude that 

wllE w- for allwE W,.. 

and that 

( J. 15) !hus obtained natural hommnorphisnz p: W,, __ , W zs surjective with 

W 0 as its kernel. 

Therefrom, furthermore, we see that 

(1. 16) W, permutes the set of 11-.fundamental systems of r simply transitively. 

1. 6. As is weil known, there is a canonical identity 

( 1. 17) N(T)/T = W 

in the sense that the adjoint actions of the left side on t coïncide with operations 

of W, where N( T) is the normalizer of T in G. 
Now we assume that G is simply conncted. 

In the same sense as above, denoting by NK(T_) and N 0 (T+) the normalizers 

of T _ in K and of T + in Kr~ respectively, we know the following identities 

(1. 17') 

Cf., [8] or others. 
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Put 

T+ = KnT 

of which the e-component is T+ since r"=fnt. Denoting by s+1 the number of 

connected components of T+, we put 

T+ = T++a1T++ ··· +asT+. 

Since T= T+· T_ by (1.1'), we may choose the set of representatives le, a1,···, as) 

in L, which implies that 

Kn T_jT+n T_ ~ T"/T+. 

as isomorphism induced by the inclution map Kn T_cT+. On the other hand, by 

[1], Prop. 1. 5, p. 48, 

Kr/Kr~~ Kn L/T+n L. 

Therefore we obtain the following decomposition into connected components: 

KL = Kr~ +a1Kr~ + ··· +asKr'!... 

Then, denoting by N 0 (T+) the normalizer of T+ in K/!_, we obtain easily the 

following identities 

No(T+) = No(T+)+a1No(T+)+ ··· +asNo(T+), 

and 

(1.17") 

in the same sense as (1.17). 

LEMMA 1.1. The inclusion map NK(T)cNK(T_) induces an isomorphism 

NK(T)/No(T+) ~ NK(T_)/KT_. 

Proof. As is easily seen 

NK(T)nKr- = No(T+), 
which proves the injectivity. To prove the surjectivity, take any element a E 

NK( L), and put 

a-1 T+a = Tt, a-1 Ta = T'. 

Since a- 1 T_a= T_, T' is a maximal torus of G containing T_. Renee 

T.f. c KT_, 

i.e., T.f. is a maximal torus of Kr'!... By the conjugacy of maximal tori of Kr'!.., 

we have an element bE Kr'!.. such that 

b-1 T.f.b = T+. 

Th en 

(ab)- 1 Tab = T, 

i.e., a is congruent to an elemen of NK( T) modulo Kr_. Thereby was proved 
the lemma. 

On the other hand we have natural inclusions 

Wo=No(T+)/T+cNK(T)/I\CN(T)/T= W 
and the projection 
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(1.18) p': Nx(T)/T+ __. Nx(T)/N0 (T+) (=W- by the above lemma) 

of which the kernel is N0 (T+)/T+= W 0 • Comparing (1.18) with (1.15) we obtain 

an identity 

(1.19) 

in the same sense as (1. 17). 

1. 7. dim T_ is called the (restricted) rank of the symmetric pair (G, K), 

denoted by "rank (G, K)." By the conjugacy of maximal tori of the pair (G, K), 

the restricted rank is well defined. We say that the symmetric pair (G, K) has 
splitting rank if the relation 

rank G = rank K + rank (G, K) 

is satisfied. In this case T+ becomes a maximal torus of K. And T+=Kn T= T+, 

whence Kr_ is connected if G is sim ply connected. 

For any compact connected Lie group K considered as a symmetric space, its 

symmetric pair (Kx K, K) has splitting rank as is easily seen. Thus the terms 

"symmetric spaces of splitting rank" form a category of symmetric spaces includ

ing compact Lie groups. They have many similar properties with compact Lie 

groups as symmetric spaces. 

PROPOSITION 1. 2. The symmetric pair ( G, K) has splitting rank if and on! y 

if its al! restricted roots have even multiplicity. 

Proof. If ;. E c has odd multiplicity, then ;. Er by [2], Prop. 2. 2. Then by 

[1], Prop. 1.1, p. 45, eA has a basis {UA, VA} such that 

aUA=UA, aVÀ=-VA. 

In particular UA Ef. Since J.(H) = 0 for all HE i+, we see that 

[i+, U,\]=0, 

i.e., rank K > dim f 1 , which proves the "only if" part. 

Next assume that every root ;. of c has even multiplicity. Then, by [1], 

(1.9) and (1.11), p. 47, we see that the basis (1.5') of fncA: 

{A1, Az.-·· ,Am(A)} 

can be chosen so as to satisfy that the 2-planes generated by {A 2 ;+ 1 , A2 ;}, 1 ~ i 

~ mW/2, are invariant and non-trivially rotated by the adjoint actions of T,: 

whence f is decomposed orthogonally as a direct sum of fr_ and the 2-planes as 

above. Finally, by the above and (1.10), f can be decomposed orthogonally as 

a direct sum of t+ and 2-planes which are invariant and non-trivially rotated 

by the adjoint actions of T+, which shows immediately that f 1 is maximal abelian 
in f. 

CoROLLARY 1. 3 For any symmetric pair (G, K) of splitting rank its restrict

ed root system c is a proper root system (in the sense of [2], 2.1). 

Because, if 2;. E c for a ;. E c, m(2l.) must be odd by [2], Prop. 2.4. 

Now by [2], the table at the end, we can list all irreducible symmetric pairs 
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(G, K) such that G is simply connected, except group cases, as follows: 

(1.20) (SU(2n), Sp(n)), (Spin(2n), Spin(2n-1)), (E6, E4). 

PRoPOSITION 1. 4. For every symmetric pair (G, K) of splitting rank with 

simply connected G, there is an isomorphism 

Wcr ~ WK 

obtained by restricting the operations of Wcr to f+, where WK denotes the Weyl 

group of K operating on f+. 

Proof By Pro p. 1. 2 every restricted root of ( G, K) has even multiplicity, 

which implies that, for every a Er, a 1 f+ is a non-zero linear form on J+. (Cf. [2], 

Prop. 2. 2.) Therefor f+ contains a regular element of t. Thus, for any nE NK 

( T+), its adjoint operation sends a regular element of f into f. Therefore 

ad n•f = f, 

which shows that 

NK(T+)=NK(T). 

Then by (1. 19) we finish our proof of the proposition. 

1. 8. Let us consider the case that (G, K), G simply connected, has splitting 

rank and Kr_ is semi-simple, to which belongs every symmetric pair of (1. 20). 

Denote by Ao the finite group of orthogonal transformations of f+ obtained 

by restricting the group of aU automorphisms of fr_ preserving J+, to J+. Sin ce 

every action of Wcr transforms r0 onto itself, by Prop. 1. 4 every action of Weyl 

group WK of K transforms r0 onto itself; on the other hand r0 is the root 

system of fr_ with respect to J+. Renee 

(1. 21) WK C Ao. 

Denote by D 0 the group of particular rotations on f+ of fr._ preserving a 

fundamental system L/ 0 of r0 • As is well known since Dynkin, there is a splitt

ing extension 

(1. 22) Do -~ 0 
71 

where the splitting map il is a map making D 0 a subgroup of A 0 in the natural 

sense. Then, by (1.15), Prop. 1. 4 and (1. 22), we have an injective homomorphism: 

w- -ô> D 0 so that the following diagram of homomorphisms is commutative. 

0 -ô> Wo -ô> w K -ô> w- -ô> 0 

0 -> Wo -> Ao -> Do --> O. 

In particular, the upper extention is also splittable. 

In each symmetric pair of (1. 20) we see that 

w- ~ Do, WK """'- Ao 

as will be seen by the form of its root systems r0 and c. 
1. 9. Let w- opera te on the homogeneous space Ki Kr_ from right by cho-
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osing a representative in NK( Y) for each element of w- (by Lemma 1.1) Then 

w- opera tes on K/ Kr_ without fixed points. 

These operations may be viewed as analogous ones to the Weyl group opera

tions on G / T. 

In fact, in case of the symmetric pair (K x K, K), Kr_= y+ and Wo = { 1} 

(trivial group). Then, by (1.15) and Prop. 1. 4, WK~ w-. Through this isomor

phism the operations of w-on K/Kr_=K/T+ coïncide with the usual Weyl group 

operations. 

In each case of (1. 20) we may regard as if the group Do of particular rota

tions of fr_ opera tes on Kj Kr_, via the isomorphism Do~ w-. Their homological 

effects will be discussed in a later section ( ~ 6). 

§ 2. K -cycles. 

2. 1. Let (G, K) be a symmetric pair. We fix every notation of § 1 once 

and for ali. 

Let P= IP1. --·, Pnl be a finite sequence of singular planes in t-. As far as 

we are concerned to K-cycles we abbreviate KPi to K;, and Kr_ to K 0 • Put 

Wp=K1 x--· xKn, 

and let the n-fold direct product (K0 )" of K 0 operate on WP from the right by 

rule 

(2. 1) Cx1, .. ·, Xn) • (k1,--·, kn) = (x1k1, k:;1xzkz, --·, k;~1X;ki, ... , k;;.!1xnkn) 

for (x1, --·, Xn) E Wp, (k1, --·, k.) E (Ko)". The quotient space of wp by these 

operation of (K0 )" is by definition the K-cycle rP associated with (G, K) cor

responding to the sequence P [8]. It is also described as 

rp = KxK,Kz XK,'" XK,(Kn!Ko), 

the ncple XK,-product of K 1, K2 , ---, Kn-1, Kn/Ko. 

Evidently, by the above operations (K0 )" operates on Wp without fixed 

points. Renee WP is a principal (K0 )"-bundle over Tp, 

The discussions of cohomologies of l'p is the subject of the present work. 

Bott and Samelson [8] proved the variational completeness of the adjoint actions 

of K on m as well as on G/ K, and showed sorne K-cycles of the above type gave 

a basis for the homology mod 2, in general ,and the integral homology in sorne 

special cases, of spaces such as the loop space of G j K, or Kj Kr' where T' is a 
torus subgroup of y __ 

The projection: Wv-"' Wp', P' = !P1, --·, Pn--1 \, dropping off the last factor, 
induces a fibre bundle 

(2.2) 

which has a canonical cross section [8]. Renee r P can be endowed with the 

structure of an (n-1)-fold iterated fibre bundle, admitting cross-sections, over 

KdKo with successive fibres K 2 /K0 , --·, K./K0 • In particular we see that 
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(2.3) dim rp = m CP1) + ··· + mCPn). 

2. 2. Let p be a singular plane in r. Clearly Cp0 is closed by tJ, and tJ 1 Cp0 

gives a symmetric pair (Cp 0 , Kp 0 ), (gp, fp) its infinitesimal symmetric pair. Let 

gp = fp + mp 

be its decomposition (1.1); fp=fngP and mp=mngp. By (1.12) we know that 

gp = gr_+ep, fp =fr- +fncp. 

Further, by (1. 9) and (1. 10) we se that 

(2.4) mp = f-+mnep. 
Now it is clear that C is a Cartan subalgebra (maximal abelian subalgebra) of 

m and its restricted root system is of restricted rank 1. (The rank of a root 

system is defined as the number of roots of one of its fundamental systems, 

which may be different from the rank of its ambient group or symmetric pair.) 

Let Cp be the center of gp, and put cp-=cpnmp. Clearly cp-cf-. Let p be ex

pressed as p = ()., n), ). E r-", and r ~.. the basic translation corresponding to )., i.e., 

an element of r which is perpendicular to the plane ()., O) and satisfies J.(r~..)=2. 

Then we have an orthogonal decomposition 

r = R{r~..} +cp-, 

where R denotes the field of real numbers and R { } the linear subspace over R 

generated by elements in the parentheses. Let us denote by mp' the orthogonal 

complement of Cp- in mp, i.e., 

(2. 5) mp' = R{r~..} +mni'p. 

Th en 

(2.6) dim mp' = m(P)+1 

by (1. 6), (1. 8) and (1.11). 

2. 3. Put P' = ()., 0). Since exp p is contained in the group generated by 

exp p, CpCCp' and the latter is connected because exp p' is a torus subgroup of 

C. Use the notations of 2. 2 for p' in place of p. In particular 
Cp,- = Cp-. 

Now adjoint actions of Cp' =exp gp' leave Cp- element-wise fixed, and hence 

those of Cp also do so as a subgroup of Cp'. On the other hand, through the 

adjoint actions Cp leaves gp invariant and K leaves m invariant. Therefore 

Kp=CpnK leaves mp invariant and cp- element-wise fixed, and hence 111p' invariant. 
By ad' we denote the representation of Kp (and its subgroups KnCp 0 , Kp 0 ) 

on mp' obtained by restricting its adjoint representation to 111p'. Since adjoint 

representations are orthogonal ones, by (2. 6) ad' is a homomorphism 

(2.7) ad': Kp~O(m(p)+1). 

(KnCp 0 ~ O(m(p)+1), Kp 0 ~ SO(m(p)+1)). 

Let smCP) be the unit sphere of 111p', i.e., the set of all xE 111p' such that 

<X. X>= 1. 
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LEMMA 2.1 ad'Kp0 operates transitive/y on smcP)_ 

Proof- Let a and b be any two elements of smcP), ta- and tb- Cartan sub

algebras of the pair (gp, fp) containing respectively a and b, i.e., 

ta-=R{a} +cp-, tb-=R{b} +cp--

By the conjugacy of Cartan subalgebras, there exists an element k E Kp 0 such that 

ad k•ta- = tb--

Th en 

ad'k·R{a} =R{b}. 

Now <a, a>= <b, b> = 1 and ad'k preserves length; consequently 

ad'k·a=±b. 

In case ad'k·a = ~b, let k' be an element of Kp 0 representing the generator of 

the Weyl group of the pair (gp, fp) with respect to tb-, then 

ad'k'·(~b)=b 

and 

ad'(k'k)·a = b. 

PROPOSITION 2.2. Kp/Kr_~KnGp0/Kr_:::::!Kp 0/Kp 0 nKr_~smcP), 

where diffeomorphisms ~ are induced by ad' and the natural inclusions 
Kp 0 cKnGp°CKp _ 

q.e.d. 

Proof. By the above lemma Kp 0 , KnGp 0 and Kp operates transitively on 

smcP) through ad'. Since Gr_ is connected, Kr_cKnGp 0 • Now every element 

fixing the point r-JV <rA, r;> of Sm(P) through ad', leaves t- element-Wise fixed 

by its adjoint action, hence is contained in Kr_, and vice versa ; therefrom the 

proposition follows. 

As a corollary of this proposition we see the 

PRoPosrTION 2. 3 Kp=KnGp 0 

for every singular plane p in 1-. 

The author has no complete proof whether Cp in general is connected or not, 

so that the above proposition is interesting to him. (This problem will be partly 

discussed in 4. 1.) 

2. 4. Denote by ;;:-()_, the diffeomorphism Kp/ Kr_ <::::JSmCP) of Prop. 2. 2. If we 

identify Kp/Kr_ with the unit sphere sm(P) of mp' by ad', then left translations of 
Kp on Kp/ Kr_ change to ad' actions on S"'CP)_ 

Now we shall look at the bundle (2. 2). Thie bundle is the associated bundle 

of the principal Kn-bundle (f'p, rp', ii:) with the actions of Kn on Kn/Ko by left 

translations, where 

f'p=K1xK,KzXK, ··· XK,Kn 
the n-ple xK,-product of K1, ·-·, Kn and the projection ii: 1s the map to drop off 

the last factor. By the above mentioned remark, if we replace the fibre Kn/ Ka 
of the bundle by smCPn) via ;;:a', then Kn operates on smCPn) orthogonally through 
ad' of (2. 7). 
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Thus we obtain 

THEOREM 2. 4. For every finite sequence P= {Pt. ···, p.) of singular planes in 

1-, the fibre K.!Ko of the bundle (rp, rp', n, Kn/K0 ) is homeomorphic to an m(p.) 

-sphere, where P' = {pl, ···, Pn-d. If we replace the fibre K./ K 0 by smcP.l via âd.', 
then the obtained bund/e (rp, rp', SmCPnl) is a sphere bund/e, of which the associated 

principal orthogonal bundle is the ad'-extension of the principal K.-bundle erp, rp', ii:). 
(As to the extension of the structure group of a principal bundle by a homo

morphism, we refer to [6], p. 477.) 

CoROLLARY 2. 5. Every K-cycle rp, P= {pl, ···, Pn)' associated with a symmetric 

Pair, is endowed with a structure of a (n-1)-fold iterated sphere bundle, admitting 
canonicat cross-sections, over SmCP,) with successive fibres Sm(Pz), ···, SmCPnl. 

2. 5. The canonical cross-section of the bundle (2. 2) gives in a standard way 

a reduction of the structure group of the principal Kn·bundle cr p, rp', ii:) to Ko 
as weil as that of the principal orthogonal bundle to O(m(Pn) ), where O(m(p.)) 

is the subgroup of O(m(p.)+l) keeping -rÀh/ <n, n> invariant, where p.=(l., m). 

The former reduced K 0 -bundle is (fp,, rp', ii:), 

fp'=K1XK 0K2XK 0 ••• XK 0 Kn-1 

the (n-1)-ple XK 0 ·product of K 1 , ···, Kn_ 1 and the prodjection ii: is induced by 

factorization of the last factor K._ 1 -- Kn-dKo. And the latter reduced 

bundle is the ad" -extension of the former one, where 

ad" : Ko -- O(m(p)) 

is the homomorphism obtained by restricting ad' to K 0 • 

The map âd' induces an isometry (up to a positive constant multiple) of 

tangent spa ces at distinguished elements of Knl Ko and smCPn) for p = p,, denoted 

by âd' *· Identitify smCPn) with the homogeneous space O(m(Pn) + 1)/0(m(p.)) 

canonically and let us denote isotropy representations of homogeneous spaces 

Kn/K0 and O(m(p.)+l)/O(mCPn)) respectively by ln and .:/. As is easily seen, 

àcf' * gives an equivalence between two representations ·'• and · .• ' o ad" of K 0 , and 

,._' is equivalent to the identity map representation of O(m(p.) ). Th us we have 

seen that the represention ad" of K 0 is equivalent to .•. 

Then, by the above discussions we obtain the following 

PROPOSITION 2. 6 The reduced O(m(Pn))-bundle over rp', defined by the canoni

cat cross-section of the bund/e (rp, rpr, SmCPnl) in the standard way, is the ··n· 

extension of the principal K 0 -bundle (fp,, rp', ii:), where · .• is the isotropy repre

sentation of the homogeneous space K,,/K0 • 

2. 6. We say that a K-cycle rP associated with a symmetric pair (G, K) is 

totally orientable if, considering rP as an iterated sphere bundle over a sphere (by 

Cor. 2. 5), the sphere bundles at each stage are ali orientable. 

The following statement is weil known and easily proved by observing the 
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top dimensional term of the Gysin sequence of integral cohomology : 

(2. 8) for every orientable sphere bundle over an orientable manifold, the bundle 

space is also an orientable manifold_ 

As an immediate consequence of (2. 8) and Cor. 2. 5 we obtain 

PROPOSITION 2. 7. If a K-cycle rp of a symmetric pair (G, K) is totally 

orientable, then rP is an orientable manifold and H*(rp; Z) has no torsion. 

Since the sphere bundles at each stage of rP have cross-sections, their Gysin 

sequences of integral cohomologies split, which shows the second assertion of 

Prop. 2. 7 by a stage-wise argument. 

2. 7. Let P= {pl, ···, Pnl be a finite sequence of singular planes in C. For 

any subsequence P' = {p;,, ···, P;J of P, we shall embed its K-cycle rP' as a sub

manifold of rP. Let 

be an injection defined by 

7T:t 0 i(x;,' ···, X;s) =Xt in case tE {il, ···, isl 

= e otherwise 

for (x;,, ···, x;) E Wp', where "l!t: WP _____,..Kt is the natural projection onto the 

t-th factor and e the neutral element of K. Let 

h: CKoY _____,.. CKo)n 

be a homomorphism defined by 

"l!t 0 h(k;,' k;) =e if t<i1 

=k;, if i1~t<iz 

=k;, if i,~t<i,+1 for r<s 

=k;8 if is~t 

for (k;,, ···, k;8 ) E (K0 )'. As is easily seen, the pair (i, h) is a homomorphism of 

principal bundles and induces and injection map 

ï: rp' _____,.. rp 

of base spaces. This inclusion is a natural one m a sense and, if P' = {p 1 , ···, 

Pn-11, coïncide with the canonical cross-section of the bundle rp _____,.. rP'· 
rp', identified with a submanifold of rP by ï, is called a sub-K-cycle of rP 

corresponding to the subsequence P' = {p,,, ···, P;). 

2. 8. If rP is totally orientable, then evidently every sub-K-cycle rP' of it is 

also totally orientable. 

Every sub-K-cycle rp', P'= {p;,, ···, p;J, forms a cycle, mod 2 in general and 

integral in case of rP being totally orientable after choosing a suitable orientation 

of rp', of rp of degree m(p;)+ ··· +m(p;8 ). The homology class of rp, re

presented by the cycle rp', is denoted by [i1, ···, is] 2 in general case as a mod 2 

class, or by [i1, ···, is] in totally orientable case as an integral class. 
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PROPOSITION 2. 8. For any P= {p 1, ···, p.) i) the set of al! Ut. ···, is]2, 

1~i1 < ··· <is~n, forms an additive base of H*(rP; Z2), and ii) if rP is totally 

orientable, then the set of all [i1, ···, is], 1~i1 < ··· <is~n, forms an additive base 

of H*(rp; Z), where we consider the generator of Ho(rp; Z2) or Ho(rp; Z) re

presented by a point, denoted by 1, as represented by a sub-K-cycle corresponding to 

a void subsequence. 

Proof by induction on the length n of P. The case u = 1 is evident since r P 

itself is a sphere. 

Put P' = {p 1 , • • ·, Pn-1 }. Since the sphere bundle r p ~ r P' has the canonical 

cross-section "• its .Gysin sequence splits ints a direct sum decomposition 

(2. 9) H;(rp) =b. *H;-m(Pn)(rpr) +K*H;(rp' ), 

where the ceofficient group is Z2 or Z according to the cases i) or ii), and q * is 

the dual of integration over the fibre of cohomology [6]. 

Now by induction hypothesis a basis of H*(rp') is given by homology classes 

represented by sub-K-cycles of rp', denoted by [i1 , ···, isJ2' or [i1, ···, is]'. We 

see easily that 

(2.10) "*[i1, ···, isJ' =[il, ···, is] for is<n, 
where the suffices 2 are dropped in case i). (The same convention is used in 

what follows since discussions in both cases i) and ii) are very parallel.) 

In case i=dim(rp') we have b, *H;(rp') =H;+mCPnl(rp) 

which implies that 

(2.11') q*[1, ···, n-1]' = ±[1, ···, nj. 

For any subsequence P" = {p;,, ···, p;) such that is<n, we put P"' = {p;,, 

P;8 , Pnl. In the following diagram 

rp'" ~ rp 

rp" ~ rp' 

vertical arrows are projections of bundles and horizontal arrows are natural in

clusions as sub-K-cycles. As is easily seen the pair of horizontal arrows is a 

bundle map, then the naturality of b, * and the formula (2.11') implies that 

(2.11) b,*[il, ···, isJ'=±[i1, ···, is, n] 

for every basis element [i1, ···, isJ' of H*(rp'). (2. 9), (2.10) and (2.11) complete 

the proof. 

2. 9. We consider a basis of H*(rp), P= IP1, ···, Pnl (the coefficient group 

is Z 2 or Z according as the considered case is general or totally orientable one), 

dual to the homology basis of Prop. 2. 8. Let X;, ... ;8 be the dual element to 

[i1, ···, is]2 or [i1, ···, is]. First we note that x., restricted to the fibre, gives a 

generator of the top-dimensional fibre cohomology of the bundle rp ~ rp', 

P' = {pl, ... ' Pn-d' and that K*Xn = 0, where " : r P' ~ r p is the canonical cross-
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section of the bundle. Secondly we note that the cohomology map n* and the 

map consisting of n* followed by cup-product with Xn are injective, and define a 

direct sum decomposition 
(2.12) H*(rp) = n* H*(rp') +xn·n* H*(rp' )_ 

(Cf., [8]. p. 998, or [11], p. 273.) Then, by a more or less parallel discussion to 

the proof of Prop. 2. 8 using an induction on the length n of P, we see that 

(2. 13) X; 1 ... is = ±X;1 "' X;s 

for ali 1~il < ... <is~n, which means that i) the cohomology ring H*(rp) is 

generated by 

{Xl, ... , Xn), 

and that ii) an additive base of H*(rp) is given by 

(2.14) {1, X; 1 ... X;s, 1~i1 < ... <is~n). 
Thus, if we obtain relations Pk to describe xk 2 as linear combinations of basis 

elements (2.14) for 1~k~n, then the cohomology ring H*(rp) is determined 

completely. 

In case r P is totaliy orientable, summarizing the above and remarking that 

xk 2 =0 if deg xk ( =m(pk)) odd, we obtain 

PROPOSITION 2. 9 Assume that a K-cycle rp. P= {pl, ... , p.). is totally orient

able, and that singular planes Pj,, ... , hr of P have odd multiplicities and the rests 

Pt, .. ·, Ptn-r have even multiplicities ; then 

H*(rp; Z)=/\z(Xj 1 , ... , x,,)@Z[xt,, ... , Xtn-r]flp 

where 1\z denotes an exterior algebra over Z with generators denoted in parentheses, 

and lp is the ideal generated by the elements Pk, 1~k~n~r, which represent rela

tions to describe x1~ as linear combinations of basis elements (2. 14). 

The same proposition holds also for the cohomology mod 2 of every K-cycle 

rP without the exterior tensor factor. In this case the relations Pk can be deter

mined completely if G is simply connected (cf., Theorem 2.10 below). 

For each symmetric pair of (1. 20), its ali K-cycles are totaliy orientable and 

their relations Pk will be determined in § 6. 

2. 10. Take any K-cycle rp, P= iP1, ... , p.)- For two singular planes 

P;=()., m;) pj=(Àj, m 1 ), J..;, J..jEr-", of P, using the Cartan integer 

(2.15) au=2<L J..j>/<J..j, J..j> 

we define two numbers mod 2 bu and cu as foliows : 

(2.16) bu = 0 (mod 2) if m(p;)=/=m(pj) 

(2.17) cu == 0 (mod 2) 

otherwise, 

if m(p;) = 1 or m(pj) =1= 1 

otherwise. 

Now we shali state a theorem which will be proved in § 7. 

THEOREM 2.10. Let (G, K) be a symmetric pair with G simply-connected, and 

P = IP1, ... , Pnl a jinite sequence of singular planes in r. The cohomology ring 
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mod 2 of the K-cycle rF have n generators x1, ···, Xn with deg X;=m(p;), and 

H*(rp; Zz)=Zz[x1, ···, Xn]flp 

where lp is the ideal generated by the elements 

Pk =Xk(Xk + L:;~-lbk;X; + (L:;~-l Ck;X;)m(Pk)) 
z=1 z=1 

for 1:;;;_k:;;;_n. 

§ 3. Connected components of KT_. 

3. 1. Let (G, K) be a symmetric pair, and use the notations of § 1. To each 

element a Et*, we associa te an element Ha Et defined by 

<Ha, H> =a(H) for all HE t, 

and r'" E t defined by 

ra=2Hœ/<Hœ, Hœ>. 

When a E r or E c, ra is called a basic translation of t or of t- corresponding to 

a. For each subset set* we put 

~={ra;aE'l}. 

Let e be the neutral element of G. Discrete subgroups of J, exp- 1 (e) nt, 
exp-1 (e) nt+ and exp-1 (e) nr, are called the unit lattices of T, T+ and T_ respec

tively. The lattices generated by r, ro and r-, are contained in the unit lattices of 

T, T+ and T_ respectively. If G is simply-connected, then the lattice generated 

by r, or r-, coïncides with the unit lattice of T, or T_ [15, 7]. 

Let ,d be a fundamental system of r. Since A is a basis of the lattice generated 

by f, 

(3.1) the set l form a basis of the unit lattice of T if and only if G is simply 

connected. 

In 3. 3. we obtain a basis of the lattice generated by r-. 
3. 2. Let us denote the ranks of r and r0 respectively by l and 10 • Let ,d 

be a a-fundamental system of r, and put 
,d= {at, ···, a1), ,d 0 = {a,_,.+1, ···,a,). 

Here we recall Lemma 1 of Satake [12], p. 80. 

(3.2) There exists an involutive permutation ii of the set of indices {1, ···, l-10 ) 

such that 

a*a;=aa=ci)+ L::~~t-10+ 1 c)i)aj, c)i)~O, for 1:;:;,_ i :;_:;,_ l -10 • 

According to this, we can choose the numbering of elements of ,d- ,d 0 in such a 

way that 

a(i) 

i+Pz for Pt+1:;;;_i:;;;_p1+Pz, 

i+Pz for h+Pz+l:;;;_i:;;;_p1+2Pz 
as m [12], p. 80. Then l-l 0 =P 1 +2p 2 . Putting 

P1+Pz=P, 
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and ).;=a; 1 f- for 1~i~p, we see that 

.d-= {).1, ... , ).p). 

Let P' be the number of roots of tJ- of multiplicity 1, then P'~p1 , and we 

can choose the numbering of roots of .d and of .d- further to satisfy that 

m(A;)=l 

>1 
for l~i~p', 

for P' + 1 ~i~p. 

3. 3. The following assertions are routine proofs. 

(3. 3) The set of basic translations i:- is a root system (in the sense of [2]). 

(3. 4) If c is a proper root system (in the sense of [2]), then i- is also a 

proper root system, and ;]- is a fundamental system of r-. 
For any root system s, put 

th en 

9'={J.E9; J./2EEsl, 
s" = U ES ; 2;. EE s}, 

(3. 5) s' and 9" are proper root systems, and fundamental systems of 9 coincide 

with those of 9'. Furthermore, if a set F= {/1 , ... , /q) is a fundamental system 

of tJ, them the set F"= {é 1 / 1 , ... , Eqtq) dejined by 

é;=1 if 21;EE9 
=2 if 21; ES 

is a fundamental system of s". Every fundamental system of 9" can be obtained in 

this way. 

s' is called a canonical proper subsystem of s in [2]. 

(3. 6) cr-y =r" and cr-)" =r'. 
Finally, from (3. 3)-(3. 6), we conclude 

PROPOSITION 3.1. The set .d-"={-rc,A,, ... , rcpAp), 

where 

é,=l if 2J.;EEc 
=2 if 2).;EC, 

is a fundamental system of ;:- and, if G is simply connected, forms a basis of the 

units lattice of T _. 

In the sequel we abbreviate 'E;A; to r; for l~i~p, and -rœ; to -r; for 1 ~ i ~ l. 

Th us 

.d-"= {r1, ... , rp) and À={!'!, ... , rtl. 

3. 4. We shall express r; by basic translations of 3. 
i) The case a;=).;, which is equivalent to saying that m().;)=l. We see 

immediately that 

r; = r; = -tJr;. 

ii) The case <a;,tJ*a;>=O, which is equivalent to saying that 2J.;EEr- and 

m().;) + 1 by [2]. In this case 
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).;= (a;+a*a;)/2, 

'f;=TÀ; =Hœ;+a-*œ/ < (a;+O"*a;)/2, (a;+a*a;)/2> 

=2H,.J<a;, a;> +2Ha-*œ;/<a*a;, O'aï> 

Ta-*œ= -aT,. for any a E f*. 

The case <aï, a*a;><O, which is equivalent to saying that 2J..; E c by [2]. 

't';=TzA;=2Hœ;+a-*œ/ <aï+a*ai, ai+a*a;> 

=2Hœi+a-*œ;/<a;, a;> 

=Tœi+Ta-*œ; · 

3. 5. In this and the next subsection we assume that G is simply connected, 

To obtain a basis of the unit lattice of T+, first we change the basis il of the 

unit lattice of T. 
By (3.2) we see that 

O"Tp,+j=-Tp,+P2+j+ap,+j for 1~j~pz, 

where ap,+j is an integral Iinear combination of elements of J 0 • Therefore, 

putting 

(3.7) At= {Tt,···, Tp, O"Tp,+l• ···, O'Tp, Tt-to+l• ···,Tt}, 

the coefficient matrix of the change of bases: A-------;>. A1 is a triangular integral 

matrix whose diagonal elements are ± 1, hence is unimodular. And we conclude 

that 

(3. 8) the set i 1 is a basis of the unit lattice of T. 

Next we put 

(3. 9) iz= {Tt, ···, Tp, O"Tp,+l +Tp,+l• ···, O'Tp+Tp, Tt-t 0+1• ···, Tt}. 

The coefficient matrix of the change of bases: i1-------;>. 12 is also unimodular as 

is easily seen, and we conclude that 

(3.10) the set d2 is a basis of the unit lattice of T. 

Now 

(3. 11) the set Az nt+= {<1T P,+l + T P,+l' ... ' O'T p+ T p' Tt-to+1• ... ' Tt} is a linear basis 
of t'-, 

since the number of elements of Aznt+ is equal to 1-P=dim t+. 

By (3.10)-(3.11) we obtain 
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PROPOSITION 3. 2 The set {-rp,-1-t +a-rp,+t, ···, -rp+a-rp, "rt-lo+l, ···, -rtl forms a 
basis of the unit lattice of T +. 

3. 6. Now we shall discuss Kr/Kr 0 • By [1], Prop. 1.5, 

(3.12) Kr__/Ky_0 ~ Kn L/T+n T_. 

Kn T_= {tE T_; t 2 = 1} is the image of the half unit lattice of T_ by the ex

ponential map. Renee, by Prop. 3. 1 we see that 

(3.13) Kn T_;;;;t,(Z2 )P with generators exp ('f;/2). 1~i~p. 

Next we prove the following 

PROPOSITION 3. 3. T+n T_;;;;t,(Z2 )P-P' with generators exp ('f;/2), P' + 1~i~p. 

Proof. Take an index i such that P' + l~i~p. By cases ii), iii) of 3. 4 

'f;/2 = ( !" i- 0"!" ;) /2= ( !"j + 0"!" ;) /2- 0"!" i 

==:;(-r;+a-r;)/2 modulo the unit lattice of T, 

whence 

exp('f;/2)=exp((-r;+a-r;)/2)ET+ for P'+l~i~p. 

On the other hand, if we assume that 

Œ~1 exp (1:;j2) E T+, 

then ('f;, + ··· +r;k)/2 is congruent to an element of J+ modulo the unit lattice of 

T, which implies by (3. 10) that there exists an element -rEJ+ such that 

-r=('f;,+ ··· +'f;k)/2+L:f~tn;-r;, 

n; are integers. (Remark that last l -p elements of i 2 belongs to J+.) Now 

-r=a-r= -(f;, + ··· +'f;k)/2+ L:f~tn;a-r;. 

Therefore 

Here we put 

E;=O for iEE {it, ···, ik) 

= 1 otherwise, 

then, using the identities of 3. 4, we see that 

L:f:, 1(2n;+c;)f;+ L:f~P' H(n;+c;)f;=O. 

Finally, the linear independence of 'f1 , ···, 'fp shows that 

E;=O for l~i~p'. 

By (3. 12), (3.13) and Prop. 3. 3 we obtain 

q.e.d. 

THEOREM 3. 4. Let (G, K) be a symmetric pair such that G is simply connected, 
p' the number of roofs of multiplicity 1 in a restricted fundamental system of the 

pair (G, K), and 'f., l~i~p', the corresponding basic translations; then 

Kr __/KrD_;;;;t,(Z2)P' 

whose p' generators are represented by exp('f;/2), l~i~p'. 

CoROLLARY 3. 5. Under the same assumptions as zn the above theorem, the 
number of connected component~ of Kr_ is equal to zP'. 
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§ 4. Centralizers in K of singular tori in=T-. 

4. 1. Let (G, K) be a symmetric pair. It is well known that, for any torus 

subgroup T' of G, Gr' is connected. We shaH first discuss whether Cp is con

nected or not for each singular plane p in r. 
Put P=()., n), ;. Er-". 

i) In case n=O, exp p is a torus subgroup of G; hence Cp is connected by 

the above remark. 

ii) In case n=2m (even), the fact that J.(mr:}..) =n and exp r:A =e, implies that 

exp P=exp (;., 0), whence Cp is connected. 

There remains the case n = 2m + 1 (odd) to be discussed. In this case 

exp()., 2m+1) =exp(;., 1) 

by the same reason an in case ii), and the group generated by this set contains 

exp (;., 0). Therefore 

Cp c GcA, oJ. 
This case is further divided into two cases. 

iii) If J./2EEc, then by (1.11)-(1.12) their Lie algebras are 

()p = (\(A, 0) = ()r_ +êA. 
In particular 

dim Cp = dim GcA, o). 

Hence Cp is open and closed in GcA, o), and the latter is connected. Therefore 

Cp= GcA,o), 

and also in this case Cp is connected. 

iv) If J./2 E c, then we put J./2= J.'. By (1. 11)-(1. 12). Lie algebras of Cp 

and of G0,, o) are respectively expessed as 

()p = ()r+t\, 

g(A,o)= llr_+èAr+êA. 

Put a=exp(r:A/2). a2 =e. Discuss the adjoint action of a on gCA, o) by (1. 5) 

and (1. 9), then we see that 

ad a 1 gP = identity map 

and 

ad a 1 i\r = - identity map, 

which imply that 

( 4. 1) (gcA, o), ()p, ad a) is an infinitesimal symmetric pair. 

Correspondingly we obtain 

(4. 2) (GcA, o), Gp0 , ad a) is a symmetric pair with the jixed group Cp. 
The last assertion of ( 4. 2) can be proved as follows : let an element b of 

GcA,o) be commutative with a. For any element xE exp p, xa E exp(;., 0). Thereby 

xa = bxab-1 = bxb-1a. 

Therefore, x=bxb-1 and bE Cp; and vice versa. 
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Let ge,\, o)"" denote the semi-simple part of g0 ., o) and t1 its center. Ge~., o)"" 

=exp (ge~., o)"") and T 1 =exp t1 are respectively the semi-simple part and the con

nected center of Ge~., o). As is well known 

(4. 3) Ge~., o) =Ge~-., a) 88 
• T1, 

and clearly 

(4.4) 

( 4. 2) implies that 

(4. 5) (G0., o)"", (GpnGc~., o)"") 0 , ad a) is a symmetric pair with the fixed group 

GpnGc,, o) 88
• 

Let t 2 be the Cartan subalgebra of ge~.. o)"" contained in t. Tz=exp fz is a 

maximal torus of Ge~., o)••. Since ).' E c' we cau choose a c1-fundamental system 

.d of r such that ).' E ,J-. We put 

.J~.'= {a E ,d; a W= ).'). 
A slight modification of the proof of Prop. 3.4 of [2] shows that .do U .J~.' is a 

fundamental system of roots of Ge~., o)••. 

Here we assume that G is simply connected; then the fact that a fundamental 

system of roots of Ge~., o) ss is a part of a fundamental system of roots of G shows 

that a basis of the unit lattice of T 2 is given by basic translations corresponding 

to roots of a fundamental system of Gc~.,o)•s, which in turn proves that Ge~., o)ss is 

simply connected. Then by [8, 9] the fixed group GpnGc~., o)ss of (4. 5) is con

nected. Now, since 

Cp = (GpnGcA,0) 8 ") • T1 

as is easily seen from ( 4. 3)-( 4. 4), Cp is connected as a product of two connected 

groups. 

By the above discussions we obtain the following 

PROPOSITION 4. 1. If G is simply connected, then Cp is connected for any singu
lar plane p in t-. 

4. 2. We shall associate with each ). E c an irreducible symmetric pair (G(l.), 

K().)) of rank 1, which will play an important rôle in our subsequent sections. 

Put 
r~c =the union of tmA such that m). Et-, m an integer. 

r 0 UrÀ is the root system of GcÀ, 1 l by (1.12), and clearly closed by <1. Using 
terminologies of [2] r~c is c1-connected (Lemma 3. 2 of [2]). By i\ we denote the 

c1-component of r 0 Ui\ containing 1\. Corresponding to the decomposition of r0 Ui\ 

into c1-components, we have the decomposition of gc~c, 1) 8 ", the semi-simple part of 

gc~c, 1 l, into the direct sum of c1-irreducible factors. 

Let g().) denote the c1-irreducible factor having l\ as its root system. The pair 

(g().), f().)), f().)=fng().), is an infinitesimal symmetric pair of rank 1. Its 

associated symmetric pair (G().), K().) ), where G().) =exp g().) and K().) =exp f().), 

is the above mentioned one, of which the involution is c1l G().) and, if G is sim ply 



108 Shôrô ARAKI 

connected,. the fixed group is G(J.) nK. t(J.) =tng(i() and t(..{)-=t(,l) nt- are Cartan 

subalgebras of g(,() and the pair (g(,{), f(,{)) respectively. t(J.)- is one-dimensional 

and generated by -r~... 

PROPOSITION 4. 2. If G is simply-connected, then G().) is simply connected for 

each H c, and KO) =G().) nK, the fixed group. 

Proof. Once was proved the simply-connected-ness of G(i(), then the last 

assertion follows from [8, 9]. 

i) In case ÀEc'; by [2], Prop. 3.4, Lfi..=Jnr~.. is a 0'-fundamental system of 

roots of G(J.) with respect to t(,{) for any 0'-fundamental system Â of roots of G 

with respect to t. Then the same reasoning as in 4.1. iv) shows that basic trans

lations of t(J.) corresponding to roots of JI.. form a basis of the unit lattice of 

t(,{), i.e., G(i() is simply connected. 

ii) In case ÀE\:C'. There exists a root À E c' such that À=2À'. First we 

remark that the symmetric pair (G(J.'), K().')) has À1 and À as its restricted roots, 

and their multiplicities for the pair (G(,{'), K(,{')) are the same as those for the 

pair (G, K). Secondly we remark that we can define (G(i(), K(J.)) by starting 

from (G().'), KO')) instead of (G, K), i.e., G(i()=G(i(')(i(), and that GCn is 

simply connected as the result of case i). 

By discussions of multiplicities of restricted roots [2], § § 2 and 4, m(it) = 1, 

3 or 7. 

a) The case m(it)=l. Then Hr and g().)=R{-r~..}+e~... It is well known 

that, if G is simply connected, exp (R{-rœ} +eœ) is a 3-sphere for any a Er. Thus 

G(J.) is a 3-sphere, in particular simply connected. 

b) The case m().)=3. By the classification of infinitesimal symmetric pairs 

of rank 1 ((cf., [2], § 4), g(J.') =C1 , l ~ 3, and m( (,;(') =4 (l-2). Since G().') is 

simply connected, G().')=Sp(l), l ~ 3. Consider the symmetric pair (4. 2) for the 

group G().'), then we obtain the symmetric pair 

(G().'), G().')c~.., 1), ad a), a = exp(-r~../2). 

He re 

dim (GO')/G(,{')c~.., 1 l)=dim e~..,=8(l-2). 

By the classification of compact symmetric spaces, if G~Sp (!) and dim G/K 
=8(!-2), then we must conclude that K~ Sp (2) xSp (l-2), i.e., 

GU')c~.., 1) ~ Sp (2) xSp (l-2). 

Therefrom we see that G(J.) is simply connected since it is the semi-simple part 

of G().')c~.., 1). 

c) The case m().)=7; then g().')=F4 and m(J.')=8. Consider the symmetric 

pair similar to the above ; then 

dim cccn;ccnc~.., l))=dim l\t=16' 

Therefrom by the classification of compact symmetric spaces we conclude that 

G(À) =G(,(')c~.., 1J~Spin (9). 
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In particular, G().) is simply connected. 

4. 3. Let p = ()., n), À E c", be a singular plane in t-. À can be expressed as 

À=éÀ1 , À1 E c', E=l or 2. The symmetric pair (G().'), K().')) has À1 , and possibly 

2À', as its restricted roots. Now by the definition of the pair (G().'), K().') ), 

m().') and m(2À') for the pair (G(;.'), K().')) are the same as those for the pair 

(G, K). Consequently m(p) for (G(;.'), K().')) is the same as that for (G, K). 

By the inclusion G().') cG is indueed the inclusions 

K().')pCKp and K(;.')ro..'J_CKr_, 

where T().')_=exp t().')-. Clearly 

K(;.')rc~..'J_ = Kr_nK().')p. 

Renee the map 

K().')p/K().')rc~..'l- -----o> Kp/Kr_ 
induced by the natural inclusion is injective, and both homogeneous spaces of 

this map are same dimensional by the above remark. Furthermore Kp/Kr_ is 

connected since it is homeomorphic to S'"CPJ by Prop. 2. 2. Therefrom we can con

elude that the above map is bijective, i.e., we obtained 

PROPOSITION 4. 3. K().')p/K().')rc~..'J-~Kp/Kr_, dijfeomorphic by the map induced 

by the natural inclusion G().')CG. 

If À=À' or if À=2À' and neven, then K(;.')=K().')p. Thus 

(4. 6) K().')/K().')rc~..'J- ~ Kp/Kr_ 

by the natural map, if À=À' or if À=À' and n even. 

If À=2À' and n odd, then K(2À')=K(2J.')p; and the similar discussions as 

above show that 

(4. 7) K(2J. ') / K(2J. ')rc~..'J- ~ Kp/ Kr_ 

by the natural map, if À=2À' and n odd. 

4. 4. Now we shall assume that G is simply connected, and determine the 

number of connected components of Kp for every singular plane p in r. 
LEMMA 4.4. Let P=()., n) satisfy ).Ec' and m().)=l, then K~ contains at 

!east two connected components of Kr_. 

Proof. If we take a 11-fundamental system J of t such that J- 3 À, then we 

see that 

exp (r~../2) EE Krü__ 

by Theorem 3. 4. Renee, to prove the lemma it is enough to show that 

exp (r~../2) E K~. 

Because of m().) = 1, À Et and g(;.) =R {!-~..} +e~... Let ( u~.., V~..) be an orthogonal 

frame of e~.. such that 11U~..=U~.. and 11V~..=-VÀ by (1.5). Then U~..Efp, and 

exp (R{ U~..)) c K~. 
Now G().) is a 3-sphere, and exp (R{ U~..)) is the one of the great circles of 

G().), which passes through the anti-pode of e in G().). On the other hand, the 

anti-pode of e is idntical with exp (r~../2). Renee 
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exp (rÀ/2) E K~. 

PROPOSITION 4. 5. K().')p is connected for every singular plane p in t-, where 

P=(l., n), J..Er-", ..l=él.', l.'Ec', é=1 or 2. 

Proof. Since G is sim ply connected, G(l.') is simply connected by Prop. 4. 2. 

Apply Theorem 3. 4 to the pair (G(l.'), K(l.')). Since the restricted fundamental 

system of (G(l.'), K(l.')) is of rank 1 and consists only of l., K(l.')r(l.-')_ is con

nected if m(J..')~1, and has exactly two connected components if m(J..') = 1. There

fore, applying Lemma 4. 4 to the pair (G(l.'), K(l.')) in case m(l.') = 1, we see that 

( 4. 8) K(l.')~ ::J K(l.')rcÀ'>-

in all cases. 

By Prop. 2.2 applied to the pair (G(l.'), K(l.')) we see that K(J..')p/K(l.'JrcÀ'>

is connected, which implies that every connected component of K(l.')p contains 

at least one conneccted component of K(l.')rcÀ'>-· Then (4. 8) implies the con

nected-ness of K(l.')p. 

PROPOSITION 4. 6. Let P= (l., n), l. E c", be a singular plane in t-. i) In case 

m(J..)=l and l.EC', K~ contains just two connected components of Kr_: 

K~nKr_ = Kr_ 0 +exp (rÀ/2)•Kr_0 • 

ii) Otherwise 

K~nKr_=K~_. 

Proof. Let l. be expressed as J..=él.', l.'Ec', é=1 or 2. In case i) l.=l.'. 

Consider the following commutative diagram 

a 
K().')j,/ K(l.')r(À 1)_0 ---o-

lr ,8 
K(;.') p/ K(l.')m'>- ---o- Kp/ Kr_ 

induced by natural inclusions. 

,8 is a diffeomorphism by Prop. 4. 3. 

Clearly Y and à are covering maps by definition of [14], p. 67. Then a must 

be locally homeomorphic by the commutativity of the above diagram, and the 

image of a is open and closed in the connected space K;/ Kr _0 • Renee the image 

of a coïncide with K2/ Kr _0, i.e., a is also a covering ma p. 

Now by Prop. 4. 5 K(l.')p=K(l.')~, and then by Theorem 3. 4 applied to the 

pair (G(l.'), K(l.')) we see that 

deg (1) = 2 in case i), 

= 1 in case ii), 

where deg ( ) denotes the degree (number of fibre elements) of the covering 

map in parentheses. 

Next, by Lemma 4. 4 we see that 

deg (o) ~ 2 

~ 1 

in case i) 

in case ii). 
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Therefore deg (Y)~deg (o) in both cases. 

On the other band 

deg (Y)= deg (ooa) = deg (o)·deg (a) 

since f3 is bijective. Renee deg (Y) ~ deg ( o). 

Th us 

and 

deg (Y) deg ( o), 

deg (o) = 2 

= 1 

in case i) 

in case ii). 

Since Kp/Kr_ is connected by Prop. 2.2, 

Kp/Kr_ ~ K~/K~nKr_. 

Therefrom the conclusion of the proposition follows. 

111 

Now, by Theorem 3. 4 and Prop. 4. 6 the number of connected components of 

Kp can be counted immediately, and we obtain 

THEOREM 4. 7. Let (G, K) be a symmetric pair such that Gis simply connected, 

P=()., n), ..tEe", a singular plane in 1-, }.=c,.\' such that ..t'Er-' and c=1 or 2. 

Choose a 11-fundamental system J of r such that J- 3 ..t'. Let p' be the number of 

restricted roots of multiplicity 1 of J-, and Ti, 1~i-;;;,p', the corresponding basic 

translations. 

i) In case m().') = 1, take Tt as the basic translation corresponding to À', then 

Kp/K; ~ (Z2)P'-t, 

whose P' -1 generators are represented by exp(T;/2), 2-;;;,i-;;;,p'. 

ii) In case m0'}f=1, 

Kp/K~ ~ CZ2)P', 

whose P' generators are represented by exp(f,/2), 1-;;;,i-;;;,p'. 

§ 5. Sorne reduction of K-cycles. 

5. 1. We assume that G is simply connected for every symmetric pair (G, K) 

throughout this section. 

Let (G, K) be a symmetric pair, and 
(5.1) G=Gt xG 2 

be a decomposition of G into a direct product of two 11-invariant subgroups G1 

and G2 _ Then we have a decomposition 

(5.2) K=KtxK 2 

of K into a direct product such that K'=KnGi, i=1, 2. The pairs (Gi, Ki), i=1 

and 2, are symmetric pairs such that Gi are simply connected, with involutions 
11i=11[G;, and 

(5.3) 

as a symmetric space. 

The infinitesimal symmetric pair (\l, f) of (G, K) 1s also decomposed into a 



112 Shôrô ARAKI 

direct sum 

(5. 4) (!=(!1 +(lz, f=f1 +fz, tn=tn1 +tnz, 

where (g;, f;), i=1 and 2, are infinitesimal pairs of (Ci, K;) and 

\h=f1+tn1, gz=fz+tnz 
are their decompositions (1.1). We have also a direct product decomposition 

(5.5) M = M1xM 2 , 

where M=exp tn and M;=exp tn; for i=1, 2. 

Cartan subalgebras t- of the pair (g, f) and t of g containing t- are also de

composed into direct sums 
(5.6) 

where t;=f- ntn; are Cartan subalgebras of (g;, f;) and f;=ln(l; are those of g; 

containing fi for i=1,; 2. Correspondingly the maximal torus T_=exp f- of 

(G, K) is decomposed into a direct product 

(5. 7) T_= T'::!l x T'3l 

of maximal tori re;) =exp fi, i= 1 and 2, of the pairs (Ci, K;). 

Root systems r (of g with respect to t) and c (of (g, f) with respect to l-) 

are decomposed into disjoint unions of mutually orthogonal subsystems 

(5. 8) r=r1 Ur 2 , C=r:tUri, 

such that r;/fj and ïi/fj are zero forms for i=/=j. r; and r;-, identified with r;/f; 

and ti 1 li respectively, are root systems of g; and (g,., f;) with respect to f; and 

fi for i=1, 2. 

5. 2. Denote by pr;, i=1, 2, the projection onto the i-th factor in (5.1) (or 

in (5. 2), (5. 3), (5. 4) etc.). 

LEMMA 5.1. Let L be any subset of M=exp tn, then 

KL = (K1)L 1 X(K 2)L 2 , 

where L;=pr;L for i=1, 2. 

Proof. Put g,=pr; g for any gEG, i=1 and 2; then g=(g1 , g 2 ). For k=Ck1, 

kz)EK and l=Cl1, lz)E L, k is commutative with l if and only if k, are com

mutative with !,. for i = 1 and 2, whence the lemma follows. 

In particular, if L= T_, then V= T_Ci) for i=l and 2. Therefore by the above 
Lemma we obtain 

PROPOSITION 5. 2. Kr_= (K 1 h'::_ll X (K 2 )yc_zJ . 

Next, let P=(J.., n) be a singular plane in l-. By the decomposition (5.8) 

À E r:t or r2. If À E r:t, then p may also be regarded as a singular plane in li, de

noted here by P' to distinguish it from the original one, and 

exp P=exp p'x T'3l. 

Similarly, if À E rz-, then we can regard P as a singular plane in f2, and denoting 
it by P", 

exp p = T cy x exp P". 
Thus by Lemma 5.1 we obtain 
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RROPOSITION 5.3. Let P=O, n) be a singular plane in f-. i) If ,\Er;, then 

Kp=(K1)px(K 2)rS._2l; 

ii) if H r2, then 
Kp= (K 1 )rS._tl x (K 2)p, 

where p is regarded as a singular plane in f- as well as that in f1 or 12. 

CoROLLARY 5. 4. Let P= (,\, n) be a singular plane in f-. i) If H r;, then 

Kp/Kr _~(K 1 )p/(K1 )r(}l 

natural diffeomorphism induced by the inclusion K1 cK. Similarly, ii) if ,\ E r2, 

then 

Kp/ Kr _~(K 2)p/(K2)r~l. 

5. 3. Let P= {p 1 , ···,p.}, P;=(,\;, mJ be a finite sequence of singular planes 

in i-. Under the decomposition (5.1)- (5. 8) we assume that 

,\;Et1 if iE {j1, ···, j,} (C{l, ···, n}), 

E r2 otherwise. 

Let {jt, ···, j,} and its complement {kt, ···, kn-rl be arranged in their ascending 

orders; and put P'={Pj,, ···, Pj,} and P"={Pk 1 , ···, h._,}, which are considered 

as finite sequences of singular planes in f[ and 12 respectively. 

Let us consider K-cycles rp, rP' and rP" of the pairs (G, K), (G1, K 1 ) and 

(G2, K 2) respectively. If rP is totally orientable, then rP' and rP" are also 

totally orientable since they can be regarded as sub-K-cycles of rp. Their homo

logy bases described in Prop. 2. 8 are denoted respectively by [i1, ···, is] 2, l~i1 

< ··· <is~n, [i1, ···, is]~, l~i1 < ··· <is~r, and [it, ···, isJ;, l~i1 < ··· <is~n-r, 
or dropping suffices 2 in case that rP is totally orientable and H*(rp; Z) is 

discussed; and their dual cohomology bases are denoted by {X; 1 ••• ;.} , {x;, ... ;:} 

and {xjl ... ;s} respectively. 

PROPOSITION 5. 5. There exists a homeomorphism 

rp~rp'Xrp" (direct product), 

which is natural in the sense that, denoting by n 1 and n 2 the projections onto the 

first and the second factors, 

n{(x~)=Xjs for l~s~r 

nt(x()=xk1 for l~t~n-T, 

where nt denotes the cohomology map (mod 2 or integral according to the cases) 

induced by n; for i=l, 2. 

Proof. Put 

W'=pr1K1 x··- xpr1K., 

W"=pr2K1x ··· xpr2Kn, 

where K; denotes Kp; for l~i~n. 

Abbreviating Kr_, (K 1 )rs._ll and (K 2 )rs._2J respectively to K 0 , K~ and K5, 

n-fold direct products (K0 )", (K~)" and (K5)" operate on Wp, W' and W" 
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respectively by the rules (2.1). The quotient spaces of W' and W" by these 

operations are denoted by r' and r" respectively; Wpj(Ko)"=rp by definition. 

The pairs of maps 

((pr1)", (pr1)"): (Wp, CKo)") ~ CW', (Kô)"), 

((pr2)", (prz)"): C Wp, CKo)") ~ C W", (K5)") 

are respectively homomorphisms of principal bundles, and induce the maps of 

base spaces 

First we claim 

(5. 9) rp~r' x r" (direct product) 

with fr 1 and fe 2 as ifs projections onto the first and the second factors. 
Define the maps 

q: W'x W" ~ Wp, 

ij : CKô)" x (Kf,)" ~ (Ka)" 

by 

q((yi, ···,y~), (y{, ···,y~))=(yiy{, ···,y~y~) 

for yi E pr1Kp; and Yi E przKp;, 1;;?;i;;?;n, and by 

ij( (ti' ... ' t~)' (t;' ... ' t~)) =(ti t;', ... ' t~ t~) 
for ti E Kô and ti E K6, 1;;?;i;;?;n. It is a routine proof to see that the pair (q, ij) 

is a homomorphism of principal bundles considering W' x W" as a product bundle, 

and that, denoting by 

q:r'xr" ~ rp 
the map of base spaces induced by q, 

lj o (7t1 X Jrz) 

(n1 x 7tz) oq 
identity map, 

identity map. 

Thus (5. 9) is proved. 

by 

Next define maps 

u1 : W' ~ Wpr, ù1 : CK5)" ~ (KôY 

u1CYi, ···,y~)=(yi ···yj, YJ1+1···Y}2 , ···,yjr-1+1···yj) 

U1Cti, ···, t~)=(tj,, ···, tjr) 

for Yi Epr1KP;• ti EK~, 1;;?;i;;?;n. Also define maps 

Uz: W" ~ Wp", Ùz: (K~)'' ~ (K5)n-r 

similarly as aboves. Then we see easily that (u;, ù,), i=1 and 2, are homomor

phisms of principal bundles, by which are induced the maps of base spaces 

u1: r' ~ rp', uz: r" ~ rp". 
Using Prop. 5. 3 we see easily that 

(5.10) u1 and u2 are homeomorphisms. 

Put 
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Then, by (5. 9)-(5. 10) we see that 

(5.11) rp """rp'xrp" 

with n1 and 7rz as the projections onto the first and the second factors, which is 

the first half of Prop. 5. 5. 

As the effect on the top dimensional homology of the homeomorphism n 1 x n 2 

we see that 

(5. 12') 

where suffices 2 are dropped in case that rP is general and H*(rp; Z2 ) is dis

cussed. Apply (5.12') to every sub-K-cycle of rp, and use appropriate commuta

tive diagrams similar to that in the proof of (2.11), then we see that 

(5.12) Cn1 X nz)*[i1, ·--, is]= ±[al, ···, atJ'® [b1, ···, bs-tJ'' 
under the same convention as (5.12') for L~i1 < ··· <is~n, where 

{i1, ---, isl n U1, ···, J,l = U.,, ···, J.tl, 
{il, ···, is) n {ki, ···, kn-rl = {kb,' ···, kbs-t), 

arranged in ascending orders. In particular 

(5.12") Cn1 X nz)*[js]=[s]'® 1 

Cn1 x nz)*[kt]=1 ®[t]" 

for 1~s~r, 

for 1~t~n-r 

under the same convention as above, where, in totally orientable case, signs be

come unnecessary by choosing the same orientations to K}!K5 and KjjK0 , orto 

K7/K5 and Kk/Ko via natural homeomorphisms of Cor. 5.4. 

Therefrom the last half of Prop. 5. 5 follows. 

If we remarrk that <À, ,u> = 0 for À E r1 and ,uEr;;-, then we see easily the 

following 

COROLLARY 5. 6. In the decomposition (5.1), assume that Theorem 2.10 holds 

for the pairs (Gi, K 1) and (G 2 , K 2 ), then it holds also for the pair (G, K). 

5. 4. In every symmetric pair (G, K), G can be decomposed into the direct 

product of a-irreducible factors 

(5.13) G=G1 x ··- xGs. 

Correspondingly we have a decomposition 

(5.14) K=K1 x ··· xKs 

of K into a direct product such that Ki=KnO for 1~i~s. The pairs (Gi, K:), 

1~i~s, are irreducible symmetric pairs such that G' are simply connected, called 

the irreducible factors of (G, K). Now the decomposition (5.13) can be achieved 

as a result of a finite number of successions of decompositions of type (5.1). 

Therefore, by Prop. 5. 5 and Cor. 5. 6 we obtain the following propositions. 

PROPOSITION 5. 7. In any symmetric pair CG, K) with G simply connected, every 

K-cycle can be decomposed into a direct product of K-cycles of irreducible factors by 

choosing one from each factor. 

PROPOSITION 5. 8. If Theorem 2.10 is true for every irreducible symmetric pair. 
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then it is true for all symmetric pairs. 
5. 5. We say that a symmetric pair (G, K) is of totally orientable type if ali 

K-cycles associated with this pair are totally orientable. W e shall discuss a con

dition under which a symmetric pair (G, K) (with simply connected G) is of 

totally orientable type. 

The following assertion is evident by definitions. 

e5.15) In a symmetric pair we assume that, for every jinite sequence P= {p1, ···, 

p.} of singular planes in r, the sphere bundle erp, rp', smCPnl), P' = {p1, ···, Pn-1}' 

is orientable; then the pair is of total! y orientable type. 

LEMMA 5. 9. In a symmetric pair (G, K), assume that any one of its restricted 

fundamental systems of roofs contains no roots of multiplicity 1, then the pair is 
of totally orientable type. 

Proof. For any P= {p 1, ···,p.}, fini te sequence of singular planes in t-, the 

principal orthogonal bundle associated with the sphere bundle erp, rp', Sm(Pnl), 

P' = {p1, ···, p._1 }, is the ad'-extension of the Kp.-bundle rp ~ rp' by Theorem 

2. 4. On the other hand Kp. is a connected group by Theorem 4. 7. ii) since G 

is sim ply connected and p' = 0 by the assumption of the lemma. Renee 

ad'(Kp ) c SO(m(p.) + 1), 

i.e., the structure group of the orthogonal bundle can be reduced to SOC me p.)+ 1) 

and the bundle erp, rp', sm(P")) is orientable. Therefrom the lemma follows by 

(5. 15). 

Lemma 5.10. Let (G, K) be a symmetric pair, and assume that any restricted 

fundamental system LI- of the pair contains only one roof of multiplicity 1 and all 

other roofs of LI- have even multiplicity. Then the pair is of totally orientable type. 

Proof. As in the proof of the above lemma, it is sufficient to show that 

ad'eKp) c SO(m(p)+l) 

for all singular planes p in C 

Put P=O, n), ).=E).', J.'Ec', é=1 or 2. 

i) In case m().') = 1, Kp is connected by Theorem 4. 7. i) since P' = 1 by the 

assumption of the lemma. Renee 

ad'(Kp) c SO(m(p)+1). 

ii) In case m(J.') ~ 1, 

Kp = K~+exp (-r"/2)·K~ 
by Theorem 4. 7. ii) after choosing a 11-fundamental system such that LI- 3 ).' and 

denoting by f1. the root of multiplicity 1 of LI-. Now 

by (2. 5) and 

mj, = R{-rÀ} +ëpnm 

èpnm = e21.'nm in case é=2 and n odd 

= êÀ'nm+è2À'nm otherwise. 

Using the basis eL5') for èÀ' and e2 A'• compute ad'eexp e-r,./2)) on 1\,nm, and 
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e2 A'nm (if 2,f E c). Then, remarking that 7.'(-r,J is an integer and 27.'(-r,,J is even, 

we see that 

Furthermore 

ad'(exp (-r,j2)) lèA'nm = ±identity map, 

ad'(exp (-r,j2)) lèn'nm = identity map. 

ad'(exp (-r,.../2)) IR{-rÀ} = identity map 

as is immediately seen. 

By the assumption of the lemma m(l.') is even. Therefore, by the above 

discussions we see that 

ad'(exp (-r,.../2)) E SO(m(p) + 1). 

On the other band 

ad'(K~) c SO(m(P)+1) 

He nee 

ad'(Kp) c SO(m(P)+1) 

also in case ii). Thereby is proved the lemma. 

By Prop. 5. 7 and Lemmas 5. 9, 5.10 we obtain the following 

THEOREM 5.11. Let (G, K) be a symmetric pair such that G is simply con

nected. And assume that every restricted fundamental system .:~- of al! irreducible 

factors of (G, K) satisfies that either it contains no roof of multiplicity 1, or contains 
exactly one roof of multiplicity 1 and every other roof of .:~- has even mu!tiplicity. 

Then the pair (G, K) is of totally orientable type. 

By the classification of irreducible infinitesimal symmetric pairs (cf., [2], the 

table at the end), we obtain the following 

CoROLLARY 5. 12. Let G/ K be a compact symmetric space such that G is simply 

connected and that every irreducible factor of G/ K is isomorphic to one of 

the following spaces: compact Lie groups, complex grassmann manifolds (type 

Alli, AIV), quaternion grassmann manifolds (type Cil), spheres (type Bil, Dil), 

S0(2n+2)/S0(2) xS0(2n) (type DI of restricted rank 2), SU(2n)/Sp(n) (type 

Ail), S0(2n)/U(n) (type Dili), E 6 /Spin(10)·T1 (type EIII), E 6 /F4 (type EIV), 

E 7 /E 6 • T 1 (type EVII) and oct anion projective plane (type Fil). Then every K-cycle 

associated with (G, K) is totally orientable. 

We can see via classification and case-by-case discussions that the condition 

of Theorem 5.1 is also sufficient for a symmetric pair with simply connected G 

to be of totally orientable type. 

Finally, applying Theorem 5.11 to the theory of [8], Theorem I and its con

sequences, we see that, for every symmetric pair ( G, K) of totally orientable type, 

the integral cohomologies of the loop space SJ(G/K) and any space K/Kr', T' a 

torus subgroup of M=exp m, have no torsion. 

5. 6. For any singular plane P=O, n), J.Ec", we put again J.=ê),', J.'Ec', 

é = 1 or 2. Further we put 
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(5.16) 
(G(p), K(p))=(G(J.'), K().')) if é=1 or if é=2 and neven 

=(G(2).'), K(2J.')) if é=2 and n odd, 

using the notations of 4. 3. Then by (4. 6)-(4. 7) 

(5.17) K(p)/K(P)r_ ~ Kp/Kr_, 

by the natural map; and since G is simply connected Prop. 4. 2 implies that 

(5.18) K(p) = KnG(p). 

LEMMA 5.13. For every kEKr_, k·K(p)·k- 1 =K(p). 

Proof ü(p) and f(p) denote Lie algebras of G(p) and K(p) respectively. 

Using a standard argument with Weyl base of ({, the complexification of g, 

we see that 

[e,, er.] C e"+f. +?a-r" 
for a, fiEr, where e,+r-=0 (or e,_r.=O) if a+/3 (or a-fi)E[r. Further, for aEro 

and /3 E f~ol (or r21.') 

a± /3 E rA' (or fzA') 

if they belong to r, bea use "/3 E t 1.' (or rn')" means that /3 is connected with i\' 
(or r 2 ~.l) in r0, and then a±/3 is connected with (A' (or fz 1.') in r0. 

Renee by (1. 9) adjoint operations of gr_ in g make the space 11= 2:.:? 0 invariant, 

where the summation runs over ali roots of f,_, (or rn'), and consequently adjoint 

actions of exp (gr_) =Gr_ make 11 invariant. Since the latter adjoint actions are 

homomorphisms, they make invariant the Lie algebra generated by n, which is 

equal to g(p). 

Finally the adjoint operations of Gr_nK make g(p) nf=f(p) invariant, and 

do also K(P)=exp f(p) invariant. Thus the lemma is proved. 

5. 7. Let P= {pl, ... , Pnl be a sequence of singular planes in t-. Using the 

notations of 2.1, K;=Kp; and K 0 =Kr_ for l~i~n. Here we put 
K(i)=K(p;), K(i) 0 =K(p;)r_ 

for 1~i~n. For any subgroup L of K 0 

(5.19) LK(i)=K(i)L and LKCi)o=KCi)oL 

by Lemma 5. 13, which are respectively subgroups generated by {L, K(i)} and 

{L, KCi)o}, for 1~i~n. 

Next we put 

(5.20) KCil=KCl)oK(2)o ... K(i-1) 0 K(i), KJil=K(1) 0 K(2) 0 ... K(i)o 

for l~i~n, which are respectively subgroups generated by {K(1) 0 , ... , K(i-1) 0 , 

K(i)} and {K(1) 0 , ... , K(i) 0 } by the above remarks. 

(5.21) KCil/KJil~K;/K0 for l~i~n, 

by the maps induced by the natural inclusions. 

Proof Consider the map 

a;: K(i)/K(i) 0 -- KciJ/KJil 

induced by the natural inclusion K(i) cKCil. Because of (5.17) it is sufficient to 

see that a; is bijective. Since 
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Keil=K(i)KCl)oK(2) 0 --- K(i-1;o 

by (5_ 19), a; is surjective. On the other hand 

K(i) 0 ~K(i) nKin ~K(i) nKo =K(i).o 

Thus K(i) nKjil =K(i) 0 , which shows that a; is injective. 

Put 

r~ = K(l) x K~1)K(2) x KJ2) --· x Kôn-1) (Ken)/ K5n) ). 
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q.e.d. 

By dropping off the last factor we ob tain a fibre bundle (r~, r~,, Ken/ Kin)), 

where P'={p1, ---,Pn-1 }. The inclusion KC1JxKc2JX --- xKenJCWp induces a map 

fin: r~ -~ rp. And the pair (fin, fin-1) is a bundle map with the inclusion 

KJn-1 ) CK0 as homomorphism of structure groups, where we regard their as

sociated principal bundles as reduced ones as in 2. 5. In this bundle map the 

fibres are mapped homemorphic onto by (5. 21). Therefore, if fin- 1 is a homeomor

phism, then fin is also so. By an induction on the length n of P and making use 

of (5_ 21) we can see that fin is homeomorphic. 

Thus the pair Cfin, fin- 1) is an isomorphism of fibre bundles, and we see the 

following 

PROPOSITION 5.14. The structure group of the bundle erp, rp', Kn/Ko) is re

ducible to K5n-1l. 

§ 6. Symmetric pairs of splitting rank and K-cycles. 

6. 1. In this section we shall discuss K-cycles associated with symmetric 

pairs (G, K) of splitting rank with simply connected G. 

As an immediate corollary of Prop. 1.2 and Theorem 5.11 we obtain 

PROPOSITION 6. 1. For every symmetric pair CG, K) of splitting rank with 

simply connected G, all singular planes in 1- have even multiplicities and the K-cycles 

associated with it are al! totally orientable and even dimensional. 

This proposition, combined with the theory of [8], implies 

COROLLARY 6. 2. For every symmetric pair CG, K) of splitting rank with simply 

connected G, H*(K/ Kr_; Z) and H*UJ(G/ K); Z) have no torsion, and their sub

groups of odd degrees vanish. 

6. 2. Let CG, K) be a symmetric pair of splitting rank with simply connected 

G. We shall consider the operations of w- on KI Kr_ derived from right transla

tions as in 1. 9, and the representation of w- on H*(K/ Kr_ ; R) induced by 

these operations. 

By Cor. 6. 2 every odd dimensional cohomology of KI Kr_ vanishes, and 

dim H*(K/Kr_; R) = dim H*(K/Kr_; Z 2 )_ 

On the other band 

dim H*(K/Kr_; Z2) = order of w-
by [8], Chap_ IV, Cor. 2.13, p. 1022. Since w- operates on K/Kr_ without fixed 

points, we get a proof of the following proposition in entirely the same manner 
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as that of Leray [10], Prop. 11. 1, p. 113, by making use of the above facts and 

the Lefshetz fixed point theorem : 
PROPOSITION 6. 3. For every symmetric pair (G, K) of sp!itting rank with 

simply connected G, the representation of w- on H*(K/ Kr_ ; R) is equivalent to 

the regular representation of w-. 
In case the symmetric space is a Lie group, this proposition reduces to Prop. 

11.1 of [10] as will be seen by a remark in 1. 9. Therefore this proposition is 

an extension of Prop. 11. 1 of [10]. 
6. 3. For every irreducible symmetric pair of the considered type, the multi

plicities of its restricted roots are all the same as will be seen from [2], th~ 

table, which we denote by 2m ; that is, i) m = 1 in group cases, ii) m = 2 for 

(SU(2n), Sp(n)), iii) m = n-1 for (Spin(2n), Spin(2n-1)), and iv) m =.4 for 

(E6, F 4). 

Here we shall distinguish singular planes p = (À, n) and - p = (-À, - n) as 

oppositely oriented ones. (How to orient them is immaterial.) 

THEOREM 6. 4. For every symmetric pair (G, K) of splitting rank with simply 

connected G, we can orient Kp/ Kr_ for each singular plane p in t- in a suit able way 

so that Kp/ KT_ and K-p/ KL are oppositely oriented and that, for each K-cycle r P, 

P=iP1, ... ,p.) and p,=(À;, n;), 

H*(r P ; Z) = Z[x1, ... , Xn]/ lp, 

where /p is the ideal generated hy the elements 

Pk=xk(xk+ L;~;;;fak;X;), l~k~n, 

ak;=2<Àk, À;>/<À;, À;>, and x1, ... , x. are generators described in Prop. 2.9, and, 

if (G, K) is irreducible, form a basis of H 2 '"(rp ; Z). 

In case the symmetric space is a Lie group, this theorem reduces to Prop. 

4. 2 of [8], Cha p. III, p. 996. 

By virtue of Props. 5. 5 and 5. 7 and the fact that ak;=O if Àk and À; belong 

to mutually different irreducible factors, to prove Theorem 6. 4 it is sufficient to 

prove the following 

PROPOSITION 6. 5. Theorem 6. 4 holds for every irreducible symmetric pair. 

This will be proved in 6. 6 after sorne preparations. 

6. 4. In the present discussed cases, for each singular plane P=O, n) in f-, 

we have Kp=Kp., o), independent of n, as is easily seen by Cor. 1. 3 and 4.1, 

i)-iii), so that we shall write it simply as KÀ. 

Let w E w- and n be a representative of w in NK( T_). Denote by !fJn the 

conjugation of K with respect to n-1 . By an easy calculation we see that 

rp.(KÀ) =Kw* À and rp.(KL) =KT_. 

Then, passing to quotients we obtain homeomorphisms 

rp~: K1.jKT_:::;; Kw*ÀIKT_ and rp~: K/KT_ :::;; K/KT_. 

rp~ is homotopie to the action of w on K/ Kr_ induced by right translation. If we 
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change the representative n of w by another one n', then <P~ and ~p~, is homotopie 

to each other; hence the induced homology map is determined only by w, denoted 

by 'Pw. Therefore we obtain the commutativity of the following diagram 

w,. 
H*(K/Kr_; Z) ~ H*(K/Kr_; Z) 

Îi~c jiw*A 
1 'Pw 

(6.1) 

H*(K~c/Kr_; Z) --ô>- H,.(Kw*~c/Kr_; Z) 

for w E w- and À E c, where w* denotes the homology map induced by the action 

w on K/ Kr_ and i A, iw* ~c tliose induced by natural inclusions. 

We say that the set (K~c/ Kr_ ; À E c} is coherent! y oriented when every K~c/ Kr_ 

is oriented in such a way that i) K~c/ Kr_ and K_~cf Kr- are oppositely oriented 

and ii) <Pw is orientation preserving for all w E w- and À E c 
PRO?OSITION 6. 6. For every irreducible symmetric pair (G, K) of splitting rank 

with simply connected G, we can give a coherent orientation for the set {K~c/ Kr_ ; 

He}. 

Proof. i) Group cases_ c and w- can be identified with the root system and 

Weyl group of K with respect toT+. For each ÀEC (considered as a root of K) 

we orient KIT+ by the rule of [8], Cha p. III, § 4, i.e., the image by the homology 

transgression of its fundamental class is r 1,_, considered as an element of H1 ( T+; Z). 

The pair of maps 

(<Pw' w-1 ) : (KA' T+) ~ (Kw* A' T+) 

is a homorphism of principal bundles (K~c, K~c/T+, T+) to (Kw*~c, Kw*~c/T+, T+), 

and w-1 -r~c =rw*~c for every {w, À), which show the proposition in this case. 

ii) (SU(2n), Sp(n)). Express every element of Sp(n) by n x n unitary 

matrix of quaternions. The inclusion Sp(n) C SU(2n) is interpreted as a map 

sending (s, t)-elements as 1 of A E Sp (n) to (s, t)-boxes of the forms 

( Xst -~st) 
Yst Xst 

by partizing elements of SU(2n) into 2x2 boxes, where ast=Xst+j·Yst, Xst and Yst 

are complex numbers and j a usual quaternion unit. 

Let T be the maximal torus of SU(2n) consisting of all diagonal matrices, 

and T+= TnSp(n). Every element H of the Cartan subalgebra t, tangential to 

T, is expressed as 

and 

[
e27T~-~~, 

exp H= · 

0 

Th en 
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(6. 2) HE J+ if and only if t2;-1 = -t2; for all l~i~n, 

as will be seen by the inclusion T+c T. Consequently 

(6. 3) HE f- if and only if t2î-1 =t2; for all l~i~n, 

since f- is the orthogonal complement of J+ and the invariant metric on f is given 

by the quadratic form t12 + ··· + t2n2 . 

Let w 1 , ···, ro 211 be the weights of identity map representation of SU(2n) with 

respect to f, i.e., 
w;(H) =t; for ali HE f and l~i~2n. 

Then r= {w;-wj; i=fj} and ro= {±(w2i-1-ro2;), l~i~n) as will be seen by (6. 3). 

Any linear order in J* satisfying 

ID1 >(J)2 > ··• >w2n 

is a <1-order as will be seen by (6. 2)-(6. 3), and the <1-fundamental system J of r 

with respect to this order is 

and 

J-= {.h, ···, Àn-d 

by putting À;=ro 2;-ro2i+11 r. r- is of type A11-1> and every positive root À E c 
can be wri tt en as 

Th en 

By an easy computation we see that Kr_ is the subgroup of Sp(n) consisting 

of ali diagonal matrices. Let Spi(l) donote 3-dimensional subgroup of Sp(n) con

sisting of diagonal matrices whose elements are ali 1 except the i-th. Then 

Kr_ = Sp 1 (1) x ··· x spn(l). 

For each (i, j), 1~i<j~n, we denote by SpU, j)(2) the subgroup of Sp(n) 

consisting of such matrices that their matrix elements are the same as the unit 

matrix except the i-th and j-th rows and columns, which is isomorphic to Sp(2). 

Now by a short calculation we see that 

K;... =SP 1 (1) x ··· .f ··· /+1 ··· x Spn(l) x SpU, H 1 l(2) 

if ±À= À;+···+ h 1~i~j~n-1, where i means to omit the i-th factor. Furthermore 
KU) =SpU, j+1 l(2) and KO)r _ =SP;(l) x Spj+ 1 (1) 

for ±À=À;+ ··· +Àj, l~i~j~n-1. 

Choose an orientation of Sp(l) once and for ali fixed. Since Sp(l) has no 

outer automorphism the group of ali automorphisms of Sp(l) is connected, which 

means that every automorphism of Sp(l) is orientation preserving. Now we can 

orient Spi(l), l~i~n, such that every isomorphism Sp(l)~Spi(l) is orientation 

preserving. Then every isomorphism Spi(l)~Spj(l) is also orientation preserving 

by the same reason as above. Denote by s;, 1~i~n, the homology fundamental 
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class of thus oriented Spï(l). 
For each .He,±).=).;+··· h denote by fA a matrix of SpCi,j+1 l(2) which 

has 0 as the (i, i)-th and (j+1, j+1)-th element and 1 as the (i, j+1)-th and 

(j + 1, i)-th. Clearly 
fA E NK(T). 

By an easy computation we see that (ad fA)* permutes w2i-l with W2j+1 and w2; 

with w2h 2 , and fixes ali other weights, which implies that fA is a representative 

of RA, an element of w- defined by the reflection across the plane ()., 0), in 

NK(T_), 

The conjugation by fA, denoted by ]À, is involutive, mapping Spi(l) isomorphic 

onto Spj+ 1 (1) and leaving Spk(l) invariant for kEf {i, j+ 1}. Renee 

(6.4) JA*s;=sj+ 1 , and ]Hsk=sk for kEf {i, ;+1} 

by our choice of orientations of Spk(l) as above. On the other hand 

]À* : H*(SpCi, j+1 l(2) ; Z) _.,. H*(SpCi, j+ 1 l(2) ; Z) 

is an identity map since ]A is an inner automorphism of the connected group 
SpCi, j+ll(2). Thus 

(6.5) kA*(si-sj+ 1 )=0 

where kA: SP;(1)xSpj+1 (1)cSpCi,j+ll(2) is the inclusion. 

Rere we put 
SpCi,j+ll(2)/Sp;(l)xSpj+1 (1)=SL 4-spheres, for ).EC such that ±).=).;+ ... +).j. 

(6. 5) implies that 

(6.6') a*H4 (S~; Z)=the subgroup generated by si-sj+ 1 , 

where a* is the homology transgression of the bundle SpCi, j+ 1 l(2) _.,. S~. We 

shall orient Si such that its homology fundamental class, denoted by s~, satisfies 

(6.6) a*st=si-sj+l if ).>0 
=sj+ 1 -si if ).<O. 

Thus S4""À are oppositely oriented. By the canonical homeomorphism 

KÀ/Kr _:=:::;K().)/K().)r _= St, 

we orient KA/ Kr_ so that the above map becomes orientation preserving. 

Now the pair of maps 

cJÀ, JÀ): CK/L, Kr_) _.,. cKRÀ/L, Kr_) 

is a homomorphism of bundles (KÀ, s;;;, Kr_) to (KR)\!"> S!{Jo..IL, Kr_) for each 

)., fl. E c. By an easy discussion of the induced homomorphism of integral homo

logy spectral sequences making use of (6. 4) and (6. 6), we see that the induced 

map of base spaces is orientation preserving. Thus the proposition was proved in 

case ii). 

iii) (Spin(2n), Spin(2n-1)). This is a symmetric pair of rank 1; K=KÀ 

=Spin(2n-1) for each ).EC, Kr_=Spin(2n-2), and K/Kr_ is a 2(n-1)-sphere. 

In this case w-~z2 , and by Prop. 6.3 the operations of w-on H 2"- 2(K/Kr_; 

Z)~ Z is non-trivial. Renee the operation of the genera tor of w- on KI Kr_ 



124 Shôrô ARAKI 

must be orientation reversing. Therefore, by the commutativity of (6.1) 

<p 1 : H*(KA/ Kr_ ; Z) ~ H*(K_Aj Kr_ ; Z) 

is orientation reversing, where fis the generator of w-, the reflection across the 

plane (,{, 0), À E c. Thus, if we orient K 1../Kr_ and K_"jKr_ oppositely, theo the 

set {KA/ Kr_, K_Aj Kr_} is coherently oriented. 

iv) CE a, F 4). This is a symmetric pair of rank 2, whose restricted root 

system is of type A 2 . For each À E c, K" =K(,{)~Spin(9), and Kr_ =Spin(8). 

In this case c contains 6 roots, and the operations of w- permute the roots 

of c transitively since the roots of r- have ali the same length. Now the order 

of w- is 6, which implies that w- permutes the roots of c simply transitively, 

i.e., for each pair {,{, P.} cr-, there is only one element w E w- such that w* À= P.. 

Renee, choosing a root À Er- we take and fix an orientation of Kj Kr_ ; and then 

for each f1. Er- take a unique w E w- such that w* À= p. and define an orientation 

of K,./Kr_ so that 

'Pw: K1../Kr_ ~ K,./Kr_ 

becomes orientation preserving. Thus we could define an orientation for each 

K,j Kr_ such that rpw is orientation preserving for every w E w- and p. E c. 
Next, for every H c, GO)~Spin(lO), and the symmetric pair (G(,{), K(,{)) 

becomes isomorphic to the one of case iii) for n=5. Its restricted root system 

becomes the subsystem of r- consisting of ±À, and its restricted Weyl group be

cornes the subgroup of order 2 generated by the reflection across the plane (,{, 0). 

By the discussion of case iii) we know that rp1 : KO)/Kr_ ~ KO)/Kr_ is orienta

tion reversing, where fis the element of w-, defined as the reflection across the 

plane (,{, 0). Therefore KA/ Kr_ and K_Aj Kr_ is oppositely oriented for every 

À E c. And the set (Kj Kr_, À E c} is coherently oriented. q.e.d. 
6. 5. Let (G, K) be an irreducible symmetric pair of splitting rank with simply 

connected G. We shall orient every KA/Kr_ coherently by Prop. 6. 6. 

For every À Er-, consider the natural inclusion 

iÀ: KA/Kr_ c K/Kr_. 

The image of the fundamental class of K;.jKr_ by i"* defines an element of 

Hzm(K/ Kr_; Z), denoted by [[,\]]. By the definition of coherent orientations 

(6. 7) -[[,{]]=[[-À]], 

and by the commutativity of (6.1) 

(6. 8) [[w* À]]=w*[[,\]], 

for each w E W_. 

Choose a fundamental system J-= {À 1 , ···, Àp} of c. If we realize the additive 

basis of H(K/ Kr_; Z), [8], Theorem VI and Cor. 2.13, p. 1022 (interpreted as K 

orientable case by our Prop. 6.1), by cycles in K/ Kr_ directly, theo we see that 

(6. 9) {[[,\1]], ···, [[,\p]]} forms an additive base of H 2 m(K/Kr_; Z). 

We denote basic translations in C corresponding to À, by r;. 



On Bott-Samelson K-cycles associated with symmetric spaces. 125 

PROPOSITION 6. 7. For each À E c, express the basic translation 'À correspond

ing to À as an integral linear combination 

'À =a1,1 + --- +ap'!"p-

Then 

[[A]]=a1[[A1JJ+ --- +ap[[Àp]]_ 

Proof- It is enough to prove the proposition for a suitably chosen tl- since 

the Weyl group w- permutes restricted fundamental systems transitively and we 

can apply (6. 8), and for a suitably chosen coherent orientation since the change 

of coherent orientation changes [[A]] to its minus for all À E c at the same time. 

So we use as tJ- and the coherent orientation those used in the proof of Prop. 6. 6. 

i) Group cases. In the fibre bundle (K, K/T+, T+) the homology transgression 

a*: Hz(K/T+; Z) ------:>- H1CT+; Z) 

is bijective. And 

i.e., 

sion 

a*[[A]]=•À by our choice of orientations 

= l..:,a;,;= "'2.:,a;8*[[A;]], 

[[A]]=a1[[A1JJ+ ... +ap[[Àp]]. 

ii) (SU(2n), Sp(n)). In the bundle (K, K/Kr_, Kr_) the homology transgres-

a*: H4(K/Kr_; Z) ------:>- Ha(Kr_; Z) 

is injective. And, if À> 0 and À= À;+ .. - + Àj, 

a*[[A]] =a*sz =s; -sj+1 

= (s; -si+1) + (si+l_si+z) + ... + (sj -sj+1) 

=a*[[A;]]+a*[[À;+l]]+ --- +a*[[AJ], 

i.e., [[A]]= [[A;]]+ ... [[Àj]]. 

On the other hand 

'À =•;+ ... +•j 
since all roots of c have the same length. That is, Prop. 6. 7 was proved in case 

ii) for A>O. The case À <O can be also discussed in the same way. 
iii) (Spin(2n), Spin(2n-1)). In this case C= {À, -A}, and (6. 7) completes 

the proof. 

iv) CEs, F 4). Put J-= {Àl, Àz}. Then 

C= {±Àl, ±Az, ±01 +Az)}. 

Put 

a =[[A1JJ + [[Àz]J- [[À1 + Àz]J, 

and apply every operation of w- to a. Then, by making use of (6. 7) and (6. 8), 

we see that the set {a, -a) is closed by the operations of w-. Renee, if a=,bO, a 

generates a one dimensional w--invariant subspace of the 2 dimensional space 

HsCF4/Spin(8); R). Now H*(F4/Spin(8); R) is the space of the regular re

presentation of w- by Prop. 6. 3 and the representation of w-on H 8 (F 4/Spin(8); R) 

is one of the irreducible components of the regular representation of w-. (Cf., 
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also [5], p. 333.) Therefore a=O. That is, 

[[.h]] + [[Àz]J = [[,lt + Àz]], 

which completes the proof in case iv). q.e.d. 

The above proposition implies that, if there holds a linear equation among -rÀ, 

then there holds a linear equation among [[,l]] with the same coefficients. In 

particular, 
CüROLLARY 6. 8. For any À, f--l E c, there holds the equality 

[[R;t À]]= [[,l]]- Il( -rÀ)[[.u]], 

where R" denotes the reflection across the plane (Il, 0). 

6. 6. Proof of Proposition 6. 5. By Prop. 2. 9 it is sufficient only to prove the 

relations Pk, 1-;:;,k-;:;,n. Choose a coherent orientation for the set {KÀ/ Kr_; À E c}. 

Then, for every K-cycle rp, P= {p 1, ···, Pnl and P;=(À;, n;), the basis [1], ···, [n] 

of Hzm(rp; Z) is well defined, and also its dual basis X1, ···, Xn. Furthermore, 

for every sub-K-cycle rp', P'= {p;~' ···, p,), of rp, 
for 1-;:;,k-;:;,r, 

and 

if j=it 

=0 if jEJ:{i1,···,ir}, 

where [: rp' ____,. rp is the natural inclusion of 2. 7 and the 2m-dimensional 

basis elements of homology and cohomology of rP' are expressed with ' added. 

Thus, if we prove Prop. 6.5 for every K-cycle rF" with P" of length 2, then 

we can see that Prop. 6. 5 is true for every K-cycle rF by evaluating xk2 , 1-;:;,k-;:;,n, 

on each sub-K-cycle of dimension 4m. 

Now we shall consider a K-cycle rF with P= iP1, Pz}, P1 =(Il, n1) and 

Pz=(v, nz). 

Since x 1 E n*H2 m(KjKr_; Z) where n: rF ____,. K,,./Kr_ is the projection, it 

follows that 

xl= O. 

To prove the relation Pz we proceed the more or less parallel way to the 
corresponding proof of [8], Chap. III, § 5. First we remark that 

(G(v), K(v))~(Spin(2m+2), Spin(2m+1)) 

as symmetric pairs, and its restricted Weyl group can be identified with a sub

group of w-, generated by Rv, the reflection across the plane (v, 0). Then we 

can choose a representative j of R" in NK(T_)nK(v). Let]: Wp ~ Wp be the 

map sending Cy1, y 2 ) to (y1 , Y2j). This is a homomorphism of the bundle 
WP ~rF into itself relative to the homomorphism j: CKr-)2 __,. (Kr_) 2 , defined 

by JCk1, kz)=(k1, j-1kzj). The induced map of rF into itself is denoted by J 
Since jE Kv by our choice and Kv is connected, f map the su b-K-cycle Kv! Kr_ into 

itself and f 1 Kv! Kr_ is homotopie to <pj, the map defined at the biginning of 6. 4. 

Th us f 1 Kv! Kr_ is orientation reversing, i.e., 
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(6.10) 

Next we discuss]*[1]. The map p: Wr·"K. defined by p(y1, Y2)=Y1Y2, induces 

a map p: rP ~ K/Kr_, and 

(6.11) p*[1] = [[!-!]], P*[2] =[[v]]. 

Since poj=rpjop evidently, where rpj :K/Kr_-----+ K/Kr_ is the map defined by 

the right translation by j, we obtain 

P*]*[1] = Rv*[[.U]] = [[!-!]]- v(-r,.J[[v ]] 

by (6.11), Cor. 6. 8 and (6. 8). Thus 

p*J*[1] = p*([1] -v(-r,.J[2]). 

If .u =1= ±v, then ,u and v are linear independent, and p* is injective in degree 

2m. Therefore we obtain 

(6.12) ]*[1] = [1]-v(r-,.)[2]. 

In case .U= ±v, the map ~ : WP ~ Wp, defined by {(y1, Y2) = (y1, Y1Y2), 

induces a homeomorphism 

~: rp~r~ 

where r~ = CKv! Kr_) x (K,./ Kr_), the direct product. Denote the elements of 

H2m(r~ ; Z), represented by the first and the second factors as oriented ones, by 

[1]' and [2]' respectively. Then it is easy to see that 

~*[1] = [1]' ± [2]' and ~*[2] = [2]', 

where the sign ± coïncides with the sign of ,u = ±v. Let j opera te on r~ as a 

right translation of the second factor. The obtained map we denote by 1/r. Then 

1h[1]' = [1]' and v*[2]' = -[2]'. 

And evidently ] = ~- 1 o + o ~. Therefore 

]*[1] = ~;i8[1]'+[2]') 

= [1]+2[2] = [1]-v(-r,.J[2], 

i.e., (6.12) holds also for the case .U= ±v. 

Now by the same way as in [8], p. 999, we see that 

X2•J*x2= O. 

And, (6.10) and (6. 12) implies that 

]*x2=-x2-v(-r,Jx1; 

consequent! y x2Cx2+1;(-r,,Jx1) =O. 

§ 7. Proof of Theorem 2. 10. 

q.e.d. 

7. 1. This section is directed to the proof of Theorem 2.10. Renee we assume 

that G is simply connected throughout the section. The only task is to prove 

the relations Pk for 1~k~n. 

Let P= {p1, ···, Pnl be a sequence of singular planes in r, and put P"= {p1, ···, 

pk}, k~n. erp, rp", n) is a fibre bundle with a cross section, where n : rp ----+ rp", 
the projection of the bundle, is a map obtained by dropping off the last (n-k) 

factors. Using cohomology (mod 2) bases (2.14) for rp and rp", and considering 
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their relations with respect to n*, we see that the relation Pk to describe xl as 

the linear combination of basis elements (2.14) of H*(rp ; Z2 ) is obtained as the 

n*-image of the corresponding one for rP"· In particular, x~ is described as a 

linear combination of X; 1 ••• x;s such that 1~i1 < ··· <is~k. 

On the other hand, for any x;, ···, x;s such that 1~i1 < ··· is<k, its restriction 

to the sub-K-cycle rP"', P'" = {p;,, ···, P), is non-zero, and the restriction of xl to 

rP"' is zero since xklrP'" is zero. Renee x;,··· X; 8 , 1~i1 < ··· <is<k, do not appear 

in Pk· Thus we obtain 

Lemma 7. 1 xk2 is expressed as a linear combination of 

X; 1 ••• X;sXk 

such that 1~i1 < ··· <is<k and deg (x;,··· X;s)=deg Xk. In particular 

xl= O. 

Next we state the following 

LEMMA 7. 2 For any K-cycle rp, P= {p 1, ···, Prl, associated with an irreducible 

symmetric pair (G, K) such that 

mCP1)+ ··· +m(Pr-1)=m(Pr), 

the relation Pr holds in the same form as that of Theorem 2.10. 

Once were proved Lemma 7. 2, then Theorem 2. 10 would hold for every 

K-cycle rP associated with irreducible symmetric pairs as is easily seen by 

evaluating the values of P;, 1 ~ i ~ n=the length of P, on each sub-K-cycle of rP 

of dimension 2m(p;) using Lemmas 7. 1 and 7. 2. And then Theorem 2. 10 is 

proved in its full generality by Prop. 5. 8. 

Proof of Lemma 7. 2. We shall divide our discussions into five cases: A) r=2 

and m(p2)=1; B) r~3 and m(p1)= ··· =m(Pr- 1 )=1; C) r~3 and m(p;)>1 for 

at least one i, 1~i<r; D) r=2 and m(p2) odd>1; E) r=2 and m(p 2) even. We 

put P;= (;.;, n;), À; E c", À;= é;Ài, é;= 1 or 2, and ,il E c' for 1~i~r, and P' = {p1, ···, 

Pr-d. 
7. 2. Case A). In this case, using notations of 5. 7, G(i) is a 3-sphere and 

K(i) is a circle {exp tU;, tER} for i=1, 2, where { U;, V;} is an ortho-normal 

basis of e~.; such that oU;= U; and o V;=- V; (by (1. 5) ). Furthermore K 0cü r;;~22 

generated by exp(rr.,/2) (cf., also Theorem 4. 7). By Props. 2. 6 and 5.14 the 

structure group of the circle bundle erp, rp', 5 1 ) is reducible to ···2CK61)), where 

<·2 is the isotropy representation of K 2 / Ka. 

Now, since ad(exp(-r~.,/2)) le~. 2 is a rotation through the angle n,\2(-r~.,) in e~. 2 , 

we see that 

ad(exp(-r~.,/2))· U2= U2 or - U2 

according as the Cartan integer a21=À2C-r~.,) is even or odd. That is, ,:2CK61)) is 

trivial or non trivial, and hence the bundle cr p, r p', 51 ) is orientable or not 

according as a2 1 is even or odd. 

As is weil known the first whitney class w1 of the bundle cr p, r p', 51) is 
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zero or non-zero according as the bundle is orientable or not, (e.g., cf., [14], p. 

197). And by Massey [11], p. 274, Theorem III (which is true also for non-orientable 

sphere bundles and their cohomology mod 2 as is easily seen from his proof, 

through it is stated for orientable sphere bundles), 

xl= n*(w1)·x2 

where n: rP ~ rP' is the projection of the bundle. Therefore 

(7.1) xi = b21x2x1, 

which proves Lemma 7. 2 in case A). 

7. 3. Case B). Similarly to the above case K(i) 0~Z2 with generators exp(r~o./2) 

for 1~i~r-1. And K0cr-1 l=K(1) 0 ••• Ker-1) 0 is a finite group generated by 

experA/2), 1~i~r-1. By Props. 2.6 and 5.14 the structure group of the sphere 

bundle erp, rp', SmCPrl) is reducible to t.,.eKa"-1l), where t, is the isotropy re

presentation of K,j Ko . 

Using the bases e1. 5) of eA; and èv,; we see that 

adeexp(r~o./2)) lè~o.; = ( -l)a',; identity map 

for l~i~r-1, where a~;=;.; (rAJ as in the above case, and that 

ad(exp(rA/2)) lè21o.; = identity map 

since 2;.; Cr ~o.;) is even always, which implies :firstly that, 

i) if m(2;.;) =f=O, then the structure group of the sphere bundle (rp, rp', 

sm(Pr)) can be further reduced to O(m(p,) -1) and m(p,)-th Whitney class Wm(Pr) 

(mod 2) vanishes. Then, by [11], Theorem III, 

(7. 2) Xr2=n*(Wm(Pr)) •X,= O. 

Now this case i) is possible only for the irreducible symmetric pairs with the 

following types of infinitesimal structures: AIII, AIV, Dili, EIII, as will be seen 

from [2], the table. Furthermore, in each possible symmetric pair, ali roots of 

odd multiplicities, up to signs, are mutually orthogonal. In particular a,;=l.rCr~o.i) 

=0 or ±2, i.e., 

(7.3) C,; = 0 

for l~i~r-1. Thus, by (7.2)-(7.3), Lemma 7.2 was proved in this case B)i). 

ii) If m(2;.;) = 0, then ;., = ;.; , and the vector bundle, associated with reduced 

SmCPr)-l.bundle over rp' (by the canonica} cross-section v: rp' ---->- rp), splits as 

a Whitney sum of m(p,) copies of a real line bundle with the following actions 
of K 0Cr-1l on R : 

exp(r~o./2) · t = ( -l)ari[, tER. 

for 1~i~r-1, where a,;=Àr(r~o.)· Denote this line bundle by /, and its :first 

Whitney class by w 1 . Then mCPr)-th Whitney class Wmcp,) of the sphere bundle 

erp, rp', SmCPr)) is 

(7. 4) Wm(Pr) = (w1)m(Pr) 

by the Whitney duality theorem. On the other hand, consider the restriction of 

Y on each KJK0 regarded as a sub-K-cycle of rp', of which the structure group 
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is reduced to K(i) 0 with the operation 

exp( r">.;/2) • t = ( -l)arït, tER. 

Therefrom we conclude as in case A) that 

(7.5) 

where xi are the basis elements (2.14) of H*(rp'; Z2). Thus, by [11], Theorem 

III, and the fact that n*xi =X;, (7. 4)-(7. 5) implies 

(7. 6) :t:r2 = Xr(I;j;;;:l_cr;X;)m(Pr), 

which proves Lemma 7.2 in case B)ii). 

7. 4. Case C). This case is possible only for such an irreducible symmetric 

pair that m(p) may take three different values. Therefore by [2], the table, its 

type must be either one of the following fours: AIII, Cil, Dili and EIII. Then, 

by Cor. 5.12 we see that every K-cycle rP of case C) is totally orientable and 

consequently that H*(rp; Z) has no torsion; on the other hand we see also that 

m(p,) is odd, because it is the largest multiplicity and hence ér=2. From these 

two facts we conclude immediately that 

(7.7) xl=O. 

Now the result of case A) implies that for every 1-class w E H 1 (rp; Z) its 

t-th power wt can be expressed as a linear combination of x;,··· X;t, 1;;;i1 < ··· 
<it<r, such that deg X;s=l for 1;;;s;;=;t, which means, in particular, that wmCPr)=O 

since the number of singular planes of multiplicity 1 in Pis smaller thau mCPr) 
by our assumption, whence we have 

(7.8) 

By (7. 7)-(7. 8) was proved Lemma 7. 2 in case C). 

7. 5. Case D). First we "remark that, in the present case, KJ1l =K(1) 0 is 

connected by Theorem 3. 5 applied to the pair (G(l), K(l)). Since the structure 

group of the bundle (rp, rp', SmCP,)) is reducible to the connected group ,,(K61l) 

by Props. 2. 6 and 5.14, we see that rP is orientable and H*(rp; Z) has no torsion. 

On the other hand, deg x 2 is odd by the assumptions. Therefore we see that 

(7.9) x22 =0 

as (7. 7). 

The case D) is possible oilly for the following types of irreducible symmetric 

pairs: AIII, AIV, BI, BII, Cil, Dili, EIII, and Fil. In either case c" is of type 

Ct or Bt (doubly laced) except the case of restricted rank 1; and ).;, i=1 and 2, 

are long roots of c" if it is of type Ct, and are short ones otherwise. Therefore 

(7.10) a2 1 =0 or ±2 

From (7.9)-(7.10) follows Lemma 7.2 in case D). 

7. 6. CaseE). By the assumption of caseE), J.;EC' for i=1 and 2. 

i) If À1 = ± Àz, then 

(7.11) (G(l), K(l))=(G(2), K(2)) 

is a symmetrie pair of splitting rank. And we cau regard r P as a K-cycle of 
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the pair (7. 11) by natural homeomorphisms and identifications. Then, we can 

apply Theorem 6. 4 to rp. Since a21 = ±2, by reducing mod 2 the integral relation 

p 2 we obtain the proof for case E)i). 

ii) In case .h + ± ,h, we shall reduce our discussion to the case of rank (G, 

K) = 2. Denoting dim t- by p, choose a basis {H1 , ···, Hp) of r so as to satisfy 

{H1, ···, Hp-2) c Ch, O) n C.b 0). 

The lexicographie order with respect to the basis {H1, ---, Hp) defines a funda

mental system ,1- of r-. By our definition and assumption ,1- contains two simple 

roots, denoted by f-1. 1 and f-1. 2, such that J.; is a linear combination of f-1.1 and f-1.2 

for i=l, 2. Let .1 be a a-fundamental system of r such that its restricted funda

mental system becomes .1-. By notations of 4.2 r,",. is the root system of G(P.;), 

i=l, 2. And LI";=Jnr"; is the a-fundamental system of ï:"; by [2], Prop. 3.4. 

Let s denote the subsystem of r generated by .d'"'U.d"z, i.e., the set of ail 

roots of r which can be expressible as linear combinations of roots of .1" 1 U.d"z. 

Clearly s is a a-system of roots with induced involution, and has .1'"' U .d"z as its 

a-fundamental system and hence the set {f-1.1, f-1.2} as its restricted fundamental 

system. 

Let G' denote the semi-simple part of the centralizer in G of the intersections 

of ali planes (a, O) such that a Es. Since G' has .d'"' U .d'"z as its fundamental 

system of roots which is a part of .1, we see that G' is simply connected. G' is 

clearly a-invariant and the pair (G', K') with the induced involution,= where 

K' =KnG', is a symmetric pair of restrièted rank 2 with {f-1. 1, f-1. 2} as its restricted 

fundamental system. 

Considering s-, the restricted root system of (G', K'), as a subsystem of c, 
we see easily that 

(G(v), K(v))=(G'(v), K'(1,)) 

for each v Es-, which proves diffeomorphisms 

K'cv, n)/K~'_:::::::: Kcv, n)/Kr_ 
induced by natural inclusions for ail 1, Es- and n integer via ( 4.6)-( 4.7), where 

T'_ is the maximal torus of the pair (G', K') contained in T_, which in turn 

defines natural isomorphism 

rP ~ KJ,,xK~'_(KJ,zfK~,_). 

Thus we can regard rP as a K-cycle associated with the pair (G', K'). 

Therefore it becomes sufficient to prove Lemma 7. 2 in case E)ii) under the 

assumption that rank(G, K) = 2 (where (G, K) is not always irreducible), so we 

assume it hereafter. 

a) If the pair (G, K) is of splitting rank, then we can apply Theorem 6. 4 

torp, and by reducing mod 2 the integral relation P2, we obtain the desired proof. 
Here we remark that, if (G, K) is reducible, then it is necessarily of splitting 

rank since each irreducible factor is isomorphic to (Spin(2m+2), Spin(2m+l)) 



132 Shôrô ARAKI 

as symmetric pairs by putting m(p;) =2m. 

b) Symmetric pairs of restricted rank 2, not of splitting rank and having rl' 
of case E)ii), are as follows (cf., [2], the table): AIII (l-;;;;;3, P=2), Cil (l-;;;;;4, 

p = 2), DI (l-;;;;-, 4, P=2), DIU Cl=4, 5) and EIII, where l =rank G and p =rank 

(G, K). For each symmetric pair listed here, its root system r-ll is of type B 2 ; 

furthermore long roots of C 11 have odd multiplicites and short roots have the 

same even multiplicities, say 2m. Th us À; ,i = 1, 2, must be short roots of !-Il since 

m(p;) =m(À;) even. Then, since short roots up to signs are mutually orthogonal, 

the assumption À1 +± À2 implies 

(7.12) a21 =O. 
As one of the properties of root systems of type B 2 , there exists a long root 

À, of C 11 such that 

À2 = À1 + À1
• 

Then <À1, À'><O. Now we put 

for i=1, 2. Since mO') is odd, À'Er and, for each j, 1;?;,j;r;,m, <a], À'>=<À1, À'> 

<O, i.e., a}+À'ErÀz· Thus we can choose a), 1;?;,j;?;,m, so that a]=a}+À'. Then 

a*a]=a*a}+À'. Therefore 

(7.13) a}-a*a} = a]-a*a] for 1;?;,j;?;,m. 

Consider g(À;). Its root system i\; is decomposed as 

i\;= (toni\) UtÀj ULÀj. 
Renee its Cartan subalgebra 10;), contained in t of g, is generated by 

{ r- 1 ; Y E r o n r À;} U {r œ{ , · · ·, 'œi, , ar-a{ , · · ·, ar ain} . 

And 10;)+ = 10;) nt is generated by 

(7.14) {rr, YE ronrÀ;l U {ra~-a-*œ~, 12j2m}. 

Next we show 

(7.15) ronrÀ,=ronfÀz• 

Let YEronrA,· By [2], Lemma 4.1, there exists an element aErA, such that 

<Y, a>+O. Then <Y, a+À'>+O since <Y, À'>=O, and a+À'EtA 2 , i.e., 
Y Eton rÀz, and vice versa. 

Now 

f(À;)y_ = 10;)++ :Eer, 

where the summation runs over ali YEronrA;· Then (7.13), (7.14) and (7.15) 
imply that f01)r_ = f0 2 )y_, i.e., 

(7.16) K01h- = K02)y_. 

Let n be an element of NK(T_) representing RÀt of w-. (7.16) implies that 
the conjugation cp~ with respect to n-1, gives an equivalence between two re

presentations {.1IK01)r_, and t. 2 IK().1)y_ where t; is the isotropy representation 

of homogeneous space KpjKy_ for each i=1, 2. Therefore by Prop. 5.14 we see 

that the principal bundle associated with the bundle (rp, rp', Sm(Pz)) ÎS equivalent 
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to 1. 1 -extension of the bundle (Kp,, Kpj Kr_, Kr_), which is in turn equivalent to 

the principal tangent bundle of Kp)Kr_ (;::;:;SmCP,l) by [6], p. 481. Thus the 

m(p2)-th Whitney class wm(p,) of the bundle erp, rp', sm(P,)) vanishes as a mod 

2 class. Renee, by [11], Theorem III, 

(7.17) xl= n*(wmCP,l)x 2 =O. 

(7.12) and (7.17) prove Lemma 7.2 for the case E)ii)b). q.e.d. 
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