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This is a continuation of the paper [3], and deals with the mod p cohomology algebra 
H*(S(m); Zv) of the symmetric group S(m) of degree m, where 1 ;;;; m ;;;; oo and 
p is a prime. The author gave a basis for the homology module H*(S (m); Zv) in 
[3]. In the present paper, we try to describe the diagonal homomorphism 

d*: H*(S(m); Zv) ~ H*(S(m); Zv) (29 H*(S(m); Zv) 

in terms of the basis, and by its conversion we derive sorne results on the cohomology 
algebra H*(S(m); Zv)· Throughout this paper a prime p is fixed. 

1. Recapitulation. 
For the convenience of the reader, the results which are proved m [2] and [3] 

are recapitulated in this section. 

(A) Denote by }.:i', : S(m) ~ S(n) the natural inclusion map, where m < n. 
Then, for any coefficient group G, the homomorphism À:i',*: H*(S(m); G)~H*(S 
(n);G) induced by À:i', is a monomorphism and its image is a direct summand of 
H*(S(n);G); the homomorphism À:i',*: H*(S(n); G) ~ H*(S(m); G) induced by 
À:i', is an epimorphism and its kernel is a direct summand of H*( S( n); G). If q < 
(m + 1)/2 then .1::;::ï?: Hq{S(m); G) ~ Hq{S(m+l);G) and .1::;+1* : Hq(S(m+l);G) 
~ Hq( S( m); G) are isomorphisms. 

(B) Let k be a field, and let ,u: S(m) X S(n)--~S(m+n) denote a homomorphism 
defined by 

la(i) if 1 < i <m, 
,u(a X {J)) (i) = 

{J(i-m) + m ifm< i < m + n, 

where aE S(m) and {JE S(n). Then, for elements a EHi(S(m); k) and b EHi(S(n); 
k) we define a product ab E Hi+iS(m+n); k) by 

ab = ,u*(a@b), 

where ,u*: H*(S(m); k) (29 H*(S(n); k) ~ H*(S(m+n); k) is the homomorphism 
induced by ,u. The product is bilinear, associative and (anti-) commutative. Denote 
by S( oo) the infinite symmetric group, i.e., the direct limit of {S(m), À~}. Let 
Àm: S(m) --~ S(oo) denote the natural inclusion. Then the rule 

Àm*(a) Àn*(b) = Àm+n*(ab) 
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defines on H*(S( oo ); k) a multiplicative structure, and it makes H*(S( oo ); k) together 
with the diagonal homomorphism d* a commutative associative Hopf algebra. H * 
S( oo); k) is of fiite type. 

( C) A p-Sylow subgroup S(p1, p) of the symmetric group S(pi) is given by an 
iterated wreath product of n, where :n; is the group of cyclic permutations of order p 
and degree p: S(p1, p) = S(pf-1, p) J :n;. Denote by e(i) the usual generator of Hi(n; 
ZP). We associate to each sequence (k 1, k2, ... , k1) of non-negative integers an 
element 

1 k1, k2, ... , k1 1 EH*(S(p1, p); Zp) 

of dimension k1 + pk2 + ... + p1- 1k1 defined by 

1 k1, k2, ••• , k1 1 = 1 k2, ••• , k1 J J e(k1), 

where J stands for the wreath product of homology classes. Using this we define for 
a sequence l=(il> i 2 , .•. , i1) satisfying 

(1.1) i.- (p-1) (iS+l+ • • • +if) > 0 

for 1 < s < f an element 

a(I) = a(i1, i2 , ••• , i1) E Hk(S(p'); ZP) 

as 12* 1 k1, k2, ... , k1 [ with k,=i,-(p-1)(i,+1 + ... + i1), where 12*: H*(S(p1,p); ZP) 
~ H*(S(pf); ZP) is the homomorphism induced by the inclusion. The dimension 

of a(I) is i1 + i2+ ... + i1. 

Denote by Q(p) the set of ali sequences of (positive) integ~rs I = (il> i2, ... , 
i1), f > 0, satisfying 

(1.2) i, = 0 or -1 mod 2(p-1) for 1 < s <J, 
(1.3) i 8 < pi,+l for 1 < s < f, 
(1.4) il > (p-1) (i2 + ... +it)· 

Th en the homology algebra H *( S( oo); Z P) is a free associative commutative graded 
algebra generated by {A(I), I E Q(p)}, where A(I) = Â,:;cn*(a(J))ll for I with length 

f. 
(D) Consider on Q(p) a linear order <· Then a basis for the homology module 

Hq{S(m);ZP) can be formed with ali elements 

Â;'*(a(Il)"Clla(I2)cC2) ... a(It)cCtl), t > 0, 

satisfying the following conditions: 

(1.5) 11 < 12 < ... < It are elements of Q(p), 

(1.6) c(k) is > 0 or = 1 according as pdima(!}G) is even or odd, 
(1.7) c(l) dima(I1) + ... + c(t) dima(It) = q and c(l)pfCl) + ... + c(t)ptCtl<m, 

where f(k) is the length of I}G. 

(E) The height of any element of the cohomology algebra H*(S(m); ZP), 1< 
m < oo, is either oo or <pif pis odd, and is oo if p = 2. The cohomology algebra 

1) When pt occurs as a (lower or upper) suffix, it will be denoted by Ç(f). 
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H*( S( oo); Z2) is isomorphic as graded al ge bras to the homology algebra H *( S( oo); Z2) 

whose structure is known by (C). 
(F) Let X be a complex2 l and let u E H*(X; ZP) be even dimensional. Then 

we have 
um+nlab = (-1)iJ(umja)(un/b) 

for a E H;(S(m); Zp) and b E Hj(S(n); Zp) ; 

uWl ja(i1 , ••• , if) = cStjCll ... StjCfl u 

where c 3;:: 0 mod p, ik+j(k) = qpf-< (p- 1) for 1 ~ k <j, and Stj: Hq (X; ZP)~ 
Hq+j (X; ZP) is the cyclic reduced power. The latter implies that a(i1 , • •• , if) = 0 
unless ik = 0 or -1 mod 2(p-1) for all k. 

(G) Denote by SPm(Sq) the m-fold symmetric product of a q-sphere Sq. Let 
u0 E Hq(SPm(Sq); ZP) denote a generator, and assume q is even. Then a homo­
morphism 

given by 
Xm (a) = u0mja 

is an isomorphism for i < q. This is known as Steenrod isomorphism [5]. 

2. Diagonal homomorphism 

Let r c S(m) be a subgroup, and denote by d*: H*(T; Zp) --::> H*(T; Zp) 
@ H*(T; ZP) the diagonal homomorphism. 

THEOREM 2.1. Let a E H*(T; ZP) and put 

(i) d*(a) = ~sas' ® as''. 

Then,for any complex X and any even dimensional u, v E H*(X; ZP) we have 

(ii) (uv)m 1 a = ~s ( -l)a'(s)d"(s) (um 1 a,') (vml as") 

with d'(s) = dimas' and d"(s) = dimas''; if T is the finite symmetric group S(m) the 
converse is also true. 

Proof. The first part can be proved by the arguments used by Steenrod to prove 
the Cartan formula for the cyclic reduced powers (see pp. 219-221 of [4]). We will 
omit the proof. 

We shall prove the second part. Put Y= SPm(Sq) with even q, and consider a 
homomorphism 

defined by 

(}(a' ® a") = ( -l)dima' dima" Xm(a') @ Xm(a"). 

Then it follows from (G) that (} is an isomorphism if i <q. Denote by pf : H*(Y; 
ZP)~H*(YX Y; ZP) the homomorphism induced by the j-th projection pj: YX Y 
~Y (i=1, 2). We have 

2) By a complex we mean always a finite regular cell complex. 
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Xm(a') ® Xrn(a") = (urn(a') ® 1)(1 @ Xm (a") ) 
= (pt Xm( a') )(pf Xm( a") ) = (pt ( Uo m 1 a')) (pf ( U0 m 1 a") ) 
= ((Pt uor 1 a) ((Pi uo)m 1 a) = ((u0 ® 1r 1 a') ((1 ® u0)"' 1 a"). 

Therefore, putting X= YX Y, u=u0 ® 1 and v= 1 ® u0 in (ii), we obtain 

(uo ® Uo)m 1 a = .:Es ( -1)d'(s)a"(s) Xm(a,')@ Xm(a,") = 82J,(a,' @a,''). 

Consequently the first part implies 

(uo(?;Ju0)m/a = 8(d*(a)). 

Thus if we assume (ii) we have 

8(d*(a))=8(2J,as' ®a,"). 

Taking a sufficiently large q, this establishes (1). 

LEMMA 2.2. For any even dimensional u, v E H*(X, ZP) we have 

(uv)~<fljl k1, .•. , k1 1 =2Js(uM/Im1, •.• ,m1 1) (vWlj ln1, •• • ,n1 1) 

where s = s(m1, ••• , m1, n1, ... , n1) is -1 to the exponent 
1 

::Ei>J minJ+z-P(p-1)2Jt,(mi+ ... + m1 )(n;+ ... +n1 ) 

and the summation extends over all sequences (m1, .•• , m1, n1, ••• , n1) such that 

pmini = 0 mod 2 (1 < i < f). 
Proo_f. Note first that the arguments in p. 220 of [4] prove that 

(uv)Pje(k)=( -1)qrp(p-I)/2 Lj( -1 )n(pq-ml(uPje(m))(vPje(n)) 

where q=dim u, r=dim v and the summation extends over all (m, n) such that m+n 
= k, pmn = 0 mod 2. N ext note that 

uM 1 1 k1, ... , k1 1 =s'(u~<f-ll 1 1 k2, ••• , k1 1 )P 1 e(k1) 

with s'=-1 to the exponent (k2 + ... + k1)p(p-1)/2. Then the lemma can be 
proved easily by induction on f. 

PROPOSITION 2.3. We have 
d*a(i1, ••• , i1) = 2Je(t11 ••• , t1, s1, ... , s1 ) a(s1, ••• , s1 ) ® a(t1, ••• , t1 ) 

where the summation extends over all sequences (s1, ••• , s1, t11 ••• , t1) such that 

sJ+tJ=i;, psJt;=O mod 2, 

sJ > (p-1) (sJ+I + ... +sA tJ > (p-1) (tJ+l + ... + t1 ) 

for j=l, 2, ... ,f. 

Proof. By a fundamental property of the reduced power, it follows from Lemma 
2.2. that 

(uv)Wlfe* 1 k11 ••• , k, 1 

=2Js(m1, •• • , m1, n11 ••• , n1 ) (uWlfe* 1 mi> ... , m1 1) (uWlfe* 1 n1, ••• , n1 1 ). 

Therefore, in virtue of Theorem 1.1, we have 

e* 1 kr, ... ) k, 1 

=2Js(n1, ••• , n1, m1, ••• , m1)e* 1 m11 .•. , m1 1 ®e* 1 n1, ••• , n1 1. 

Noting that 
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k; = i; - (p-l) (i;+l + ... + if) 
Z; = k; + (p-l)(k;+l + pkj+2 + ... + pf-J-l kf) 

if a( il, ... ' if)= e* 1 kl, ... ' kf 1 ' rewrite the above formula in terms of a( il> ... ' iJ) .. 
Then the required theorem is obtained. 

Remark. In the above proposition we may restrict ourselves to elements a(i1, ••• , if} 
such that i1 = 0 or -1 mod 2(p-l) for 1 <j < f (see (F)). In this case the con­
dition ps1t1 = 0 mod 2 is superfluous. 

PROPOSITION 2.4. For aEH*(S(m); ZP) and bEH*(S(n); ZP), put 
d*(a) =2J8as' Q9 as'', d*(b)=2Jtbt' Q9 bt''· 

Then we have 
d*(ab) = 2Js,t s(s, t) as'bt' Q9 as''bt''· 

where e(s,t) is -1 to the exponent dimas''dimbt''· 

Proof. The following diagram is commutative: 

S(m)XS(n) ---'f.l'-------7- S(m+n) 

J.,dxd 

S(m) xS(m) xS(n) xS(n) d 

J.,lX't"X1 fl 

S(m) xS(n) xS(m) xS(n) --7- S(m+n) xS(m+n) 

where 't" stands for the commutation of the second and the third factors. From this, 
by the definition of ab (see (B)), the proposition is proved easily. 

Denote by VP(m) the basis for the module H*(S(m); ZP) stated in (D). If 

a = A~* (a(I1)cCl) ... a(It)cCtl) E VP(m), 

we write 
M(a) = Maxf(j) 

l<J<t 

where f(j) is the length of ! 1• 

LEMMA 2.5. Let a E VP(m) and let d*(a) = 2Js as' Q9 as'' with as', as'' E VP(m). 

Then we have 
M(as') < M(a), M(as'') < M(a) 

for ail s. 

Proof. Note that d*A~* =(A~* Q9 A~*)d*, then the lemma is obvious by Proposi­
tions 2.3 and 2.4 and (D). 

3. Representation in terms of the basis. 

In Proposition 2.3, even if a(i1, •• • , if) is an element of Vp(p~), the elements a(s1, 

... , sf) and a(t1, ••• , tf) in the right hand are not necessarily in VP(pf). Therefore 
the determination of the cohomology algebra H*(S(m); ZP) from the coalgebra (H* 
(S(m); Zp), d*) will require to seek formulae to represent any a(i1, ••• , if) in terms of 
the basis VP(pf). This is clone in this section. For simplicity wt ~hall explain it only 
for the case p=2. 
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PROPOSITION 3.1.3l (I) If a(i2, ••• , if)= 2Ja(s2, ••• , sf) then a(il> i2, ••• , if)= 

2Ja( i1, s2, ••• , sf) for any i 1• 

(II) If i1>2i2 then 

( . . . ) _ ...., (s-i2-1) (' · ·) a t 1, t2 , ••• , tf - L.Js 2 . a z1 +z2-s, s, ... , tf 
s-11 

with i1 j2 < s < (i1 +i2)/2. 
(III) If i1 = i2 + ... + if then a(i1, i2 , ••• , if) = a(i2, ... , if)2 

Proof. In view of (G), the proposition is a direct consequence of the following: 

(I)' If a(i2, ... , if) = 2J a(s2, ... , sf) then 

u~CJ)Ia(i1 , i2, ... , if) = 2J u~(J)Ia(i1 , s2, ... , sf). 

(II)' If i1 > 2i2 then 

~C!lj (' . ) ...., cs-i2-1) Wll (' +" ·) u a ZJ> ••• , zf = L.Js 2 . u a t 1 z2-s, s, ... , tf . s-z1 

(III)' If i1 = i2 + . . . + if then 

uWl 1 a(il ' ... ' if) = uWl /a(i2, ... ' if?, 

where u is any q-dimentional mod 2 cohomology class of any complex (q: even), and 

~(!) = 2f. Using (F) these are proved as follows. 

If a(i2, ... , iA = 2Ja(s2, ... , sf) then we have 
SqiC2l ... Sq.!Cf) u = uW-l) 1 a(i2, ... , if) 

= 2J u~Cf-l) la(s2, ... , sf) = 2J SqtC2) ... SqtCJ) u 

with ik + j(k) = 2f-kq and sk + t(k) = 2f-kq for 1 < k < f. Therefore, if we put 
il = 2f-l q-j(1) we obtain 

uW) ja(i1, i2, ... , if) = Sq.!Cl) SqJC2) ... Sq.iCJl u 

= 2J Sq t(l) SqtC2) . . . SqtCf) u = 2J uWl fa( il> s2, ... ' sf), 

which is (I)'. Assume i1 >2i2 then j(1)<2j(2). Therefore, in virtue eJf the well­
known Adem-Cartan relation, we have 

uWl /a( ir; i2, ... , if) = Sq.!Cl) Sq.iC2) ... Sq.iCJ)u 

2JteJ~i ~Zt 1) Sq.iCl)+ .iC2) -tgqtSqiC3) ... Sq.!Cf)u 

2J.cs-2 i2-:-1) Sq.!SqtSq.!Cs) ... Sq.!C1lu 
s-z1 

_ ...., (s-i2-1) ~Cflj (' +' . . ) - L.Js 2s-i
1 

u a z1 z2-s, s, z3, ••• , zf 

with s=2f- 1q-t and j = 2f-lq - (i1 + i2 -s). Here we may assume that 2s- i1 

;;;::=: 0 and i1 + i2 - s ;;;::=: s + i3 + ... + if ;;;::=: s. Thus we obtain (II)'. Assume 
i 1 = i2 + ... + if, then we have 

dim (Sq.iC2) ... Sq.!CJ) u) = 21-1q- (i2 + ... +if) = 2qH-i1 = j(l) 
in u~CJ)Ia(il> ... , if) = Sq.!Cl) ... Sq.i(f)u. Therefore we obtain 

3) It is understood that a(ir, i2, ... , if)= 0 if ij < (ij+l + ... +if) for sorne j. It it easily 
seen that under this convention (F) is still true. 
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(u~<f)ja(i1 , ••• , i1)= (SqJ<2l ... SqJ<f)u)2 

( g<J-llf(. "))2 W)j(" ")2 = u a z2 , ••• z1 = u a z2, ••• , z1 , 

which is (III)'. This completes the proof of the proposition. 

LEMMA 3.2. Using the properties (I) and (II), any a(i1, ••• , i1) can be transformed' 

to a linear combination of elements a( sv ... , s1) such that sJ< 2s J+l for 1 ;;:;;:; j < f. 
Proof. This is do ne by induction on the length f and the first term i1 of ( i1, ••• ,. 

i1). By the hypothesis of induction, a(i2, ••• , ir) is a linear combination of a(s2, ••• , 

s1) such that s; < ZsJ+l for 2 <j < f. Therefore, by (I), a(i1 , i2, ••• , i1) is a linear 
combination of the elements a(i1, s2, ••• , s1). Thus we may assume i1 > 2i2, i2 < 
2i3, ••• , i1_1< 2i1 for a(i1, ••• , i1), In view of (II) we have 

(. . ) "(s-i2-1) (" +. ·) a lv ... , z1 = L...Js 2 . a 11 z2-s, s, ... , t1 
S-11 

where i1/2 < s < (i1 + i2) (2. Since s > i1j2 > i2 we have i1 + i2 - s < il' Therefore,. 
by the hypothesis of induction, a(i1 + i2 - s, s, ... , t/) and so a(i1, ••• , i1) can be 
transformed as claimed. This completes the proof. 

THEOREM 3.3. Using the properties (I)- (III), any a(i1, ••• , ir) can be transformed· 
to a linear combination of elements of V2(s'). 

Proof. We use induction on f. In view of Lemma 3.2 we may assume that 
a(i1, ••• , i1) satisfies iJ < ZiJ+l for 1 <j <f· Since a(i1 , ••• , i1) = 0 if i1 < i2. 

+ ... + i1, we may further assume that i1 = i2 + ... + i1. Then by (III) we have 
a(i1 , i2 , ••• , i1) = a(i2, ••• , i1)2. Therefore the hypothesis of induction proves the 
theorem. 

A special case of (II) is that 
(3.4) a(2s + 1, 0, ... , 0) = 0 
if the length is > 1. A corresponding result is obtained for p > 2, and this will 
be used later. 

LEM MA 3.5. Let p > 2. If the length is > 1 and s ~ 0 mad p then we have 
a(Zs(p-1), 0, ... , 0) = O. 

Proof. Ifwe write the formula corresponding to (II) in the case p > 2, the lemma 
will be its special case. However, we prefer to give a direct proof. In virtue of (G) 
it suffices to prove 

uMja(Zs(p-1), 0, ... , 0) = 0 

for any even dimensional u E Hq(X; ZP). Put 

v = ug<f- 2l, r = dim v = qpf- 2• 

Then by (F) we have 

u~<nja(Zs(p-1), 0, ... , 0) 
= cStq~Cf-1)-2s)CP-ll u~Cf-ll 

= c~rp/2-svp. 

Since ~iv = 0 if i > r/2, it follows from the Cartan formula that 
~rp/2-svp = 2J (~r/2-s(llv) ... (~r/2-s(Plv) 
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summed over all sequences of non-negative integers (s(1), ... , s(p)) whose sum is s. 
Ifs ~ 0 mod p this is clearly O. Thus the lemma is proved. 

4. Cohomology algebra H*(S(4); Z2) 

W e shall in this section prove 

THEOREM 4.1. The cohomology algebra H*(S(4); Z 2 ) is a commutative associative 
graded algebra generated by Xv x 2, y subject to a relation x1y = 0, where dim x1 = 1, 
dim x2 = 2 and dim y = 3. 

By (D) it follows that a basis V2(4) for the module H*(S(4); Z 2) can be formed by 
elements of the following, type: 

a(i + j)a(j) 
a(i + j, j) 

(i > 0, j > 0), 

(j > i > 0) 

where we regard a(O) as the generator of H 0(S(2); Z 2). Consider the dual basis 

V2*(4) = {a*, a E V2(4)} for the module H*(S(4); Z2 ), and put 

x1 = (a(1)a(O))*, x2 = (a(1)2)*, y = a(2,1)*. 

For any q, order the subset of q-dimensional elements of V2(4) linearly as follows: 

a(i + j) a(j) < a(s + t)a(t) if j < t, 
a(i + j, j) < a(s + t, t) if j < t, 
a(i + j) a(j) < a(s+ t, t). 

Then the theorem is a direct consequence of the following. 

LEMMA 4.2. For i > 0, j > 0, k > 0 and a E V2(4), we have 

if a = a(i + j)a(mj), 

if a < a(i + j)a(j); = {~ 
if a = a(2k + j, k + j) 

(ii) < xh\ a > = {~ 
if a < a(2k + j, k + j); 

(iii) x1y = 0 

Proof. It follows from Propositions 2.3 and 2.4 that 

< x1ix/, a(s + t)a(t) > = < x1ix2j-l ® x2, d*(a(s+t)a(t)) > 
= < x1ix/-\ a(s + t -l) a(t - 1) >· 

Therefore induction on i + j proves (i). In view of Lemma 2.5 we have 

< xh\ a(s+t)a(t) > = < xhk-l ®y, d*(a(s + t) a(t) ) > = 0; 

since a(3,0) = 0 by (3.4), it follows from Proposition 2.3 that 

< xh\ a(s + t, t) > = < xhk-l ®y, d*a(s + t, t) > 
= < xhk-\ a(s + t -2, t-1) >, 

hence induction on j+k proves (ii). The element of V2(4) with dimension 4 are 
a(4)a(O), a(3)a(1) and a(2)2. Therefore we have < x1y, a>= 0 for any aE V2(4), 
hence x1y =0. This completes the proof. 
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5. On the cohomology algebra H*(S(p1); ZP) 

Consider the dual basis v; ={a*, aEVp(p1)} for the module H*(S(p1); ZP) 
and put 

x= (/tf~(! (a(1))*, y=(a(21-1, ... , 2, 1))* for p = 2, 

x= (/ttc_;) a(2p -2))*, y= (a(2pi-l(p-1), .... , 2p(p-1), 2(p-1))* 

for p > 2. 
1'hen we have 

LEMMA 5.1. xy = Ü if f > 1. 

Proof. It follows from Lemma 2.5 that <xy, a> = 0 for aE VP(p1) such 
that M(a) < f. If a E VP(p1) and M(a) = f then a= a(i1 , ••• , if)· Therefore it 
suffices to prove that 

< xy, a(i1, ••• , if) > = 0 
for a(ii> ... , if) E Q(p). For this purpose we show that there is no element a(I) = 
a(i1, • •• , if) E Q(p) such that dima(I) = dim xy = 2(p1 + p -2). Since the proof 
for the case p = 2 is similar we assume p > 2. It follows from (1.3) and (1.4) that 

pf-1 z~ + (pf-2 + ... + 1) S:: dim a(I) < (pf-1 + ... + 1) if. 

Therefore if if> 4(p-1)- 1 then dima(I) < 2(pf + p- 2), and if if< 2(p- 1) 
then dima(I) < 2(pf + p - 2).4l By (1.2) this shows that if a(i1, ••• , if) E Q 
(p) then its dimension is not 2(pf + p - 2). Thus the proof is complete. 

THEOREM 5.2. For f> 1 the cohomology algebra H*(S(pf); ZP) can not be a 
Hopf algebra. 

Proof. Since the result for p = 2 is proved similarly, we assume p > 2. Suppose 
that H*(S(p1); ZP) is a Hopf algebra. Then, by Borel's theorem, H*(S(p1); ZP) is 
isomorphic as algebra to a tensor product of Ai (i E !), where Ai is a canonical Hopf 
algebra with one generator xi (see [1]). Since it follows from (D) that 2p-2 is the 
least of evenj such that Hi(S(p1); ZP) ~ 0, we may regard that x=xi for sorne i E L 
Therefore it is easily seen from Lemma 5.1 that there is z E H*(S(pf); ZP) such that 
y = xz. It follows from Lemma 3.5 and (F) that if a(i1, ••• , if) has dimension 2p-
2 then a(i1, ••• , if) = O. Therefore by Proposition 2.3 we have 

< y, a0 > = < xz, a0 > = < xQ9z, d*a0 > = 0 

for a0 = a(2pf-l(p - 1), ... , 2p(p- 1), 2(p - 1)). This contradicts with the defini­
tion of y. Thus H*(S(pf); ZP) can not be a Hopf algebra if f > 1. 

6. On the cohomology algebra H*(S( oo); ZP) 

By Borel's theorem it follows from (B) and (E) that if pis odd the algebra H*(S 
( oo); ZP) is isomorphic to a tensor product of 

(1) exterior algebras with one generator of odd dimension, 

4) In these proofs the assumption f> 1 is needed. 
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(2) polynomial algebras with one generator of even dimension, 
(3) truncated polynomial algebra with one generator of even dimension and 

height p. 
( see [1 ]). Obviously the type (1) and (2) actually appear in the decomposition. In 
this section we shll prove that the type (3) also actually appears. Comparing this with 
(C) it follows that the algebraH*(S(oo); ZP) and H*(S(oo); ZP) are not isomorphic if 
pis odd. Recall that if p = 2 these are isomorphic (see (E)). 

I t is obvious that the above statement is a direct consequence of the following: 

THEOREM 6.1. If p is odd there exists an even dimensional element x in H*( S( oo); 
ZP) such that 

xk ~ 0 (1-;;;,.k<p), xP = 0 

and x is not decomposable. 

Proof. Let VP denote the set of ail elements 

A = A(i1)"c1> ••• A(It)cCt> 

satisfying the conditions (1.5) and (1.6). Then it follows from (C) that Vp is a basis for 
the module H*(S( oo); ZP). Consider the dual basis Vt for the module H*(S( oo); 
ZP), then it will be proved that 

(A(2(p-1)2-1, 2(p-1)-1))* E H*(S(oo); ZP) 

has the properties requested for x. 
For simplicity of notation, we put A 0 = A(2(p - 1)2 - 1, 2(p - 1) - 1). The 

dimension of A is 2(p2-p-1). We shall first prove that 

A*~=k! A*~ for 1 < k < p, 

namely, for A E VP, we have 

(6.2) {
k! if A=A~, 

<A;f\ A> = 0 if A ~ A~. 
Let A(il> ... , if) E Q(p) and j > 3, then it follows from (1.2) and (1.4) that 

i1 + ... +if> 2p3 -2p2 -3, so that we have 
dimA(i1, ••• , z~) - dimA~ ;::; (2p3-2p2-3)-p(2p2-2p-2)= 2p-3 > 0 

because of 1 < k <p. Consequently we may assume that the length of each JJ 111 

Ais -;;;,_ 2. 

To prove (6.2) we use induction on k. Let 

(6.3) d*A(IJ)= ... +bJAo Q9 BJ+ ... 

be the represntation of d*A(I) in terms of a basis {A' ®A", A', A" E VP} for the mo­
dule H*(S(oo); ZP)®H*(S(oo); ZP). Then it follows from (B) that 

< A;fk, A> = < A;f Q9A;fk-1, d*A > 
= < A;fk-I, blBlA(Il)cCl)-lA(I2)"C2) ... A(It)cCt> > 
+ ................ . 
+ < A;fk-\ btA(I1)"c1> A(I2Yc2> ••• A(It)cCtHBt>. 

Assume now < At'\ A > ~ O. Then the hypothesis of induction implies that 
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A (ft)'< tl (6.4) A~- 1 =cb1B1A(I1)'<1l ••• A;(J1)'Ul-1 ... 

for sorne J, say j(O), where c :'\;= O. Since A~- 1 ~0 

Therefore we see from (6.3) that the length of I;(o) is 2. 
we have 

by (C), we have b;(o) :'\;= O. 
Multiplying A(I;(o)) to (6.4) 

(6.5) 

It is seen from (6.3) that B;<o)~A(I1 <o)), consequently B;(o)=A;;'-1 for sorne m (1 < m 
< k). Now (6.3) implies 

dimA(IJ(o)) = dimA0 +dimBJ(o)=mdimA0=2m (p2-p-1). 

However, since I;(o) EQ(p) and its length is 2, it follows from (1.2)-(1.4) that 
2(tp2-t-1) > dimA(I1<oJ) > 2(tp2-tp-1) (t=1, 2, ... ). 

This shows that m must be 1. Renee BJ(o)=l, and by (6.3) we have A(IJ(o))=A0• 

Thus by (6.5) we obtain A=A~. Namely we have proved that < A*k, A > =0 if 
A~A~. On the other hand, since d*(A0)=1 Q9 A 0+Ao Q9 1, we have 

d*(A~)=1 Q9 A~+kA0@ A~- 1 + ... +A~ Q9 1, 

and so 

< A*~, A~ > = < At Q9 Atk-t, d*A~ > = k < Ar-r, A~-1 > = k!. 
This ends the proof of (6.2), and we proved Atk ~ 0 (1 < k < p) and AtP=O. 

Next we must prove that At is not deco:nposable. Assume that At = 2J1y 1z1 

with dimy1 > 0 and dimzJ>O. Then, since d*A0= I Q9 A 0 + A 0 @1, we have 

1=<A~, A 0 > =2J1 < y 1z1, A0 > =2J1 < y 1 @ z1, d*A0 > = 0, 
which is a contradiction. Thus At is not decomposable. This completes the proof. 
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