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Abstract
By using excursions from the maximum, we get asymptoticrimftion on the
hitting law of a fluctuating Brownian functional. This exténa result of Isozaki and
Kotani who considered the case when the underlyiggyLprocess is stable.

1. Introduction

Take a Radon measura = m*+m~, with m* supported oriR* respectively, and
denote byv"the positive bounded solution on the right half-plane of
19%% . m(dy)
2 9y? dy

(1.1) sgn(y)z—z =x(®—1), 9(0,y)ly<o =0.
Then, for Oe SuppMm~) and m{0} = 0, we investigate how(x) := 0(x, 0) behaves as
x 4 0. In previous workm was assumed absolutely continuous with density a multiple
of |x|¥. There is an extensive literature dealing with the casel.

Our approach depends on the following probabilistic intetgtion. Given a Brown-
ian motionY, with local time denoted by, we define

X = x+/|(a, .)sgn@)m(da); TX =inf{t > 0: X; < 0}.

In McKean’s [23] terminologyZ = (X, Y) represents a resonator driven by a white-
noise, rotating clockwise about the origin, afid determines its half-winding time.
Our question now concerns the rate of convergenceEfas[1 — e‘”x] asx | 0.

We adapt a device of Isozaki-Kotani [11]. In the cag&(dx) = c.|X|” dX, they
used properties ofV, the Lévy process obtained by samplingX on the zero set oY,
to derive an integral representation far In like manner, assuming lim syp, W 0,
we will prove the existence & =k;: R* — R* and two Radon measur@®s/© satisfying

X 0
(1.2)  v(X)=v(X, 1) =Byl —e T ]= / R®(dy) / RO(dgk(x —y — 9).

0
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Section 2 explains how (1.2) arises from applying the Widthepf method tok :=
P*Gv, whereG denotes the generator ¥f. The formula includes (3.23)—(3.24) of [11]
and, by estimation of the integral, it leads to the followiextension of [11] (2.14).

Theorem. Let m be a Radon measure satisfyiGge Supp(m~) and m{0} = 0.
Assume that
(1) limsup;, W % o0;
@) J°_e'?2m(da) < oo;
(3) The Lévy measure of W satisfies either of
(A) v[x, 00) = O(v[2X%, c0)) as X1t oo;
(B) /7~ xv(dx) < oo.
Then there exist® < C(1) < oo such thatv(x, 1) ~ C(1) R®[0, x] as x| 0.

REMARK 1.1. (1) Conditions (A) and (B) overlap but neither includdse
other—considen[x, oo) = x~1/2, e,
(2) Our proof of (1.2) identifieR® as the potential of the positive Wiener-Hopf factor
of W.
(3) In [11], wherem*(da) = c.|a|”(da), the processV is stable of ordety = 1/(2+y)
with R®[0, x] a multiple of x** for 0 < p < 1. By exploiting scaling properties, they
found C(A) ~ A#/2C(1) asx | 0 and showedk~* t"/2P,[T* > t] ~ C(1)/T(1—(p/2))
asx®/t | 0.
(4) Barringm* =0, the value ofC(1) is known only whenm(da) = da. See Isozaki-
Watanabe [10] for a computation based on work of McKean [23].

The motivation for writing this article comes from severausces. Besides the work
of Isozaki-Kotani [11], itself prompted by Sinai’s [31] iestigations of a similar ques-
tion for random walks, there are links with David Williamsesearch [33] into fluc-
tuating clock constructions for Markov chains and diffusionVe also observed that,
for m* = 0 and henceX monotone, Yamazato [32] used Krein's [15] spectral theory t
connect asymptotics d[T* > t] with exponents form~. Results in [11] suggest that
(1.2) may play a similar role for fluctuating functionals. dtlg, the well-known affin-
ity between Sturm-Liouville problems and diffusions castis sharply with the mini-
mal impact of pseudo-differential operators on the thedryévy processes. Bertoin
[1] has an interesting example in this vein. Our heuristiplaxation for (1.2), in Sec-
tion 2, offers another perspective.

We organize the proof of our theorem as follows.

Method

Proof of (1.2)

Decomposingyé

The clast M*

Regularity ofv

Properties ok

NooakrwdN
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8. Proof of Theorem

Inspired by the Greenwood-Pitman [9] approach to RogoZia& Wiener-Hopf de-
composition, we shall prove (1.2) by applying Maisonneuex# formula [22] to M®,
the set of times wheW visits its maximum. Recall thai\1*® is regenerative and,
if regular, it has a continuous local tim@. SamplingW in this timescale defines
W®, the ladder height process (cf. [2] or [6]). For information Q°, the measure
governing excursions oV away from its maxima, we refer to [21], [22]. The triple
(W9, I*, O°) is sometimes called the exit system fou°.

The main technical obstacle to proving (1.2) is not the dapkent of Maisonneuve’s
machinery, as one might expect, but rather justifykng=s P*Gv and deriving proper-
ties thereof. Since our theorem points to non-existence’ @), we will proceed by
showing that the law ofXZ, the minimum, has continuous density away from zero.
So in Sections 4—6 we bring to bear results of Rogers [27] aedt {17] by invok-
ing: a path decomposition of Brownian motion, Krein's clwesization of Stieltjes
transforms, Krein's correspondence for generators of difipsions, and Yamazato's
representation for first-passage laws of the latter—whighexamine in some detail,
following Knight [19], Kotani-Watanabe [20] and Yamazatd82]. However, for the
crucial estimate of Section 7 we emulate [11] by exploitingpath decomposition in
the Brownian excursion.

The idea of studyingZ via properties ofW is not new. One can use it to charac-
terize transience/recurrence and also to show hatoesn't hit points—by appealing
to a famous result of Kesten [18]. In this note we quantify tleeindary behaviour of
Z in terms of fluctuation theory fokV. Remark, however, that the approach fails to
determineC(A).

NOTATION. All processes are right-continuous. Féxg exp@) independent and
denote byPyy the law of Z = (X, Y) started at X, y). We write X{ = sURQ_s Xs
(resp.X; = info_s<t Xs). If o =170, .) thenW := —X,, is a driftless Lévy process of
bounded variation whose Laplace exponent we defindEfgy AW -Wo)] = @ «@t; thus
k(2) = G(e*)(0) = [[1 — e **]v(dx) determines the generat¢t and Lévy measure.
Writing v* for the restriction toR* respectively, therv = v* + v~ denotes additive
decomposition while we write = «®«® for the multiplicative Wiener-Hopf (WH) fac-
torization. This convention applies throughout, asnine m* +m~ or G = G® % G°,
although for random variables we ke&ly" = sup@U, 0). The projection operator onto
(0, 00) is denotedP*.

2. Method

This section is purely descriptive. It introduces the mdtlob [11], gives a heuris-
tic explanation for (1.2), and finishes with a summary of owsbabilistic proof. Dis-
cussion of the major technical difficulty, proving smootbsef v, has been shunted
off to Section 6.
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First we explain the notation. By the strong Markov propewy:= —X, is a
(bounded variation, driftless) Lévy process. The WH fagi@f/® of its generatorg
are themselves generators of positive/negative subdainaV®/© ([2] p.166 or see
Lemma 5.4) so their respective potenti@®®/® define Radon measures on the line.

Assuming for the moment th&tv exists, the method of [11] has three distinct parts:
() Inversion ofk :=P*Gv > 0 to obtain (1.2);

(I Proving ffz k(—y)R®(dy) finite by boundingk;

(1) Bounding f:ozo k(-y)R®(dy) via an estimate fok at infinity.

These steps are far from trivial. Although we write them gtiedlly, our proofs will
utilize their probabilistic interpretation.

As it happens, the formula (1.2) has a straightforward Is¢iariexplanation. We
get it by invertingk = P*Gv, a convolution equation on the half-line, using the claasic
WH technique. A concise description goes as follows. Drog@* gives

G° % G% = Gu =k +ky,
with P*k, = 0, whereupon convolution bR® = (G)~? yields
G®v = P*GP0 = P'[R® x (k + k)] = P*[R® xK].

Applying R® we now deduces = R® % P[R® x k], alias our formula (1.2).

By dint of hard analysis, and using the explicit WH factotiaa of a stable pro-
cess, Isozaki-Kotani [11] managed a rigorous proof of (h@ng the lines indicated
whenm*(da) = c*|a]” da. However, the difficulty of finding analytic estimates for WH
factors suggests that the above template may prove undoitagse with generam.

We therefore offer a probabilistic approach to (I), staytinom the remark that
k = P*Gv determines a martingale. This leads to a path-integralesgmtation for
v, which we then transform into (1.2) by applying Maisonneavigrmula [22] (4.3)
to the excursions ofV from M*. Our proof of (Il) is also probabilistic, but more
straightforward, in that we work with the Brownian excursiand employ the same
path decomposition used in [11]. As to the estimate (lIl), pveve it by formulating
the various quantities probabilistically and applyingutes from the preceding sections.
For example,f:; v[—X, 00)RP(dX) < co appears as an attribute of the excursion mea-
sure Q°. So (I) and (lll) are properties of Maisonneuve's exit system®, |*, O°)
while (II) depends on the structure of the more prosaic Biawrexcursion.

3. Proof of (1.2)

We first obtain a path integral representation foin terms ofk = P*Gv. To this
end, let us consider th&y local martingale

t
(3.1 t—> v(X — VVt)l(W‘-<X) +/ k(x — Ws)l(W5'<x) ds.
0
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where we define
(3.2) k(x) = P*Gu(X) = Lix=0) /[v(X) —v(X — y)]v(dy).

Existencé of the latter requires
3.3) v increasing and continuously differentiable on €0).

We prove (3.3) in Section 6. However, Remark 8.4 (1) explaityy v'(0) doesn't
exist and this, in turn, casts doubt on the finitenes&(6ft). So in Section 7 we will
show that

(3.4) k is positive, continuous, and bounded on ¢0).

Taken together, these results imply (3.1) is a martingaté l@nce

t
009 = Efu(x ~ W)+ | [ o x — W) s

0
Now lett 1 co. FromW; 1 oo the first expectation vanishes. In the other tekm 0
means we can pass to the limit by monotone convergence. Hibeceath integral
representation

(3.5) v(x) = ]E|: /0 h Lo <K(X — W) ds]

which we claim coincides with (1.2).

To prove our claim, we will decompose the path integral ugimg excursions of
W away from the optional seM*® = {t: W; = W?}. We therefore takeV defined on
(2, A, F,P), with filtration F = (F;)i>0 satisfying the usual conditions, where for every
F-stopping timeT the incrementWr., — Wt is independent ofFy. By the strong
Markov property of W — We*, noted in Bingham [3],M* is F-regenerative: for all

F-stopping times T] € M* we have M* Mmoo 61 with the latter independent of
Fr on (T < o00). Such random sets satisfy a zero-one law [21]. Either zziisdlated
in M*, which is then (topologically) discrete, or else zero ismitlipoint andM* has
no isolated points. In the latter case, assumed hencefmi#sal otherwise indicated,
M?* has a continuous local tim@. We denote its right-continuous inverse by.
Maisonneuve’s theory [22] applies to closed sets and, wifletcontinuity of W
implies M* closed under decreasing limits, in genefe* ?/\/_lﬂ Nevertheless, since

10ur definition of the generator simplifies comparing (3.5}w1.2). It appears again in Sec-
tions 7—8 but the notation is not standard—unlike our cotivanon the Laplace exponent and\y
measure.
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both sets have the same Itd excursions, we will continue dte stur results in terms
of M°.

Defining W® = W,., the strong Markov property ofV applied at the stopping
times ©)i>0 shows that ¢°, W®) is a bivariate subordinator—known as the ladder
process. Writex® (resp.R®) for the Laplace exponent (resp. potential) \W® and
remark that ifW, and henceM®, is F-adapted thetW® is adapted taF* := F,..

The next result was extracted from [21].

Lemma 3.1. The following relations hold almost surely
(1) (Usolos, o)) N M =4.
(2) The rangefo: t > 0} € M".
(3) If o° has drift I?, the Lebesgue measufd1* N[0, o°]| = b°t.
(4) W2 =W; >Ws ono® <sS <o

Our probabilistic description af® involves samplingV on M*. For a probabilistic inter-
pretation ofk® we use the excursions & away fromAM?®. IntroducingE as the space
of strictly negative paths, and writing for the o-algebra determined by the Skorohod
topology, we define the excursion procesg)ito by & (U) = {Wysoe — WE2: 0 < U <
Ao} wheneverAo? > 0. By Lemma 3.1 (1) this takes values i&,(€). Then [22]
shows there exists a measu@® on (E, ¢) such that, for any3(R*) ® ¢ measurable
F:R* x E - R",

(3.6) E|: Z U3F5055i| :E[/t UsQ°[Fy] dS]
0

O<s<t

wheneverU is positive, bounded, an@*-predictable. In our application
og 4
FSOSS:/ k(x—Wu)du:/ k(x — WE — &(u)) du,
os_ 0

using o for the excursion lifetime. By [22] (6.4) formula (3.6) ajgd here also.
With this in mind, let us return to our task of rearrangings§3.We start from

[ ookt = ey s
0

= Z / 1(WJ<x)k(X — Wu) du +/ 1(Ws'<x)k(x — Ws)lM' (S) ds.
> 0

O<s<t V%~

For the first term on the right, we invoke Lemma 3.1 (4) to repl®&; — WS on
each excursion interval thus

> Lo o [ KO- WE + £ du

O<s<t
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Applying (3.6) withU; = Le -, and using Lemma 3.1 (3) for the other term, now gives
E[ f " Lo k(X — We) ds}
0

= ]E[/ot 1(W§<X)<Qe UOQ k(x — W2 — &(u)) du} +b*K(x — w§9)> ds}.

For the final step, we use continuity of the integrator to aepWe — WE. Then,
recalling thatR® is the potential measure &/®, the limit ast 1 oo yields

v(x) = ]E[/OOO Lowe <xK(X — W) ds]

(3.7) _ /OX R@(dy)(Qe [/OQ KX — y — £(U)) du} +b°k(x — y)>,

where we've replaceds by the generic excursioi. Defining

Q
(3.8) R(dy) = b*8o(dy) + Q° [ /O Lewedy) du},

which by Lemma 3.1 (1) is supported ordo, 0), we thereby identify (3.7) with (1.2).
This completes the proof when*® has no isolated points a.s.

It remains to dispose of the discrete case. Th&te =(J,.,[T.] for an increas-
ing sequence of stopping times, and the passage from (3.5).2) becomes much
simpler—the above operations reduce to manipulating. isuins. We therefore omit
the detalils.

REMARK 3.2. (1) The local time on the set of minim&° = {t: W, = W} de-
fines a negative subordinatv® := W,. whose potentialfze can, in fact, be identified
with a multiple of R® (the present case is covered by Remark 5.5).

(2) By examining its Laplace exponent, we fiWd® is compound Poisson ift* > 0
(cf. [6] p.31).

4. DecomposingY$

This section, and the next, prepare the ground for the piiadgection 6. There we
use a path decomposition ¥fto establish smoothness ®f— Po[X; < —x]. The idea
is to split X¢ into independent components, which are then analysed aepa+using
results on Lévy processes with completely monotone jumgitieand related properties
of gap-diffusion hitting times.

Introducing B8 for a generic Brownian motion started at zero, and writing

TY=inf{t>0:Y,=0}; LY=sufO<t<E&:Y,=0},
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we therefore describe the conditional lawYobn each of the intervals [a@,], [TY,LY],
and LY, £]. The results come from [13] Proposition 1.2.4 (but see 424 or [26]).

The initial excursion [0& A TY] has two subcases. Usirg,[¢ > TY] = e V21
we find that on £ > TY) the process satisfies

(4.1) Yo=y+pB —~2asgnio)t, O<t<TY,

a.k.a. Brownian motion with constant drift stopped at zeMvrite its law as]P’(y“-l).
Similarly, on the set§ < TY)

V2 sgnltye 7%

, =y+B +
(4.2) Yi=y+h A RPN

ds, O0<t<§,

whose law we denote b2
The interval [TY, LY] is non-empty only on T < &) so, by the strong Markov
property, we can assumé = 0. Introducing the SDE

(4.3) Yi=p - \/2_)»/4 sgn(Ys) ds,
0

then from [13] p.253 (but see also [24]) we have

law

(4.4) Yo0o<t<LY}#E(Y:0<t<p)

for independent (0, p) £ exp(/2%). Informally, the conditioned law obeys (4.3) until
its local timeRO, .) hits an independent exg@x) variable. Jeulin’s proof uses filtra-
tion enlargement. Alternatively, one can appeal to Ité'ssBan Point Process theory.
For example, applying the PPP lemma of [9] to the excursioaddtingé shows that
RO, p) has exponential law of paramet&i¢ > &] = +/21 where¢ denotes the Brown-
ian excursion lifetime.

It remains to specifyy on [LY,&£]. This portion is independent and is governed by
Pg"z) but, in order to apply a result of Kent [17], we describe itngstime-reversal.
Explicitly,

(4.5) {Ye1:0<t <&} under PP . |Y.=y] has law p&-b

which follows by reversibility of the conditional law o¥ .: given {Yo, Y:}. The
corollary

(4.6)  Po[Xe — Xiv € dx | Ye =yl = PYI[X; € dx | Vi = y] = P{H[ X1y € dX]

will be needed in Section 6.
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This completes our description of the conditional lawYofon the three time in-
tervals specified above. The connection with (3.3) comes fro

A7) Xg=X( = (Xe = X[0)™ = X = (Xur = Xy + Ly, co(Xe — X)),
wherePo[ X}y < 0] =1 since Oe Supp(m~). In Section 6 we will use (4.7) to prove
(4.8) Po[X; < x] € C}((—o0, 0))

and (3.3) then follows via

(4.9) (X, y) = Exy[1 — €] = Eoyll — €75] = Poy[g < TX] = Poy[Xg > —]
with TX =inf{t > 0: X; = x}.

5. The classCM*

It6-McKean [12] p.217 noted that the Lévy measureVéf= —X, has completely
monotone density. They asked for a characterization. Knjg8] remarked the rele-
vance of Krein's theory and answered their question in thetecd of gap-diffusions.
See also Kotani-Watanabe [20].

Rogers [27] subsequently examined WH factorization foregehLévy processes
with completely monotone jump density. We use his resultéwidirectly when prov-
ing (6.1a) and, in modified form, to justify our estimate incBen 8. Here we prove
the modified version as it applies to bounded variation [sses.

We therefore writeV € CM™ to denote a subordinator with completely monotone
Lévy measure, meaning that its Laplace exponent

+ _ + oo amzxy,,t — + * z +
1@ vty e [ Qe =y [ etk

with ®" > 0. ThusV € CMy, :=CM* — CM" has exponent

o0

. =nt +n (— = + o) dk
(5.1) 1= 0@ (- =yzs [
for E > 0: the killing rate is E{0} while the constraints onu amount to

J@+]k)TLE(K) < .

DEFINITION 5.1. WriteF € H’ if holomorphic on the lower half-plane withF >
0 there. If, in addition,F is holomorphic onC \ (—oc, 0] and positive on (Op0) then
FeH.
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‘H' is related to the Pick functions of [7] while{ appears in Krein’s characterization
[14] of Stieltjes transforms, to the effect that

~ 5(dK
(5.2) F(z):y+/o (dk)

k+z

defines a bijection betweet and pairs ¢, E) satisfyingy >0 andf0°°(1+k ~“1E(dK) <
oo. Thus

(5.3) VeCM =z eH
and from (5.2) we easily verify
(5.4) FeH=z— 1/[zF(2)] € H.

For us, WH factorization o/ amounts to finding positive and negative subordinators,
denoted byW® and V® respectively, with Laplace exponents satisfying n®7°. The
method is well-known (e.g. [25]). It depends on identifyilogy 1 = log n® + log»n® as

an additive decomposition. We use this, together with thear& that

(5.5) if FeH satisfies 0<3F <7 on 3z<O0 then e e H,

to prove the following simplified version of Rogers’ [27] dts(direct implication only).

Lemma 5.2. If V € CMy, then V® (resp V®) lies in CM™ (resp —CM™).

Proof. We assumé&z < 0 throughout. By (5.1)z '5(2) € H' has argument in
(0, 7) so we can define a branch of lg{z) — logz € H' with imaginary part in the
same range. From the Herglotz representation for Pick fumst[7] p.20

“r 1 k
logn(z) = y0+ylz+/_oo|:m — m}\lj(dk) +log z

with [T1 +k?71w(dK) < co. Moreover, growth properties of logon the imaginary
axis give usWw{0} =0 =y;. Now define

“fl-—kz 1
@ =
log n%(2) y0+/0 [ STk 1+kz}\IJ(dk)Hogz.

Using 0< 3J[log n®(z) — log Z] < 3[log n(z) —log Z] < =, this representation and (5.5)

entail z711®(z2) € H. For the other factor, &°(—z) € H because of (5.5) and

0 0 -y

< Gy 0 =T

0.< 3~ log°(~2)] = / m

=

for z=x+iy. Thus (5.4) showg17°(—2z) € H and we finish by noting (5.3). [
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REMARK 5.3. (1) The choice of log® is unique up to an additive constant.
Consequently, the factorg¥, n°) are unigque up to constant multiple.
(2) If V has zero drift then the same holds for its WH factors. See [6§.p

Rogers [27] treats general Lévy processes with completelgatone Lévy measure but
states his result differently. He works with Rogozin’s [A8H factorization (see also
[9] Lemma 2.1), namely

A 1

—zVi7 — =
E[e™?%] A0 780 2 7P 2)

= E[e”?¥|E[e 2%V,

and describes the factors in terms ®E. Following Sato [30] pp.388—389, we say
UeMgif

(5.6) P[U € dX] = ado(dx) + (1 — )10y dx / re @ (d2)

for a probability measur® on (0,00) and 0< « < 1. Comparison with (5.2) shows that
(5.7) U e ME iff its Laplace transform belongs toH,
while by [27] the independent variables

Ve and VS —V; belong to ME
(5.8) ) : |
whenever V has completely monotone Lévy density.

Here #7®/9(x, 0) = 1 guarantees uniqueness of the factors but note thaimiae®.2
makes sense wheh = 0. Rogers’ proof of (5.8) follows the pattern of Lemma 5.2.
He definesy® by additive decomposition of logén) € H, verifies that 17® belongs
to H, whereupon the result follows from (5.7). The details in][af%e more demanding
since his process may have unbounded variation.

We now invoke Krein's correspondence [15] as detailed in [8p any positive
measurem; on [0,00) this associate®(0,z) € H, determined from the unique positive
solution of

(5.9 dDy(X, 2) = 2z2D(X, Zmy(dx), Dy(0—, 2) = —1, Dy(oc0, 0) =0,

the final condition being operative only whem is Radon with compact support. From
Tanaka’s formuladY;" = Ly,>0)dY; +(1/2) dI(0, t) we find

t — D(Y{, 2) exp{—z/w I(a, t)my(da) + %I(O, t)/D(0, z)}
[0

is a local martingale, whereupon timechanging> o; exhibits 20(0, z) € ‘H as the
reciprocal of the Laplace exponent fgf[go [(a, o)my(da).
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Lemma 5.4. W e CMy, and hence-W® e CM*.

Proof. Using (5.3)—(5.4), the first part follows by the abayeplied tom*(dx)
and m~(—dx). To conclude we use Lemma 5.2. ]

REMARK 5.5. To relate Rogozin’s factorization to our decompositd/ —
(W®, W®) note that, forz purely imaginary, the excursion argument in Section 3 ap-
plied to E[ [, e~?W=* dt] yields

1 o e 1 1
— —zWP—Aay IS —2zE(u)—Au o .—
@ E[/o ¢ dt]Q |:/o © d””’]' <z 1) oz 1)

using«®/©(z,0) =«®/®(z). By Remark 5.3 (1) this differs from Rogozin’s factorizati
by a multiple (depending oRn).

6. Regularity of v

In this section we establish (3.3) by proving (4.8). Untitther noticeZ = (X, Y)
has lawlP =Py and, for brevity, we write variousiy € P, u € P or f € P, to mean
that the random variable), of law n or density f, satisfies property?. In addition,
Fu(x) = P[U < x] while M&, denotes the strictly positive elements b E.

Our proof of (4.8) shadows the decomposition in Section 4er&hwe wroteIP’(y“-x)
for the law of (4.x) started ay. We begin with an outline of the main steps in our
argument. First, using (4.4), Rogers’ result (5.8), andifkitbeory from the previous
section, we show

(6.1a) Xpr — X[y is independent of X{y € —M£&o.

Denote byp, the density ofX[,. Next, we study properties dﬂ’g,“-l)[XTY e dx]. In
fact, definingLy =supt < T":Y; =y}, we prove that

(6.1b) when y <0 the density P{V[Xrv — Xiy € dx]/dx € C(R).

The proof of (6.1b) is adapted from [32] and requines SuppMm~). However, har-
monic interpolation using the strong Markov property undért) shows the result holds
generally. By path decomposition htj we deduce that

(6.1c) for y <0 the density p(x,y):=P{[Xsv € dX]/dx e C*(R).

The role ofy € Suppfn™) is to identify x — p(—x, y) as the density of a gap-diffusion
first-passage law. Rosler [29] proved these are unimodabking the weak limit (see
[30] p.396) in Keilson’s [16] result for birth-death proses. Jeulin [13] p.273 has
a direct treatment, as does Yamazato [32] who gave the mmpeg®N g * wy With
n2 € MEy and uq strongly unimodal—convolution by unimodal gives unimodal
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Using (6.1b) and unimodality ok — p(X, y) we will prove that the density

p2(x) :=P[X: — X, € dX; Yz < 0]/dx
(6.1d)

0
(4:.6)/; p(x, Y)P[Y: € dy] € C((—o0, 0)).

Example 6.3 below shows that(0—) can be infinite so, before proving (4.8), let us
note the following elementary facts.

REMARK 6.1. Assumell, V) independent, non-negative, with, € C((0,00)).
(1) If F,(0+) < oo and Fy € C((0, o0)) then Fy.y € C((0, 0)).
(2) If Fy € CY((0, o0)) then Fy.+yv € CY((0, o0)).
(3) Fu-vy € CY((0, 0)).

To deduce (4.8) from (6.1a)—(6.1d) we first apply Remark 8)1 (ith
U= ].(Y$<o)[x|_v — Xg]; V= XLY — X‘EY,

to get P[(Xe — X[v)™ = X] € CY((0, 00)). This lets us apply Remark 6.1 (2) with
U ==X}, andV = (X; — X{)~ to deduceP[—X; < x] € C((0, 00)).

So to complete the proof of (4.8) it remains to establishgp-16.1b) and (6.1d).
For (6.1a)—(6.1b) we follow closely the reasoning of [32ie ssential difference being
that, since we have Brownian motion with drift, adapting eato’'s argument to our
case involves changing scale (5.9). The following covens prasent needs.

Take s convex, strictly increasing, and twice differentiable dh do) with s(0) =
0. Given a measuren, we definemy[0, s(x)] = fox(l/s’(y))mz(dy). Then G(x, 2) =
D(s(x), z) satisfies

G0,z _ D(0,2
T Gy(0-,2)  S(0)

(6.2) dGX—%Gde:ZZG dm; eH

provided m; is Radon andD solves (5.9). Recall hows4(0—, z) = G,(0, z) when
m,{0} = 0.

Proof of (6.1a). DenoteY(,l,o) underIP’g"s) by (Y,1I,5). HenceVT/::fRa,E)m(da)
is a Lévy process with, by (4.4), & X{, d —VT/; for independenty d expi/2x).
By (5.8) our result follows ifW € CMy,. We therefore take(x) = €2V2X —1 in (6.2),

use It6’s formula to see

G(Y, 2) exp{—z/oo I(a, t)m(da) — %Ro, )G« (0, 2)/G(0, z)}
0

is a local martingale, and follow the reasoning of Lemma 5.4. ]
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Proof of (6.1b). Yamazato's [32] p.155 representat®ffi)[—Xrv € dX] = 1 *
w2(dx), with y € supptn™), has the pathwise interpretation

pa(dx) = PPD[—X iy e dx];  pa(dx) = PUY[X Ly — Xov € dX].
By a simple calculation th&{*" conditional law ofY on [LY, TY] satisfies
t
Y=y + B +/ v2rcothv2u(Ys—y)ds, O<t<T'—LJ.
0

This diffusion hasy as entrance boundary so using [17] Corollary 5.1

6.3) /OOO e ua(dx) = Ef exp(-z[ Xy — Xrv])] = H( & )

+
nzlan z

for positive @q)n-1 satisfyingd_"a, ! < co. Crucially, since (6.1b) is determined by the
final excursion fromy < 0, these eigenvalues depend only mrrestricted to ¥, 0].

Lemma 6.2. In (6.3) u1 has G°(R) density if (ay)n>1 is infinite

Proof. The characteristic function satisfies Jim. |t|"¢(t) = 0. By induction, us-
ing ¢'(t) = —ip(t) > _oq(@n — it)~!, we deducep C{°(R)—which is invariant under
Fourier transform. O

We claim @,)ns1 is infinite. If not, the corresponding Krein spectral meashas finite
support. By [8]55.8-5.9 hence also the restriction wf to [y, 0] . Thereby contra-
dicting 0 € Supp(~) and m{0} = 0. O

Proof of (6.1d). By the strong Markov property of under P{'? at T =
inf{t > 0:Y; =y}

_ 4.2
[ X | Y, < y] BRI | Y, < y] = S VexpXe)] Ef [ | Y < ]
4.5
R Dexp@ Xrv — Xy )] EF2[e | e <yl

Thus fory, 1 0, we infer from (6.1b) thafo[X: — X v € dx | Yz < y5] has C*(R)
density

_ 7 p(x V) PLY: € dy] 0
pn(X) = IF’[Y; < yn] —>n pZ(X) = /_oo p(X, y) P[YE c dy]'

noting (4.6) and (6.1c). We claim uniform convergence e, —3). Indeed, the
weak convergence liggo P{*D[Xrv € dx] 4 5o(dx) implies limyro [ p(x, y) dx =
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0 and, using unimodality ofx — p(x,y) for y € Supp(m), we deduce
limyyo sup._s P(x, y) = 0. This suffices. L]

EXAMPLE 6.3. If m(da) = da then for independent-U 2 exp(/2x) formula
(4.6) leads to

2
E[€2%:=X) | Y, < 0] = R[E4 Ve 2T 1= E e(\/z,uzz—JzT\)u — _

Using Borodin-Salminen [5] p.223 we deduce thahb@-t) = e ™ /A/xt, this being
also the density foPS"?[¢ e dt].

For application in the next section, we now employ similaguanents to study.” We
therefore drop our convention that = (X, Y) has lawP,. It is also convenient to
write 1 =1— 9 andu=1—v. The next result, on Brownian local time, is probably
well-known but we were unable to find an explicit statement.

Lemma 6.4. For m; a Radon measur@[ [ I2my(da) < x] € C((0, o0)).

Proof. LetK = [IZmy(da) and assume firstp = 0 € SUPp(n2). ThusK = KT +
K+, independent and contributed respectively by the posiive negative excursions.
Remark 6.1 (2) shows it suffices to trelét’. So we may assume 0 = sup(supp) <
(=00, Q]). If this is a limit point, then (4.8) applies witm* =0 andm~ =m,. On the
other hand, ifSupp,)\ {0} has supremunxy < O, the strong Markov property at first
passage there implids = K’ +e with the latter independent exponential. We therefore
apply Remark 6.1 (1), witlhd =e andV = K’, noting K’ doesn’'t charge-{o0,0) (same
argument atxp). Hence result ifYy = O € SUpp(,). In general, the strong Markov
property lets us decompod€ as a mixture of three independent variables: a Dirac
mass at zero and&k conditioned byY positive/negative at first hit of supp{). The
above argument applies to the latter. ]

REMARK 6.5. Lemma 6.4 holds for other diffusion laws—such B$2. The
decisive step is to establish (4.8) for' = 0 andm~ = m, which, by scale and time
change, reduces to the Brownian case for a different measutemore general killing
functional. For the analogue of (4.4), whereby d’r;,Y[ L;f] the process solves an SDE
stopped at an independent exponential local time, we ref¢t3] p.253.

Lemma 6.6. x — {(x, y) is continuously differentiable ofD, o).
Proof. Fixx > 0. Assumingy > 0, the strong Markov property in (4.9) gives

acx, y)

o0
V) oy [Xe < —x | TY ‘4:'1)/ PAD X1y € dsJu(x +s
]P’y[TY - é'] O,y[ £ = X | < %—] 0 0 [ TY € ]U(X )

Y
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which suggests that

Gx(x, y) = Py[TY < g] /OO PSP Xy € dsJu'(x +9).
0

This would hold, by the dominated convergence theoremy’ifwas bounded far
out—clear forp; by (5.6) but less so for its convolution with

P[l(ysd))()(g - XEY) € dX]/dX = / P[XLY — XEY € dw] pz(X - w), x < 0.
0

Nevertheless, when proving (6.1d) we showed that p, + (p2 — pn), respectively
C*(R) and bounded far out. The former presents no difficulty, &aur comment
applies to the contribution from the latter. This completee argument fory > 0.

Wheny < 0 we have

0
G(x, y) =P,[TY < &] / PSP Xy € dsfu(s +x) + Py [TY > £] PYAXe < —x],

by the strong Markov property. Now use (6.1c) (resp. Remati & get smoothness
of the first (resp. second) term. ]

7. Properties of k

In this section we prove (3.4) by applying the strong Markaperty in the Brownian
excursion. The idea comes from [11]. For> 0 they write (3.2) as

k(x) =Guv(x) = /[U(X —¥) —u()lv(dy) = Qu(x + &) — u(x)],

where @ governs Z = (X, )), the excursions oZ = (X, Y) from the x-axis, while
¢ is the Brownian excursion lifetime. Introducing = inf{s > 0: X5 = —x} A ¢, we
claim that

(7.1) K(X) = Lixo0)QLU(X + X;)[1 — e =]

This relation suffices to prove (3.4): it entails<Ok < Q[1 — e *¢] = /21 which, via
the dominated convergence theorem, means khaherits continuity fromu.

To prove (7.1) we deal separately with the positive/negatixcursions oZ, which
travel respectively right/left. As usualy? (resp.);) denotes the maximum (resp. mini-
mum) of ). On the positive excursions, = ¢ so we look at these first.

Lemma 7.1. For x>0
1
Oll(x + &, 0) — TG(x, 0);y; > 0] — Eﬂy(x, 0+)

= QU(x + X, 0)[1— e, V¢ > 0].
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Proof. SincePy,[TY < TX] =1 wheny > 0, the strong Markov property gives
G(x, y) = Eoy[e~*T"li(x + X1v, 0)] and hence

(72)  Eoyll(x + Xv, 0)— G(x, Y)] = Eo,[[L — €7 T']i(x + X+, O)].

Since Q defines an entrance law fa killed on the x-axis, we deduce

Qi(x + X, — X, 0)—T(x, y); V; = V]
= QL — e 7H(x + X, — &, 0,77 2 V]

for § =inf{u > 0: ), > y}. To get the result we takg | 0. On the right, we use
S, | 0 Q a.e. and domination of the integrand by-l~*¢. On the left, we split the
integral in two. First,

Qu(x + Xy — X)) —u(x); V7 >yl | Qu(x + &) — u(x); Y7 > 0]
by monotone convergence. For the other part, Williams’ fden®[); > y] = 1/2y gives

(x, )= T(x,y)

1.
2y _EUX(X! 0+)

Q[li(x, 0)—a(x, y); V7 = y] =
where existence and finiteness of the limit follows from thfthe other terms. [

On the negative excursions we apply the argument of Isdkatani [11]. Fory <
0 they replaced relation (7.2) by

(7.3) B y[8(X7v, 0) = U(X, V)] = Exy[[1 — e "TIa(Xrv, O)].
The proof uses the strong Markov propertyYoindu(Xyv, 0) =1 onT* < T to write

i(x, y) = IE><,y[e_ﬂ><; T < TX] + IEx,y[e_ﬂx; T =< TY]

= Exyle T U(X1v, 0); TY < TX] + By y[e T T(Xyv, 0); TX < TV].
By passing to the excursion measure, as in Lemma 7.1, equ@ti8) yields
- - o 1
olu(x + &, 0)— t(x, 0); Y, < 0] + Euy(x, 0-)
= Q[i(x + X;, O)[1— e *™]; V; < 0]

which, together with the result of Lemma 7.1, means (7.1)o¥ad if Gy(x, 0+) =
{iy(x, 0=). For this we use (1.1) to write

y y
Uy(x, y) = Qy(x, —=y) = 2/ Ali(x, s)ds — 2/_ sgnE)lx(x, s)m(ds)

-y y
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and takey | 0. Remark howilly < 0 guarantees finiteness of the second integral—
otherwiseli would be identically infinite on each half line.

8. Proof of Theorem

We first proveC(1) := ffoo k(—s)R®(ds) < oo. Then, by an extra argument, we
establish

_ u(X) @), 1 X 0 _
I st 5] - Q%W/o R(dy) /m K(x — y — S)RO(dS) = C(A).

Here R® has monotone decreasing density onof), (cf. results onR® below).
To estimateC(1), we note first, from (3.4) andR® Radon, thatffzk(—s) RS(ds) <
oo. It remains to boundf:ozo k(—s)R®(ds). Consider

0 <k(s) ¥ 1. / [v(s) — (s — Y)]v(dy)
0 1
< / [0(s) — (s — y)Iv(dy) + /0 [v(s) — (s — y)Iv(dy)
s/2 00
+ / [v(s) — (s — y)]v(dy) + / [v(s) — (s — Y)]u(dy),
1 s/2

where the first term on the right is negative. Writing the secterm asg,v(s), and
using obvious bounds for the others, we get

(8.1) 0< k(s) < Gyv(s) + v[1, co)u(s/2) +v[s/2, 00),

foru:=1—v. So to estimatqjozO k(—s)R®(ds) we will replacek by each term of (8.1)
in turn.

We need extra information oR®. Being the potential of a negative subordinator
started at zero, the boun@®[—n, 0] < nR°[—1, 0] is a well-known consequence of
the strong Markov property (e.g. [2] p.74). Moreover, by Lemié

“WeeeMt ER 7o en B 1O (-2 e n.
Thus its inverse Laplace transforiR® e C'((—oo, 0)). We denote by © its (strictly

increasing) density.
Estimate for Giv. By Fubini's theorem and (3.3)

1 1 y
Gro(s) = /0 [v(s) — v(s — y)Iv(dy) = /0 v(dy) /0 V(s —t)dt

= /1 dtoft, 1]v'(s - t),
0
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for probability densityy” and Lévy measure. Hences — G1v(S)1s.2) iS integrable
and, by monotonicity of ©, we deduce]:; G1u(s)re(—s) ds < oo.
REMARK 8.1. The above argument yields
00 1
sup| Giv(x+s)re(—s)ds< re(—n)/ dt v[t, 1].
0

x>0 Jn

We will use this in Lemma 8.3.
Estimate for u(s/2). First, by the strong Markov property and (4.4)
Eoll @, £)] = Eall (& §IP[Ty < £] = (1/v2)e™? 7,

o) ffoo ev¥2am(da) < oo implies 0< —Xg < ffoo I(a, £)m(da) is Py integrable. Now
consider
2n

/Zn u(s/2)r®(—s) ds= R®[—2n, —2]u(n) + }/ v'(s/2)R®[—s, —2] ds.
2 2 /)2

By (4.9), subadditivity of R®, and Chebychev's inequality, the first term on the
right is dominated byR®[-1, 0] 2nP[X; < —n] < 2R®[-1, O] E[-X{]. Similarly,
2R°[-1, O]E[|X¢[] dominates the other term.

Estimate for v[s/2,00). This uses hypotheses (A) and (B). If we assume (B),
then in

/2n v[s/2, oo)r ©(=s) ds = v[n, c0)R®[—2n, —2] +/n R®[-2s, —2]v(d9)
2 1

it suffices to useR®[—n, 0] < nR°[-1, 0] together withnv[n, co) —, 0. Under as-
sumption (A), the result follows immediately from the fallmg estimate.

Lemma 8.2. f:; v[—s, 00)R®(dS) < oc.

Proof. Applying Doob’s theorem &V = inf{t > 0: W; > 0} to the martingale

t
t— E Laws>—w, ) —/ V[—Ws, 00) ds
0

O<s<t

giveS]EX[fOTWv[—V\/t,oo)dt] =1. Next, noting (3.8) and taking = inf{u > 0: &, < —2},
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we rewrite our integral as
Q
Q° [/ Le,<2v[—Eu, 00) du}
0
_2 T™W
:/ Q°l&,, € dX]Ex[f v[—W, 00)1(vvts—2)dt}'
—00 0

since by [22] (6.3)Q° defines an entrance law faW killed at TW. Then
TW
Q°[¢; = —2] sup(Ex[ / V[~ W, 00) dtD < Q°l&; = —2] < 0
X<-—-2 0

provides the required bound. O

We have now establishe@(1) < oco. Introducing K(x) = [foo k(x — s)R®(ds), our
theorem is an immediate consequence of the following.

Lemma 8.3. C(A) = K(0+).

Proof. Note that, giverr > 0, there existsN such that[,jO k(x +s)re(-s)ds <
¢ uniformly in x > 0. In fact, this holds for each term in (8.1): the last two are
decreasing while folGiv we can apply Remark 8.1. Then, frolR® Radon andk
continuous we get

I)ETQ) /;N K(x +s)ré(—s)ds= /ON k(s)r°(—s) ds.
Thus |K(0+) — C(1)| < 2s. ]

REMARK 8.4. (1) From (6.1a)p;(0) does not exist, meaning is never differ-
entiable at zero.
(2) We havev'(0+) < oo only in the discrete case. In fact, [4] 1.7.2 s&8[0, x] ~
cx asx | 0 iff k®(z) ~ 1/c; asz 1 co. This in turn is equivalent ttW® compound
Poisson which holds iffM* is countable.
(3) Bertoin has formulated, in terms of a criterion for deciding wheW® is com-
pound Poisson. See [6] Theorem 22.
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