# On the Sampling Distributions of Classical Statistics in Multivariate Analysis 

Junjiro Ogawa

## Contents

## Introduction

§1. Wishart's Distribution
§2. Normal Regression Theory in Univariate Case
§3. Multiple Correlation Coefficient and Inter-Class Correlation Coefficient
§ 4. Hotelling's $T^{2}$
$\S$ 5. Normal Regression Theory in Multivariates Case
§6. Partial Correlation Coefficient
§7. Bartlett's Decomposition Theorem

## Introduction

The most fundamental distribution of the exact sampling theory in normal multivariate analysis is the so-called "Wishart's distribution", namely the joint distribution of the $\frac{1}{2} k(k+1)$ central sample moments of the second order formed by a random sample of size $n$ drawn from a $k$-variate normal population. This distribution was obtained by R. A. Fisher ${ }^{(1)}$ in 1915 for the special case when $k=2$, and the derivation for the general case was first given, in 1928, by Prof. John Wishart ${ }^{(2)}$, and later various methods of derivation were given by various authors ${ }^{(3)}$.

The important statistics in normal multivariate theory are the classical inter-class correlation coefficient, multiple correlation coefficient, partial correlation coefficient, and the Hotelling's generalised Student's ratio $T$. The exact sampling distributions of these statistics were derived on the basis of Wishart distribution, and they are wellknown and now are classical.

In 1933, Prof. M. S. Bartlett ${ }^{(4)}$ considered in detail the processes of derivations of the sampling distributions of some multivariate statistics from the Wishart distribution and established the "Decomposition

Theorem" of the Wishart distribution.
Later, in 1947, Prof. G. Elfving ${ }^{(5)}$ considered the problem of deducing the sampling distributions of the classical statistics in multivariate analysis in a systematic way, and by the use of the geometrical interpretations of the results of the normal regression theory, he succeeded in the systematic derivations of the sampling distributions of the multiple correlation coefficient, Hotelling's $T^{2}$, Bartlett's decomposition theorem and some others, but only in the special cases when the null hypotheses are true.

Prof. G. Elfving's fundamental idea was as follows: if we consider the conditional distribution of some variables $x_{1}, \ldots, x_{s}$, for instance, of the $k$-dimensional normal distribution, fixing the other variables $x_{s+1}, \ldots, x_{k}$, then the regressions of $x_{1}, \ldots, x_{s}$ on the fixed variables $x_{s+1}, \ldots, x_{k}$ are all linear, and therefore the results of the theory of normal regression are available effectively.

The purpose of this paper is to derive the sampling distributions of the above mentioned classical statistics appearing in the multivariate analysis in general cases, following the idea of the conditional distributions. The diagram shown below may help to understand the rough idea on the order of derivations and the methods used.

(1) Wishart distribution
(2) Multiple correlation coefficient
(3) Inter-class correlation coefficient
(4) Hotelling's $7{ }^{2}$
(5) Partial correlation coefficient
(6) Bartlett's "Decomposition Theorem"

The results which will be presented in the following are all wellknown, but there seems to be some interest in the method used from the methodological point of view.

## § 1. Wishart Distribution

The arguments which will be presented in the following are essentially due to Prof. D. Fog's idea ${ }^{(6)}$.

We shall consider the $k$-dimensional row vector variate

$$
\mathfrak{x}=\left(x_{1}, x_{2}, \cdots, x_{k}\right)
$$

which follows the non-singular $k$-dimensional normal distribution with the mean vector

$$
\mathfrak{m}=\left(m_{1}, m_{2}, \cdots, m_{k}\right)
$$

and the variance-covariance matrix

$$
\Lambda=\left(\begin{array}{cccc}
\lambda_{11} & \lambda_{12} & \cdots & \cdots
\end{array} \lambda_{1 k},\left(\begin{array}{ccc}
\lambda_{21} & \lambda_{22} & \cdots
\end{array} \lambda_{2 k}\right), \quad \text { where } \lambda_{i j}=\lambda_{j_{i}}\right.
$$

The population probability distribution has the probability element

$$
\begin{equation*}
p(\mathfrak{x}) d \mathfrak{x}=(2 \pi)^{-k / 2} \Lambda^{-1 / 2} \exp \left[-\frac{1}{2}(\mathfrak{x}-\mathfrak{m}) \Lambda^{-1}(\mathfrak{x}-\mathfrak{m})^{\prime}\right] d \mathfrak{x}, \tag{1.1}
\end{equation*}
$$

where the symbol $d \mathfrak{x}$ is the abbreviation of the differential $d x_{1} d x_{2} \ldots$ $d x_{k}$, and $x^{\prime}$ denotes the transposed vector of $\mathfrak{x}$, and the capital Greek letter, as for example $\Lambda$, corresponding to the bold face letter, $\Lambda$, denotes the determinant of the corresponding matrix.

If we denote the conditional frequency function of $x_{1}$, given $x_{2}, \cdots, x_{k}$, by

$$
p\left(x_{1} \mid x_{2}, x_{3}, \cdots, x_{k}\right)
$$

and the conditional frequency function of $x_{2}$ given $x_{3}, \ldots, x_{k}$, by

$$
p\left(x_{2} \mid x_{3}, x_{4}, \cdots, x_{k}\right)
$$

and so on, then we have

$$
\begin{align*}
p(\mathfrak{x}) d \mathfrak{x}= & p\left(x_{1} \mid x_{2}, \cdots, x_{k}\right) d x_{1} \cdot p\left(x_{2} \mid x_{3}, \cdots, x_{k}\right) d x_{2} \cdots \\
& p\left(x_{k-1} \mid x_{k}\right) d x_{k-1} \cdot p\left(x_{k}\right) d x_{k}, \tag{1.2}
\end{align*}
$$

where, of course, $p\left(x_{k}\right)$ is the marginal frequency function of $x_{k}$.
Our purpose of this section is to obtain the joint distribution of the following $\frac{1}{2} k(k+1)$ statistics :

$$
\begin{aligned}
& m_{11}=\sum_{\alpha=1}^{n}\left(x_{1 \alpha}-\bar{x}_{1}\right)^{2}, m_{12}=\sum_{\alpha=1}^{n}\left(x_{1 \alpha}-\bar{x}_{1}\right)\left(x_{2 \alpha}-\bar{x}_{2}\right), \cdots, m_{1 k}=\sum_{\alpha=1}^{n}\left(x_{1 \alpha}-\bar{x}_{1}\right)\left(x_{k \alpha}-\bar{x}_{k}\right) \text {, } \\
& m_{22}=\sum_{\alpha=1}^{n}\left(x_{2 \alpha}-\bar{x}_{2}\right)^{2}, \cdots \cdots \cdots \cdots, m_{2 k}=\sum_{\alpha=1}^{n}\left(x_{2 \alpha}-\bar{x}_{2}\right)\left(x_{k \alpha}-\bar{x}_{k}\right), \\
& \begin{array}{lll}
\ddots & & \\
& \ddots & \\
& & \ddots \\
& & \\
& & \\
& & \\
& & \\
\hline
\end{array} \\
& \text { where }
\end{aligned}
$$

$$
\mathfrak{x}_{\alpha}=\left(x_{1 \alpha}, x_{2 \alpha}, \cdots, x_{k \alpha}\right), \quad \alpha=1,2, \cdots, n
$$

is a random sample of size $n$ from the population being considered. Put

$$
\left(\begin{array}{c}
\sqrt{n} \bar{x}_{i}  \tag{1.4}\\
y_{i 1} \\
\vdots \\
\vdots \\
y_{i, n-1}
\end{array}\right)=\boldsymbol{H} \cdot\left(\begin{array}{c}
x_{i 1} \\
x_{i 2} \\
\vdots \\
\vdots \\
x_{i n}
\end{array}\right), \quad i=1,2, \cdots, k,
$$

where the matrix $\boldsymbol{H}$ is the well-known "Helmert's orthogonal matrix ", i.e.
then it is clear that

$$
\begin{equation*}
m_{i j}=\sum_{\alpha=1}^{n-1} y_{i \alpha} y_{j \alpha}, \quad i \leqq j \quad i, j=1,2, \cdots, k \tag{1.6}
\end{equation*}
$$

If we consider the conditional probability distribution of

$$
\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots \ldots, \boldsymbol{y}_{k-1}
$$

given $\boldsymbol{y}_{k}$, where the column vector $\boldsymbol{y}_{i}$ denotes the ( $n-1$ )-dimensional column vector

$$
\boldsymbol{y}_{i}=\left[\begin{array}{c}
y_{i 1} \\
y_{i 2} \\
\vdots \\
\vdots \\
y_{i, n-1}
\end{array}\right], \quad i=1,2, \ldots, k
$$

and apply the following orthogonal transformation to $\boldsymbol{y}_{1}, \cdots, \boldsymbol{y}_{k-1}$, then it follows the result, i.e.,

$$
\boldsymbol{y}_{1}^{(1)}=\left(\begin{array}{c}
\xi_{11}  \tag{1.7}\\
y_{12}^{(1)} \\
\vdots \\
\vdots \\
y_{i, n-1}^{(1)}
\end{array}\right) \boldsymbol{y}_{2}^{(1)}=\left(\begin{array}{c}
\xi_{21} \\
y_{22}^{(1)} \\
\vdots \\
\vdots \\
y_{2, n-1}^{(1)}
\end{array}\right), \cdots \cdots, \quad \boldsymbol{y}_{k-1}^{(1)}=\left(\begin{array}{c}
\xi_{k-1,1} \\
y_{k-1,2}^{(1)} \\
\vdots \\
\vdots \\
y_{k-1, n-1}^{(1)}
\end{array}\right) \text {, }
$$

where

$$
\begin{equation*}
\xi_{k 1}^{2}=\sum_{\alpha=1}^{n-1} y_{k \alpha}^{2}, \xi_{i 1}=\frac{1}{\xi_{k 1}} \sum_{\alpha=1}^{n-1} y_{i \alpha} y_{k \alpha}, \quad i=1,2, \cdots, k-1 \tag{1.8}
\end{equation*}
$$

and the matrix of tranformation is

which we call the "generalized Helmert's orthogonal matrix" for the time being.

Next, consider the conditional distribution of

$$
\boldsymbol{y}_{1}^{(1)}, \boldsymbol{y}_{2}^{(1)}, \cdots \cdots, \boldsymbol{y}_{k-2}^{(1)}
$$

given $\boldsymbol{y}_{x-1}^{(1)}$ and $\boldsymbol{y}_{k}$, and applying the orthogonal transformation of which the matrix of transformation is

and we obtain the result

$$
\boldsymbol{y}_{1}^{(2)}=\left(\begin{array}{c}
\xi_{11}  \tag{1.11}\\
\xi_{12} \\
y_{13}^{(2)} \\
\vdots \\
\vdots \\
y_{1, n-1}^{(2)}
\end{array}\right), \boldsymbol{y}_{2}^{(2)}=\left[\begin{array}{c}
\xi_{21} \\
\xi_{22} \\
y_{23}^{(2)} \\
\vdots \\
\vdots \\
y_{2, n-1}^{(2)}
\end{array}\right) \cdots \cdots, \boldsymbol{y}_{k-2}^{(2)}=\left[\begin{array}{c}
\xi_{r-2,1} \\
\xi_{k-2,2} \\
y_{k-2,2}^{(2)} \\
\vdots \\
\vdots \\
y_{k-1, n-1}^{(2)}
\end{array}\right]
$$

where

$$
\begin{align*}
& \xi_{k-1,2}^{2}=\sum_{\alpha=2}^{n-1} y_{k-1, \alpha}^{(1)^{2}} \\
& \xi_{i 2}=\frac{1}{\xi_{k-1}, 2} \sum_{\alpha=2}^{n-1} y_{i \alpha}^{(1)} y_{k-1, \alpha}^{(1)} \quad i=1,2, \cdots, k-2 \tag{1.12}
\end{align*}
$$

We continue the similar processes until we attain the vector

$$
\boldsymbol{y}_{1}^{(k-1)}=\left[\begin{array}{c}
\xi_{11}  \tag{1.13}\\
\xi_{12} \\
\vdots \\
\vdots \\
\xi_{1, k-1} \\
y_{1 k}^{(k-1)} \\
\vdots \\
\vdots \\
y_{1, n-1}^{(k-1)}
\end{array}\right],
$$

The notations here used will be easily understood by the continuation of (1.8) and (1.12).

Since the transformations used were all orthogonal, it is clear that

$$
\begin{array}{r}
m_{11}=\sum_{\alpha=1}^{k} \xi_{1 \alpha}^{2}, \quad m_{12}=\sum_{\alpha=1}^{k-1} \xi_{1 \alpha} \xi_{2 \alpha}, \cdots \cdots \cdots, m_{1 k}=\xi_{11} \xi_{k 1} \\
m_{22}=\sum_{\alpha=1}^{k-1} \xi_{2 \alpha}^{2}, \\
\ddots \cdots \cdots,  \tag{1.14}\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\end{array}
$$

where, of course,

$$
\xi_{1 k}^{2}=y_{1 b}^{(k-1)^{2}}+y_{1, k+1}^{(k-1)^{2}}+\cdots+y_{1, n-1}^{(k-1)^{2}}
$$

The conditional probability element of $\boldsymbol{y}_{1}$, given $\boldsymbol{y}_{2}, \cdots, \boldsymbol{y}_{k}$ is

$$
\left(\frac{1}{\sqrt{2 \pi} \sigma_{1 \cdot 23 \cdots k}}\right)^{n-1} \exp \left[-\frac{1}{\left.2 \sigma_{1 \cdot 23 \cdots k}^{2} \sum_{\alpha=1}^{n-1}\left(y_{1 \alpha}-\beta_{12} y_{2 \alpha} \cdots-\beta_{1 k} y_{k a}\right)^{2}\right] d y_{11} d y_{12} \cdots d y_{1, n-1}, ~}\right.
$$

where $\sigma_{1-23 \cdots k}^{2}$, and $\beta_{1 i}, i=2, \cdots, k$ are the residual variance of $y_{1}$, given $y_{2}, \cdots, y_{k}$ and the partial regression coefficients of $y_{1}$ on $y_{i}$, $i=2, \cdots, k$ in the population respectively. Therefore, the conditional distribution of $\boldsymbol{y}_{1}^{(k-1)}$ has the probability element

$$
\begin{align*}
& \left(\frac{1}{\sqrt{2 \pi} \sigma_{1,23 \cdots k}}\right)^{n-1} \exp \left[-\frac{1}{2 \sigma_{1 \cdot 23 \cdots k}^{2}}\left\{\xi_{11}^{2}+\cdots+\xi_{1, k-1}^{2}+y_{1, k}^{(k-1)^{2}}+\cdots+y_{1, n-1}^{(k-1)^{2}}\right.\right. \\
& -2 \beta_{12}\left(\xi_{11} \xi_{21}+\cdots+\xi_{1, k-1} \xi_{2, k-1}\right)-2 \beta_{13}\left(\xi_{11} \xi_{31}+\cdots+\xi_{1, k--} \xi_{3, c-2}\right) \cdots-2 \beta_{1 k} \xi_{11} \xi_{k 1} \\
& \left.\left.+\sum_{\alpha=1}^{n-1}\left(\beta_{12} y_{2 \alpha}+\cdots+\beta_{1 k} y_{k \alpha}\right)^{2}\right\}\right] d \xi_{11} \cdots d \xi_{1, k-1} d y_{1, k}^{(k-1)} \cdots d y_{1, n-1}^{(k-1)}, \tag{1.15}
\end{align*}
$$

Hence, we obtain the conditional joint distribution of $\xi_{11}, \cdots, \xi_{1 k-1}, \xi_{1 k}$, given $\boldsymbol{y}_{2}, \cdots, \boldsymbol{y}_{k-1}$, i.e.,

$$
\begin{align*}
& \left(\frac{1}{\sqrt{2 \pi} \sigma_{1 \cdot 23 \cdots k}}\right)^{k-1} \frac{1}{2^{\frac{n-k}{2}} \Gamma\left(\frac{n-k}{2}\right) \sigma_{1 \cdot 23}^{n-k}} \exp \left[-\frac{1}{2 \sigma_{1 \cdot 23 \cdots k}^{2}}\left\{\xi_{11}^{2}+\cdots+\xi_{1, k-1}^{2}+\xi_{1 k}^{2}\right.\right. \\
& \left.\left.-2 \beta_{12}\left(\xi_{11} \xi_{21}+\cdots+\xi_{1, k-1} \xi_{2, k-1}\right) \cdots-2 \beta_{1 k} \xi_{11} \xi_{k 1}+\sum_{\alpha=1}^{n-1}\left(\beta_{12} y_{2 \alpha}+\cdots+\beta_{1 k} y_{k \alpha}\right)^{2}\right\}\right] \times \\
& \left(\xi_{1 k}^{2}\right)^{\frac{n-k}{2}-1} d \xi_{11} \cdots d \xi_{1, k-1} d\left(\xi_{1 k}^{2}\right), \tag{1.16}
\end{align*}
$$

In a similar manner, we obtain the conditional distribution of $\xi_{21}, \cdots$, $\xi_{2, k-1}$ given $\boldsymbol{y}_{3}, \cdots, \boldsymbol{y}_{k}$, successively $\ldots \ldots$, and finally the marginal distribution $\xi_{k 1}$; i.e.,

$$
\begin{align*}
& \left(\frac{1}{\sqrt{2 \pi} \sigma_{2 \cdot 34 \cdots k}}\right)^{k-2} \frac{1}{2^{\frac{n-k+1}{2}} \Gamma\left(\frac{n-k+1}{2}\right) \sigma_{2 \cdot 34+\cdots k}^{n-k+1}} \exp \left[-\frac{1}{2 \sigma_{2 \cdot 34}^{2} \cdots k}\left\{\xi_{21}^{2}+\cdots+\xi_{2, k-1}^{2}\right.\right. \\
& \left.\left.-2 \beta_{23}\left(\xi_{21} \xi_{31}+\cdots+\xi_{2, k-2} \xi_{3, k-2}\right) \cdots-2 \beta_{2 k} \xi_{21} \xi_{k 1}+\sum_{\alpha=1}^{n-1}\left(\beta_{23} y_{3 \alpha}+\cdots+\beta_{2 k} y_{k \alpha}\right)^{2}\right\}\right] \times \\
& \left(\xi_{2, k-1}^{2}\right)^{\frac{n-k+1}{2}-1} d \xi_{21} \cdots d \xi_{2, k-2} d\left(\xi_{2, k-1}^{2}\right),  \tag{1.17}\\
& \left(\frac{1}{\sqrt{2 \pi} \sigma_{3 \cdot 45 \cdots k k}}\right)^{k-3} \frac{1}{2^{\frac{n-k+2}{2}} \Gamma\left(\frac{n-k+2}{2}\right) \sigma_{3 \cdot 45 \cdots, \ldots k}^{n-k+2}} \exp \left[-\frac{1}{2 \sigma_{3 \cdot 45 \cdots k}^{2}}\left\{\xi_{31}^{2}+\cdots+\xi_{3, k-2}^{2}\right.\right. \\
& \left.\left.-2 \beta_{34}\left(\xi_{31} \xi_{41}+\cdots+\xi_{3, k-3} \xi_{4, k-3}\right) \cdots-2 \beta_{3 k} \xi_{31} \xi_{k 1}+\sum_{\alpha=1}^{n-1}\left(\beta_{34} y_{4 \alpha}+\cdots+\beta_{3 k} y_{k \alpha}\right)^{2}\right\}\right] \times \\
& \left(\xi_{3, k-2}^{2}\right)^{\frac{n-k+2}{2}-1} d \xi_{31} \cdots d \xi_{3, k-3} d\left(\xi_{3, k-2}^{2}\right), \tag{1.18}
\end{align*}
$$

$$
\begin{equation*}
\frac{1}{2^{\frac{n-1}{2}} \Gamma\left(\frac{n-1}{2}\right) \sigma_{k}^{n-1}} e^{-\frac{\xi_{k 1}^{2}}{2 \sigma_{k}^{2}}\left(\xi_{k 1}^{2}\right)^{\frac{n-1}{2}-1} d\left(\xi_{k 1}^{2}\right) .} \tag{1.19}
\end{equation*}
$$

Hence the absolute joint probability distribution of the $\frac{1}{2} k(k+1)$ variables

$$
\Xi=\left(\begin{array}{cccccc}
\xi_{11} & \xi_{12} & \cdots \cdots & \xi_{1, k-2} & \xi_{1, k-1} & \xi_{1 k} \\
\xi_{21} & \xi_{22} & \cdots \cdots & \xi_{2, k-2} & \xi_{2, k-1} & \\
\xi_{31} & \xi_{32} & \cdots \cdots & \xi_{3, k-2} & & \\
\vdots & & \therefore & & \\
\vdots & & \therefore & & \\
\vdots & \therefore & & & \\
\vdots & \therefore & & & \\
\xi_{k 1} & & &
\end{array}\right)
$$

is given by the product of (1.16), (1.17), (1.18) and $\cdots \cdots$ (1.19).
If we denote the cofactor of the element $\lambda_{i j}$ in the determinant $\Lambda$ of the moment matrix $\boldsymbol{\Lambda}$ by $\Lambda_{i j}$, and denote the cofactor of the element $\lambda_{p q}$ of $\Lambda_{11}$ by $\Lambda_{11 \cdot p q}$, and so on, then it is well-known that

$$
\begin{aligned}
& \sigma_{1 \cdot 23 \cdots k}^{2}=\frac{\Lambda}{\Lambda_{11}} \quad, \quad \beta_{1 i}=-\frac{\Lambda_{1 i}}{\Lambda_{11}}, \quad i=2, \cdots, k \\
& \sigma_{2 \cdot 34 \cdots k}^{2}=\frac{\Lambda_{11}}{\Lambda_{11 \cdot 22}}, \quad \beta_{2 i}=-\frac{\Lambda_{11 \cdot ?}}{\Lambda_{11 \cdot 22}}, \quad i=3, \cdots, k
\end{aligned}
$$

and so on. Whence it follows by easy calculations that

$$
\begin{align*}
& \frac{1}{\sigma_{1 \cdot 23 \cdots k}^{2}} \sum_{\alpha=1}^{n-1}\left(\beta_{12} y_{2 \alpha}+\cdots+\beta_{1 k} y_{k \alpha}\right)^{2} \\
& +\frac{1}{\sigma_{2 \cdot 34 \cdots k}^{2}}\left\{\xi_{21}^{2}+\cdots+\xi_{2, k-1}^{2}-2 \beta_{23}\left(\xi_{21} \xi_{11}+\cdots+\xi_{2, k-2} \xi_{3, k-2}\right) \cdots \cdots-2 \beta_{2 k} \xi_{21} \xi_{k 1}\right. \\
& \left.+\sum_{\alpha=1}^{n-1}\left(\beta_{23} y_{3 \alpha}+\cdots+\beta_{2 k} y_{k \alpha}\right)^{2}\right\} \\
& +\frac{1}{\sigma_{3 \cdot 15 \cdots k}^{2}}\left\{\xi_{31}^{2}+\cdots+\xi_{3, k-2}^{2}-2 \beta_{34}\left(\xi_{31} \xi_{41}+\cdots+\xi_{3, k-3} \xi_{4, k-3}\right) \cdots \cdots-2 \beta_{3 k} \xi_{31} \xi_{k 1}\right. \\
& \left.+\sum_{\alpha=1}^{n-1}\left(\beta_{34} y_{4 \alpha}+\cdots+\beta_{3 k} y_{k \alpha}\right)^{2}\right\}  \tag{1.20}\\
& +\frac{1}{\sigma_{k}^{2}} \cdot \xi_{k 1}^{2}=\sum_{i, j=2}^{k} \frac{\Lambda_{i j}}{\Lambda} m_{i j}
\end{align*}
$$

Consequently, we have
$\frac{2^{k}}{\pi^{\frac{k(k-1)}{4}} 2^{\frac{k(n-1)}{2}} \Gamma\left(\frac{n-1}{2}\right) \cdots \Gamma\left(\frac{n-k}{2}\right)} \Lambda^{-\frac{n-1}{2}} \exp \left(-\frac{1}{2} \sum_{i, j=1}^{k} \frac{\Lambda_{i j}}{\Lambda} m_{i j}\right)\left(\xi_{1 k} \xi_{2, k-1} \cdots \xi_{k 1}\right)^{n-k-2}$

$$
\begin{equation*}
\left(\xi_{1 k} \xi_{2, k-1}^{2} \cdots \xi_{k-1,2}^{k-1} \xi_{k 1}^{k}\right) d \xi_{11} \cdots d \xi_{1 k} d \xi_{21} \cdots d \xi_{2, k-1} \cdots d \xi_{k 1} \tag{1.21}
\end{equation*}
$$

for the joint distribution of $\Xi$.

Since

$$
\begin{aligned}
& \mathbf{M} \equiv\left(m_{i j}\right)=\Xi^{\prime} \Xi, \\
& M=\Xi^{2}=\left(\xi_{1 k} \xi_{2, k-1} \cdots \cdots \xi_{k 1}\right)^{2},
\end{aligned}
$$

and the Jacobian is

$$
\begin{aligned}
\frac{\partial(\mathbf{M})}{\partial(\Xi)} & =\frac{\partial m_{k k}}{\partial \xi_{k 1}} \cdot \frac{\partial\left(m_{k-1}, k-1\right.}{\partial\left(\xi_{k-1}, 1, m_{k-1, k}\right)} \cdots \cdots \cdot \frac{\partial\left(m_{11}, m_{12}, \cdots, m_{1 k}\right)}{\partial\left(\xi_{11}, \xi_{12}, \cdots, \xi_{1 k}\right)} \\
& =2^{k} \cdot \xi_{1 k} \xi_{2, k-1}^{2} \xi_{3, k-2}^{3} \cdots \cdots \xi_{k-1,2}^{k-1} \xi_{k 1}^{k},
\end{aligned}
$$

the joint distribution of $M$ has the probability element

$$
\begin{equation*}
\frac{1}{2^{k(\overline{n-1})} \pi^{\frac{k(k-1)}{4}} \prod_{i=1}^{k} \Gamma\left(\frac{n-i}{2}\right)} \Lambda^{-\frac{n-1}{2}} \mathbf{M}^{\frac{n-k-2}{2}} \exp \left(-\frac{1}{2} \Lambda^{-1} \cdot \cdot \mathbf{M}\right) d \mathbf{M} \tag{1.22}
\end{equation*}
$$

where the symbol $\Lambda^{-1} \cdot \cdot \mathbf{M}$ means

$$
\sum_{i j=1}^{k} \frac{\Lambda_{i j}}{\Lambda} m_{i j}
$$

From (1.22) we can easily derive the required Wishart distribution.

## § 2. Normal Regression Theory In Univariate Case.

In this section we shall summarize the main results in the normal regression theory in univariate case somewhat more precise than those which are seen in the literature ${ }^{(7)}$.

Let

$$
\boldsymbol{Z}=\left(\begin{array}{cccc}
z_{11} & z_{21} & \cdots \cdots & z_{s 1} \\
z_{12} & z_{22} & \cdots \cdots & z_{s 2} \\
\vdots & \vdots & & \vdots \\
\vdots & \vdots & & \vdots \\
z_{1 n} & z_{2 n} & \cdots \cdots & z_{s n}
\end{array}\right)
$$

be a $n \times s$ matrix of fixed variables of rank $s$, then the $s \times s$ matrix $\boldsymbol{Z}^{\prime} \boldsymbol{Z}$ is symmetric and positive definite, and consequently $\boldsymbol{Z}^{\prime} \boldsymbol{Z}$ has a symmetric and positive-definite square $\operatorname{root}^{(8)}$, which we denote by $\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{1 / 2}$. Further let the column vector

$$
\beta=\left[\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\vdots \\
\vdots \\
\beta_{s}
\end{array}\right]
$$

be a vector of $s$ unknown parameters, and let the vector variate

$$
\begin{equation*}
\eta=\boldsymbol{x}-\boldsymbol{Z} \cdot \boldsymbol{\beta} \tag{2.1}
\end{equation*}
$$

be a random sample of size $n$ from a normal population $N\left(0, \sigma^{2}\right)$, where

$$
\boldsymbol{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
\vdots \\
x_{n}
\end{array}\right]
$$

is a system of independent observations and $\eta$ is an error.
The least-square estimate $\boldsymbol{b}$ of $\beta$ is the value of $\beta$ which minimizes

$$
\begin{equation*}
S=\eta^{\prime} \boldsymbol{\eta}=(\boldsymbol{x} \cdots \boldsymbol{Z} \cdot \boldsymbol{\beta})^{\prime}(\boldsymbol{x}-\boldsymbol{Z} \cdot \boldsymbol{\beta}) \tag{2.2}
\end{equation*}
$$

considered as a function of $\boldsymbol{x}$, and it is determined by the so-called " normal equation"

$$
\begin{equation*}
Z^{\prime} \cdot(x-Z \cdot b)=0 \tag{2.3}
\end{equation*}
$$

therefore we have

$$
\begin{equation*}
\boldsymbol{b}=\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-1} \cdot \boldsymbol{Z}^{\prime} \boldsymbol{x} \tag{2.4}
\end{equation*}
$$

Representing $\boldsymbol{b}$ in terms of the original variate $\boldsymbol{\eta}$, we have

$$
\begin{equation*}
b-\beta=\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-1} \cdot \boldsymbol{Z}^{\prime} \cdot \boldsymbol{\eta} \tag{2.5}
\end{equation*}
$$

In (2.1), substituting $\beta$ by its least-square estimate $\boldsymbol{b}$, we have the residual variate

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{x}-\boldsymbol{Z} \boldsymbol{b}=\left(\boldsymbol{I}-\boldsymbol{Z}\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-1} \boldsymbol{Z}^{\prime}\right) \cdot \boldsymbol{\eta} \tag{2.6}
\end{equation*}
$$

where $\boldsymbol{I}$ denotes the unit matrix of degree $n$.
The two variates $\boldsymbol{b}$ and $\boldsymbol{y}$ are mutually independent in the stochastic sense, because the row vectors of their coefficient matrices are orthogonal with each other ${ }^{(9)}$, i.e.,

$$
\left(\boldsymbol{I}-\boldsymbol{Z}\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-1} \boldsymbol{Z}^{\prime}\right) \cdot\left(\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-1} \cdot \boldsymbol{Z}^{\prime}\right)^{\prime}=\mathbf{0}
$$

Hence, the minumum value $S_{0}$ of $S$ and $\boldsymbol{b}$ are mutually independent stochastically, because

$$
S_{0}=\boldsymbol{y}^{\prime} \boldsymbol{y}=(\boldsymbol{x}-\boldsymbol{Z} \cdot \boldsymbol{b})^{\prime} \cdot(\boldsymbol{x}-\boldsymbol{Z} \cdot \boldsymbol{b})
$$

Next, we shall consider the case when the following partitions of $\boldsymbol{Z}$ and $\boldsymbol{\beta}$ are given; i.e.,

$$
Z=\left(Z_{1} Z_{2}\right), \text { where } Z_{1}=\left(\begin{array}{cccc}
z_{11} \cdots \cdots \cdot & z_{r 1} \\
z_{12} & \cdots \cdots & z_{r 2} \\
\vdots & & \vdots \\
z_{1 n} & \cdots \cdots & z_{r n}
\end{array}\right), Z_{2}=\left(\begin{array}{ccc}
z_{r+1,} & \cdots \cdots & z_{s 1} \\
z_{r+1,2} & \cdots \cdots & z_{s 2} \\
\vdots & \vdots \\
\vdots & & \vdots \\
z_{r+1, n} \cdots \cdots & z_{s n}
\end{array}\right)
$$

and

$$
\boldsymbol{\beta}=\left(\begin{array}{c}
\boldsymbol{\beta}_{1} \\
\\
\boldsymbol{\beta}_{2}
\end{array}\right), \quad \text { where } \boldsymbol{\beta}_{1}=\left[\begin{array}{c}
\boldsymbol{\beta}_{1} \\
\vdots \\
\vdots \\
\hat{\beta}_{r}
\end{array}\right], \boldsymbol{\beta}_{2}=\left(\begin{array}{c}
\boldsymbol{\beta}_{r+1} \\
\vdots \\
\vdots \\
\hat{\beta}_{s}
\end{array}\right)
$$

The least-square estimate $\boldsymbol{b}_{1}{ }^{*}$ of $\boldsymbol{\beta}_{1}$ under the statistical hypothesis

$$
H_{0}: \boldsymbol{\beta}_{2}=\boldsymbol{\beta}_{2}^{0} \text {, where } \boldsymbol{\beta}_{2}^{0}=\left[\begin{array}{c}
\beta_{r+1}^{0} \\
\vdots \\
\boldsymbol{\beta}_{s}^{0}
\end{array}\right] \text { is a certain specified vector, }
$$

is the value of $\beta_{1}$ which minimizes

$$
\begin{equation*}
S^{*}=\left(\boldsymbol{x}-\boldsymbol{Z}_{1} \boldsymbol{\beta}_{1}-\boldsymbol{Z}_{2} \boldsymbol{\beta}_{2}^{0}\right)^{\prime}\left(\boldsymbol{x}-\boldsymbol{Z}_{1} \boldsymbol{\beta}_{1}-\boldsymbol{Z}_{2} \boldsymbol{\beta}_{2}^{0}\right), \tag{2.7}
\end{equation*}
$$

and $\boldsymbol{b}_{1}{ }^{*}$ is determined by the matrix equation

$$
\begin{equation*}
Z_{1}^{\prime} Z_{1} \cdot b_{1}^{*}=Z_{1}{ }^{\prime} \cdot\left(x-Z_{2} \beta_{2}^{0}\right), \tag{2.8}
\end{equation*}
$$

consequently we have

$$
\boldsymbol{b}_{1}^{*}=\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-1} \boldsymbol{Z}_{1}^{\prime} \cdot\left(\boldsymbol{x}-\boldsymbol{Z}_{2} \cdot \boldsymbol{\beta}_{2}^{0}\right),
$$

or represented by the original variate $\eta$, we have

$$
\begin{equation*}
b_{1}^{*}--\beta_{1}=\left(Z^{\prime} Z\right)^{-1} Z_{1}^{\prime} \eta+\left(Z_{1}^{\prime} Z_{1}\right)^{-1} Z_{1}^{\prime} Z_{2} \cdot\left(\beta_{2}-\beta_{2}^{0}\right) . \tag{2.9}
\end{equation*}
$$

The residual variate $\boldsymbol{y}^{*}$, corresponding to (2.6), is in this case

$$
\begin{align*}
\boldsymbol{y}^{*} & =\boldsymbol{x}-\boldsymbol{Z}_{1} b_{1}^{*}-\boldsymbol{Z}_{2} \cdot \boldsymbol{\beta}_{2}^{0} \\
& =\left(\boldsymbol{I}-\boldsymbol{Z}_{1}\left(\boldsymbol{Z}_{1}^{\prime} \boldsymbol{Z}_{1}\right)^{-1} \boldsymbol{Z}_{1}^{\prime}\right)_{\eta}+\left(\boldsymbol{I}-\boldsymbol{Z}_{1}\left(\boldsymbol{Z}_{1}^{\prime} \boldsymbol{Z}_{1}\right)^{-1} \boldsymbol{Z}_{1}{ }^{\prime}\right) \boldsymbol{Z}_{1} \cdot\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right) . \tag{2.10}
\end{align*}
$$

Hence $\boldsymbol{y}^{*}$ and $\boldsymbol{b}_{1}{ }^{*}$ are mutually independent in the sense of the probability, and consequently the minimum value $S_{0}^{*}$ of $S^{*}$ under the statistical hypothesis $H_{0}$ and $\boldsymbol{b}_{1}{ }^{*}$ are mutually independent in the stochastic sense.
2.1 We shall first consider a special case when the orthogonality condition

$$
\begin{equation*}
Z_{1}{ }_{1}^{\prime} Z_{2}=0 \tag{2.11}
\end{equation*}
$$

between the two partitioned submatrices of $Z$ holds. In this case, it is easily seen that

$$
\boldsymbol{Z}\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-1} \boldsymbol{Z}^{\prime}=\boldsymbol{Z}_{1}\left(Z_{1}^{\prime} Z_{1}\right)^{-1} Z_{1}^{\prime}+Z_{2}\left(Z_{2}^{\prime} Z_{2}\right)^{-1} Z_{2}^{\prime},
$$

whence, from (2.6) aud (2.10), we have

$$
\begin{aligned}
\boldsymbol{y} & =\left(\boldsymbol{I}-\boldsymbol{Z}_{1}\left(\boldsymbol{Z}_{1}^{\prime} \boldsymbol{Z}_{1}\right)^{-1} \boldsymbol{Z}_{1}^{\prime}\right) \eta-\boldsymbol{Z}_{2}\left(\boldsymbol{Z}_{2}{ }^{\prime} \boldsymbol{Z}_{2}\right)^{-1} \boldsymbol{Z}_{2}^{\prime} \cdot \eta \\
& =\boldsymbol{y}^{*}-\boldsymbol{Z}_{2}\left(\boldsymbol{Z}_{2}^{\prime} \boldsymbol{Z}_{2}\right)^{-1} \boldsymbol{Z}_{2}^{\prime} \cdot \eta-\boldsymbol{Z}_{2} \cdot\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right),
\end{aligned}
$$

so, we obtain the following relation between $\boldsymbol{y}^{*}$ and $\boldsymbol{y}$; i.e.,

$$
\begin{equation*}
y^{*}=y+Z_{2}\left(Z_{2}^{\prime} Z_{2}\right)^{-1} Z_{2}^{\prime} \cdot \eta+Z_{2} \cdot\left(\beta_{2}-\beta_{2}^{0}\right) . \tag{2.12}
\end{equation*}
$$

If we take as a new variate vector

$$
\zeta=\left(\begin{array}{l}
\zeta_{1} \\
\zeta_{2} \\
\zeta_{3}
\end{array}\right)
$$

where

$$
\boldsymbol{\zeta}_{1} \equiv\left(\begin{array}{c}
\zeta_{1} \\
\vdots \\
\vdots \\
\zeta_{r}
\end{array}\right)=\left(\boldsymbol{Z}_{1}{ }^{\prime} \boldsymbol{Z}_{1}\right)^{-\frac{1}{2}} \boldsymbol{Z}_{1}^{\prime} \cdot \boldsymbol{\eta}, \boldsymbol{\zeta}_{2} \equiv\left[\begin{array}{c}
\zeta_{r+1} \\
\vdots \\
\vdots \\
\zeta_{s}
\end{array}\right)=\left(\boldsymbol{Z}_{2}{ }^{\prime} \boldsymbol{Z}_{2}\right)^{-\frac{1}{2}} \boldsymbol{Z}_{2}^{\prime} \cdot \boldsymbol{\eta}, \boldsymbol{\zeta}_{3} \equiv\left[\begin{array}{c}
\zeta_{s+1} \\
\vdots \\
\vdots \\
\zeta_{n}
\end{array}\right]=\boldsymbol{U} \cdot \boldsymbol{\eta},
$$

and the $(n-s) \times n$ matrix $\boldsymbol{U}$ is chosen such that the square matrix

$$
\boldsymbol{C}=\left(\begin{array}{c}
\left(\boldsymbol{Z}_{1}{ }^{\prime} \boldsymbol{Z}_{1}\right)^{-\frac{1}{2}} \boldsymbol{Z}_{1}^{\prime} \\
\left(\boldsymbol{Z}_{2}^{\prime} \boldsymbol{Z}_{2}\right)^{-\frac{1}{2}} \boldsymbol{Z}_{2}^{\prime} \\
\boldsymbol{U}
\end{array}\right)
$$

is an orthogonal one, then it is evident that the variance-convariance matrix of $\zeta$ is $\sigma^{2} \boldsymbol{I}$; i.e.,

$$
E\left(\zeta \zeta^{\prime}\right)=\sigma^{2} \boldsymbol{I}
$$

Since

$$
\zeta=\boldsymbol{C} \cdot \eta,
$$

and the matrix $\boldsymbol{C}$ was orthogonal, we have

$$
\eta=C^{\prime} \cdot \zeta,
$$

i.e.,

$$
\begin{equation*}
\boldsymbol{\eta}=\boldsymbol{Z}_{1}\left(\boldsymbol{Z}_{1}^{\prime} \boldsymbol{Z}_{1}\right)^{-\frac{1}{2}} \zeta_{1}+\boldsymbol{Z}_{2}\left(\boldsymbol{Z}_{2}^{\prime} \boldsymbol{Z}_{2}\right)^{-\frac{1}{2}} \zeta_{2}+\boldsymbol{U}^{\prime} \cdot \zeta_{3}, \tag{2.13}
\end{equation*}
$$

and it is clearly seen that the three summands on the right-hand side of the above equation are mutually independent in the stochastic sense.

From (2.5), (2.6), (2.9), (2.10) and (2.13), we have.

$$
\left.\begin{array}{rl}
\boldsymbol{b}-\boldsymbol{\beta} & =\left(\boldsymbol{Z}_{1}^{\prime} \boldsymbol{Z}_{1}\right)^{-\frac{1}{2}} \zeta_{1}+\left(\boldsymbol{Z}_{2}^{\prime} \boldsymbol{Z}_{2}\right)^{-\frac{1}{2}} \zeta_{2}, \\
\boldsymbol{y} & = \\
\boldsymbol{b}_{1}^{*}-\beta_{1} & =\left(\boldsymbol{Z}_{1}^{\prime} \boldsymbol{Z}_{1}\right)^{-\frac{1}{2}} \zeta_{1}  \tag{2.14}\\
\boldsymbol{y}^{*} & = \\
\boldsymbol{U}^{\prime} \cdot \zeta_{3} \\
\boldsymbol{Z}_{2}\left(\boldsymbol{Z}_{2}^{\prime} \boldsymbol{Z}_{2}\right)^{-\frac{1}{2}} \boldsymbol{\zeta}_{3}+\boldsymbol{U}^{\prime} \cdot \zeta_{3}+\boldsymbol{Z}_{2} \cdot\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right)
\end{array}\right)
$$

The variates $\boldsymbol{y}$ and

$$
\boldsymbol{y}^{*}-\boldsymbol{y}=\boldsymbol{Z}_{2}\left(\boldsymbol{Z}_{2}{ }^{\prime} \boldsymbol{Z}_{2}\right)^{-\frac{1}{2}} \zeta_{2}+\boldsymbol{Z}_{2} \cdot\left(\beta_{2}-\beta_{2}^{0}\right)
$$

are mutually independent in the stochastic sence, and consequently $S_{0}=\boldsymbol{y}^{\prime} \boldsymbol{y}$ and $S_{0}^{*}-S_{0}=\boldsymbol{y}^{* \prime} \boldsymbol{y}^{*}-\boldsymbol{y}^{\prime} \boldsymbol{y}$ are mutually independent in the stochastic sense, because

$$
S_{0}^{*}-S_{0}=\boldsymbol{y}^{* \prime} \boldsymbol{y}^{*}-\boldsymbol{y}^{\prime} \boldsymbol{y}=\left(\boldsymbol{y}^{*}-\boldsymbol{y}\right)^{\prime}\left(\boldsymbol{y}^{*}-\boldsymbol{y}\right)
$$

The variate

$$
\begin{aligned}
& \sigma^{-2} \cdot\left(S_{0}^{*}-S_{0}\right)=\sigma^{-2}\left(\boldsymbol{y}^{*}-\boldsymbol{y}\right)^{\prime}\left(\boldsymbol{y}^{*}-\boldsymbol{y}\right) \\
& \quad=\sigma^{-2} \boldsymbol{\zeta}_{2}{ }^{\prime} \boldsymbol{\zeta}_{2}+\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right)^{\prime}\left(\boldsymbol{Z}_{2}^{\prime} \boldsymbol{Z}_{2}\right)^{-\frac{1}{2}} \boldsymbol{\zeta}_{2}+\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}\right)^{\prime} \boldsymbol{Z}_{2}{ }^{\prime} \boldsymbol{Z}_{2} \cdot\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right)
\end{aligned}
$$

is distributed according to the so-called " non-central chi-square distribution" with degrees of freedom $(s-r)$ and with parameter

$$
\begin{equation*}
\lambda=\frac{1}{2 \sigma^{2}}\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{o}\right)^{\prime} \boldsymbol{Z}^{\prime} \boldsymbol{Z} \cdot\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right) \tag{2.16}
\end{equation*}
$$

If the statistical hypothesis $H_{0}$ is true, then $\lambda=0$, and consequently the distribution of the variate (2.15) is the ordinary chi-square distribution of degrees of freedom of $(s-r)$. The variate

$$
\sigma^{-2} S_{0}=\sigma^{-2} \cdot \boldsymbol{y}^{\prime} \boldsymbol{y}=\sigma^{-2} \zeta_{3}^{\prime} \zeta_{3}
$$

is distributed according to the chi-square distribution of degrees of freedom of $(n-s)$. Consequeutly, the statistic

$$
\begin{equation*}
G=\frac{S_{0}^{*}-S_{0}}{S_{0}}=\frac{\left(\boldsymbol{y}^{*}-\boldsymbol{y}\right)^{\prime}\left(\boldsymbol{y}^{*}-\boldsymbol{y}\right)}{\boldsymbol{y}^{\prime}} \boldsymbol{y} \tag{2.17}
\end{equation*}
$$

is distributed according to the $G$-distribution ${ }^{(10)}$ of degrees of freedom of ( $s-r, n-s$ ) and with parameter $\lambda$ defined in (2.16); i.e., its probability element is given by
$f(G) d G=\sum_{\nu=0}^{\infty} e^{-\lambda} \frac{\lambda^{\nu}}{\nu!} \frac{\Gamma\left(\frac{n \cdots \gamma}{2}+\nu\right)}{\Gamma\left(\frac{s-r}{2}+\nu\right) \Gamma\left(\frac{n-s}{2}\right)}\left(\frac{G}{1+G}\right)^{\frac{s-r-2}{2}+\nu}\left(\frac{1}{1+G}\right)^{\frac{n-s+1}{2}} d G$.
If we take the statistic

$$
\begin{equation*}
t=\frac{\left(\boldsymbol{y}^{*}-\boldsymbol{y}\right)_{t}}{\sqrt{\boldsymbol{y}^{\prime} \boldsymbol{y}}} \sqrt{n-s} \tag{2.19}
\end{equation*}
$$

where the notation $\left(\boldsymbol{y}^{*}-\boldsymbol{y}\right)_{i}$ denotes the $i$-th component of the vector $\boldsymbol{y}^{*}-\boldsymbol{y}$, then its distribution is the so-called "non-central $t$-distribution"; i.e., its probability element is

$$
\begin{equation*}
f(t) d t=\frac{\left(\frac{n-s}{2}\right)^{\frac{n-s}{2}} e^{-\frac{\delta^{2}}{2}}}{\sqrt{2 \pi} \Gamma\left(\frac{n-s}{2}\right)^{\infty}} \sum_{\nu=0}^{\infty} \frac{\Gamma\left(\frac{n-s+\nu-1}{2}\right)}{\nu!}(\delta t)^{\nu}\left(\frac{2}{n-s+t^{2}}\right)^{\frac{n-s+\nu+1}{2}} d t \tag{2.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=\frac{1}{\sigma}\left(\boldsymbol{Z} \cdot\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right)\right)_{i} \tag{2.21}
\end{equation*}
$$

If the hypothesis $H_{0}$ is true, then $\delta=0$, and consequently the distribution of the statistic $t$ is the ordinary $t$-distribution of degrees of freedom of ( $n-s$ ).
2.2. The general case. When the orthogonality condition (2.10) does not hold, we can transform the fixed variables such that

$$
\boldsymbol{Y}=\left(\boldsymbol{Y}_{1} \boldsymbol{Y}_{2}\right)=\left(\boldsymbol{Z}_{1} Z_{2}\right) \cdot\left[\begin{array}{cc}
\boldsymbol{P} & \boldsymbol{Q} \\
0 & \boldsymbol{R}
\end{array}\right],
$$

where $\boldsymbol{P}$ and $\boldsymbol{R}$ are $r \times r$ and $(s-r) \times(s-r)$ non-singular square matrices respectively and $\boldsymbol{Q}$ is a $r \times(s-r)$ matrix and

$$
\begin{equation*}
\boldsymbol{Y}_{1}^{\prime} \boldsymbol{Y}_{2}=0^{(11)} \tag{2.22}
\end{equation*}
$$

Since

$$
Y_{1}=Z_{1} P \quad Y_{2}=Z_{1} Q+Z_{2} R,
$$

the condition (2.22) implies the relation

$$
\begin{equation*}
Z_{1}^{\prime} Z_{1} Q+Z_{1}^{\prime} Z_{2} P=0 . \tag{2.23}
\end{equation*}
$$

Let

$$
\begin{equation*}
\boldsymbol{\alpha}_{1}=\boldsymbol{P}^{-1} \cdot \boldsymbol{\beta}_{1}-\boldsymbol{P}^{-1} \boldsymbol{Q} \boldsymbol{R}^{-1} \boldsymbol{\beta}_{2}, \quad \boldsymbol{\alpha}_{2}=\boldsymbol{R}^{-1} \boldsymbol{\beta}_{2} \tag{2.24}
\end{equation*}
$$

and

$$
\alpha=\left[\begin{array}{l}
\alpha_{1} \\
\alpha_{2}
\end{array}\right]
$$

then it follows that

$$
\eta=\boldsymbol{x}-Y_{1} \alpha_{1}-Y_{2} \alpha_{2}
$$

and the statistical hypothesis $H_{0} ; \boldsymbol{\beta}_{2}=\boldsymbol{\beta}_{2}^{0}$ is equivalent to the derived hypothesis $\tilde{H}_{0}: \boldsymbol{\alpha}_{2}=\boldsymbol{\alpha}_{2}^{0}\left(\equiv \boldsymbol{R}^{-1} \cdot \boldsymbol{\beta}_{2}^{0}\right)$.

The least-square estimate $\boldsymbol{a}$ of $\boldsymbol{\alpha}$, and the least-square estimate $\boldsymbol{a}_{1}{ }^{*}$ of $\boldsymbol{\alpha}_{1}$ under the hypothesis $\tilde{H}_{0}$ satisfy the following relations; i.e.

$$
a=\left(\begin{array}{cc}
\boldsymbol{P}^{-1} & -\boldsymbol{P}^{-1} \boldsymbol{Q} \boldsymbol{R}^{-1}  \tag{2.25}\\
0 & \boldsymbol{R}^{-1}
\end{array}\right) \cdot \boldsymbol{b}
$$

and

$$
\begin{equation*}
\boldsymbol{a}_{1}^{*}=\boldsymbol{P}^{-1} \cdot \boldsymbol{b}_{1}^{*}-\boldsymbol{P}^{-1} \boldsymbol{Q} \boldsymbol{R}^{-1} \cdot \boldsymbol{\beta}_{2}^{0} \tag{2.26}
\end{equation*}
$$

If we put

$$
\boldsymbol{K}=\left(\begin{array}{cc}
\boldsymbol{P} & \boldsymbol{Q} \\
0 & \boldsymbol{R}
\end{array}\right)
$$

it is easily seen that

$$
\boldsymbol{K}^{-1}=\left(\begin{array}{cc}
\boldsymbol{P}^{-1} & -\boldsymbol{P}^{-1} \boldsymbol{Q} \boldsymbol{R}^{-1} \\
0 & \boldsymbol{R}^{-1}
\end{array}\right)
$$

In a completely similar manner as in 2.1, we have

$$
\begin{align*}
& \boldsymbol{a}-\boldsymbol{\alpha}=\left(\boldsymbol{Y}_{1}{ }^{\prime} \boldsymbol{Y}_{1}\right)^{-\frac{1}{2}} \cdot \tilde{\zeta}_{1}+\left(\boldsymbol{Y}_{2}{ }^{\prime} \boldsymbol{Y}_{2}\right)^{-\frac{1}{2}} \tilde{\zeta}_{2}, \\
& \tilde{\boldsymbol{y}}=\quad \quad \tilde{U}^{\prime} \cdot \tilde{\zeta}_{3} \\
& \boldsymbol{a}_{1}{ }^{*}-\boldsymbol{\alpha}_{1}=\left(\boldsymbol{Y}_{1}{ }^{\prime} \boldsymbol{Y}_{1}\right)^{-\frac{1}{\boldsymbol{z}}} \tilde{\boldsymbol{z}}_{1},  \tag{2.27}\\
& \tilde{\boldsymbol{y}}^{*}= \\
& \boldsymbol{Y}_{2}\left(\boldsymbol{Y}_{2}{ }^{\prime} \boldsymbol{Y}_{2}\right)^{-\frac{1}{\boldsymbol{\xi}}} \tilde{\boldsymbol{\xi}}_{2}+\tilde{\boldsymbol{U}}^{\prime} \cdot \tilde{\xi}_{3}+\boldsymbol{Y}_{2} \cdot\left(\boldsymbol{\alpha}_{2}-\boldsymbol{\alpha}_{2}^{\mathbf{0}}\right)
\end{align*}
$$

where

$$
\tilde{\zeta}=\left[\begin{array}{l}
\tilde{\zeta}_{1} \\
\tilde{\zeta}_{2} \\
\tilde{\zeta}_{3}
\end{array}\right]=\tilde{\boldsymbol{C}} \cdot \eta,
$$

and the matrix $\tilde{\boldsymbol{U}}$ is so chosen that the square matrix

$$
\tilde{\boldsymbol{C}}=\left[\begin{array}{c}
\left(\boldsymbol{Y}_{1}^{\prime} \boldsymbol{Y}_{1}\right)^{-\frac{1}{2}} \boldsymbol{Y}_{1}^{\prime} \\
\left(\boldsymbol{Y}_{2}^{\prime} \boldsymbol{Y}_{2}\right)^{-2} \boldsymbol{Y}_{2}^{\prime} \\
\tilde{\tilde{\boldsymbol{U}}}
\end{array}\right)=\binom{\left(\boldsymbol{Y}^{\prime} \boldsymbol{Y}\right)^{-\frac{1}{2}} \boldsymbol{Y}^{\prime}}{\tilde{\boldsymbol{U}}}
$$

is an orthogonal one. Hence also in this case, we have

$$
E\left(\tilde{\zeta} \cdot \tilde{\zeta}^{\prime}\right)=\sigma^{2} \boldsymbol{I} .
$$

From (2.25), (2.26) and (2.27), we have

$$
\begin{gather*}
\boldsymbol{b}-\boldsymbol{\beta}=\left[\begin{array}{cc}
\boldsymbol{P} & \boldsymbol{Q} \\
0 & \boldsymbol{R}
\end{array}\right]\left(\boldsymbol{Y}_{2}^{\prime} \boldsymbol{Y}_{2}\right)^{-\frac{1}{2}}\left[\begin{array}{l}
\tilde{\zeta}_{1} \\
\tilde{\boldsymbol{\zeta}}_{2}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{P}\left(\boldsymbol{Y}_{1} \boldsymbol{Y}_{1}\right)^{-\frac{1}{2}} \tilde{\zeta}_{1}+\boldsymbol{Q}\left(\boldsymbol{Y}_{2}^{\prime} \boldsymbol{Y}_{2}\right)^{-\frac{2}{2} \tilde{\zeta}_{2}} \\
\boldsymbol{R}\left(\boldsymbol{Y}_{2}^{\prime} \boldsymbol{Y}_{2}\right)^{-\frac{1}{2}} \tilde{\zeta}_{2}
\end{array}\right]  \tag{2.28}\\
\boldsymbol{y}=\boldsymbol{x}-\boldsymbol{Z} \cdot \boldsymbol{b}=\boldsymbol{x}-\boldsymbol{Y} \cdot \boldsymbol{a}=\tilde{\boldsymbol{y}}=\tilde{\boldsymbol{U}}^{\prime} \cdot \tilde{\zeta}_{3}  \tag{2.29}\\
\boldsymbol{b}_{1}{ }^{*}-\boldsymbol{\beta}_{1}=\boldsymbol{P} \cdot \boldsymbol{a}_{1}{ }^{*}+\boldsymbol{Q} \boldsymbol{R}^{-1} \boldsymbol{\beta}_{2}^{0}-\boldsymbol{\beta}_{1}=\boldsymbol{P} \cdot\left(\boldsymbol{Y}_{1}^{\prime} \boldsymbol{Y}_{1}\right)^{-\frac{1}{\zeta}} \tilde{y}_{1}-\boldsymbol{Q} \boldsymbol{R}^{-1} \cdot\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{\boldsymbol{o}}\right) \\
 \tag{2.30}\\
=\boldsymbol{P}\left(\boldsymbol{P}^{\prime} \boldsymbol{Z}^{\prime} \boldsymbol{Z P}\right)^{-\frac{1}{2} \tilde{\zeta}_{1}+\left(\boldsymbol{Z}_{1}^{\prime} \boldsymbol{Z}_{1}\right)^{-1} \boldsymbol{Z}_{1}^{\prime} \boldsymbol{Z}_{2} \cdot\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right)}
\end{gather*}
$$

and

$$
\begin{align*}
\boldsymbol{y}^{*} & =\boldsymbol{x}-\boldsymbol{Z}_{1} \boldsymbol{b}_{1}{ }^{*}-\boldsymbol{Z}_{2} \boldsymbol{\beta}=\boldsymbol{x}-\boldsymbol{Y}_{1} \boldsymbol{a}_{1}{ }^{*}-\left(\boldsymbol{Z}_{1} \boldsymbol{Q}+\boldsymbol{Z}_{2} \boldsymbol{R}\right)^{-1} \cdot \boldsymbol{\beta}_{2}^{0} \\
& =\boldsymbol{x}-\boldsymbol{Y}_{1} \boldsymbol{a}_{1}^{*}-\boldsymbol{Y}_{2}^{\prime} \cdot \boldsymbol{\alpha}_{2}^{0}=\tilde{\boldsymbol{y}}^{*} \\
& =\boldsymbol{Y}_{2}\left(\boldsymbol{Y}_{2}^{\prime} \boldsymbol{Y}_{2}\right)^{-1-2} \tilde{\zeta}_{2}+\tilde{\boldsymbol{U}}^{\prime} \cdot \zeta_{3}+\left(\boldsymbol{Z}_{1} \boldsymbol{Q}+\boldsymbol{Z}_{2} \boldsymbol{R}\right) \boldsymbol{R}^{-1} \cdot\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right) . \tag{2.31}
\end{align*}
$$

The variate

$$
\sigma^{-2} \cdot S_{0}=\sigma^{-2} \cdot \boldsymbol{y}^{\prime} \boldsymbol{y}=\sigma^{-2} \cdot \tilde{\zeta}_{3} \tilde{\zeta}_{3}
$$

is distributed according to the chi-square distribution of degrees of freedom of ( $n-s$ ) and the variate

$$
\begin{aligned}
& \sigma^{-2}\left(S_{0}^{*}-S_{0}\right)=\sigma^{-2}\left(\tilde{\boldsymbol{y}}^{*}\right. \\
&\left.=\tilde{\boldsymbol{y}}^{\prime}-\tilde{\boldsymbol{y}}^{\prime} \tilde{\boldsymbol{y}}\right)=\sigma^{-2}\left(\tilde{\boldsymbol{y}}^{*}-\tilde{\boldsymbol{y}}\right)^{\prime}\left(\tilde{\boldsymbol{y}}^{*}-\tilde{\boldsymbol{y}}\right) \\
&=\sigma^{-2} \cdot\left[\tilde{\zeta}_{2}^{\prime} \cdot \tilde{\zeta}_{2}+\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right)^{\prime} \cdot\left(\boldsymbol{Y}_{2}^{\prime} \cdot \boldsymbol{Y}_{2}\right)^{-\frac{1}{2}} \cdot \boldsymbol{Y}_{2}^{\prime}\left(\boldsymbol{Z}_{1} \boldsymbol{Q}+\boldsymbol{Z}_{2} \boldsymbol{R}\right) \cdot \boldsymbol{R}^{-1} \cdot \tilde{\zeta}_{2}\right. \\
&\left.\quad+\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right)^{\prime} \boldsymbol{R}^{\prime-1}\left(\boldsymbol{Z}_{1} \boldsymbol{Q}+\boldsymbol{Z}_{2} \cdot \boldsymbol{R}\right)^{\prime}\left(\boldsymbol{Z}_{1} \boldsymbol{Q}+\boldsymbol{Z}_{2} \cdot \boldsymbol{R}\right) \boldsymbol{R}^{-1} \cdot\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right)\right]
\end{aligned}
$$

is stochastically independent of $\sigma^{-2} S_{0}$ and is distributed according to the non-central chi-square distribution of degrees of freedom of $(s-r)$ and with the parameter

$$
\begin{align*}
\lambda & =\frac{1}{2 \sigma^{2}}\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right)^{\prime} \boldsymbol{R}^{\prime-1}\left(\boldsymbol{Z}_{1} \boldsymbol{Q}+\boldsymbol{Z}_{2} \boldsymbol{R}\right)^{\prime}\left(\boldsymbol{Z}_{1} \boldsymbol{Q}+\boldsymbol{Z}_{2} \boldsymbol{R}\right) \boldsymbol{R}^{-1}\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right) \\
& =\frac{1}{2 \sigma^{2}}\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right)^{\prime}\left(\boldsymbol{Z}_{1}^{\prime} \boldsymbol{Z}_{1}-\boldsymbol{Z}_{2}^{\prime} \boldsymbol{Z}_{1}\left(\boldsymbol{Z}_{1}^{\prime} \boldsymbol{Z}_{1}\right)^{-1} \boldsymbol{Z}_{1}^{\prime} \boldsymbol{Z}_{2}\right)\left(\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{2}^{0}\right) \tag{2.32}
\end{align*}
$$

Hence the statistic

$$
G=\frac{S_{0}^{*}-S_{0}}{S_{0}}
$$

is distributed according to the $G$-distribution of degrees of freedom of ( $s-r, n-s$ ) and with the parameter $\lambda$ given in (2.32).
§ 3. Multiple Correlation Coefficient And Inter-class Correlation Coefficient. In this section, we shall first derive the sampling distribution of the sample multiple correlation coefficient. The parent population under consideration is a non-singular $k$-dimensional normal population with means $m_{1}, \cdots, m_{k}$ and the moment matrix $\boldsymbol{\Lambda}=\left(\lambda_{i j}\right)$. The population multiple correlation coefficient of the first variate on the other is

$$
\rho_{1(23 \ldots k)}=\sqrt{1-\frac{\Lambda}{\lambda_{11} \Lambda_{11}}},
$$

the corresponding sample multiple correlation coefficient, which we denote by the corresponding latin letter

$$
r_{1(23 \cdots k)}
$$

is given as follows:
Let

$$
\begin{aligned}
\boldsymbol{X} & =\left(\begin{array}{cccc}
x_{11} & x_{21} & \cdots \cdots & x_{k 1} \\
x_{12} & x_{22} & \cdots \cdots & x_{k 2} \\
\vdots & \vdots & & \vdots \\
\vdots & \vdots & & \vdots \\
x_{1 n} & x_{2 n} & \cdots \cdots & x_{k n}
\end{array}\right) \\
& =\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \cdots \cdots, \boldsymbol{x}_{k}\right)
\end{aligned}
$$

be a random sample of size $n$, and further let it be

$$
\begin{aligned}
& \overline{\boldsymbol{x}}_{i}=\bar{x}_{i} \cdot\left(\begin{array}{c}
1 \\
1 \\
\vdots \\
\vdots \\
1
\end{array}\right), \bar{x}_{i}=\frac{1}{n} \sum_{\alpha=1}^{n} x_{i \alpha}, \quad i=1,2, \cdots, k \\
& \tilde{\boldsymbol{X}}=\left(\boldsymbol{x}_{1}-\overline{\boldsymbol{x}}_{1}, \boldsymbol{x}_{2}-\overline{\boldsymbol{x}}_{2}, \cdots \cdots, \boldsymbol{x}_{k}--\overline{\boldsymbol{x}}_{n}\right),
\end{aligned}
$$

and

$$
\boldsymbol{A} \equiv\left(a_{i j}\right)=\tilde{\boldsymbol{X}}^{\prime} \tilde{\boldsymbol{X}},
$$

then

$$
r_{1(23 \ldots k)}=\sqrt{1-\frac{A}{a_{11} A_{11}}}
$$

We shall use the notation

$$
\rho=\rho_{1(23 \cdots k)} \quad \text { and } \quad r=r_{1(23 \cdots k)}
$$

throughout this section, unless otherwise stated.
The sampling distribution of $r$ in the special case when $\rho=0$ is easily obtained and its probability element is

$$
\frac{\Gamma\left(\frac{n-1}{2}\right)}{\Gamma\left(\frac{n-k}{2}\right) \Gamma\left(\frac{k-1}{2}\right)} \cdot\left(r^{2}\right)^{\frac{k-3}{2}}\left(1-r^{2}\right)^{\frac{n-k-2}{2}} d r^{2},,^{(12)}
$$

In the general case when $\rho \neq 0$, the derivations of the sampling distribution of $r$ were given by R. A. Fisher ${ }^{(13)}$, S. S Wilks ${ }^{(14)}$, S. Nabeya ${ }^{(15)}$, and P.A.P. Moran ${ }^{(16)}$, and its probability element

$$
\begin{align*}
& \quad \frac{\Gamma\left(\frac{n-1}{2}\right)}{\Gamma\left(\frac{n-k}{2}\right) \Gamma\left(\frac{k-1}{2}\right)}\left(1-\rho^{2}\right)^{\frac{n-1}{2}}\left(r^{2}\right)^{\frac{k-3}{2}}\left(1-r^{2}\right)^{\frac{n-k-2}{2}} \cdot \sum_{\nu=0}^{\infty} \frac{1}{\nu!} \cdot \frac{\Gamma\left(\frac{k-1}{2}\right) \Gamma^{2}\left(\frac{n-1}{2}+\nu\right)}{\Gamma^{2}\left(\frac{n-1}{2}\right) \Gamma\left(\frac{k-1}{2}+\nu\right)} \\
& \times\left(\rho^{2} r^{2}\right)^{\nu} \cdot d r^{2}, \tag{3.1}
\end{align*}
$$

or represened by means of the hypergeometric function
$\frac{\Gamma\left(\frac{n-1}{2}\right)}{\Gamma\left(\frac{n-k}{2}\right) \Gamma\left(\frac{k-1}{2}\right)}\left(1-\rho^{2}\right)^{\frac{n-1}{2}\left(r^{2}\right)^{\frac{k-3}{2}}\left(1-r^{2}\right)^{\frac{n-k-2}{2}} F\left(\frac{n-1}{2}, \frac{n-1}{2}, \frac{k-1}{2} ; \rho^{2} r^{2}\right) \cdot d r^{2}, ~, ~\left(3.1^{\prime}\right), ~, ~}$
where, of course,

$$
F(a, b, c ; x)=\sum_{\nu=0}^{\infty} \frac{a(a+1) \cdots(a+\nu-1) b(b+1) \cdots(b+\nu-1)}{\nu!c(c+1) \cdots(c+\nu-1)} x^{\nu}
$$

We shall first mention a necessary lemma.
Lemma 3. 1. ${ }^{(17)}$ The probability element of the variate

$$
\begin{equation*}
\lambda^{*}=\frac{\Lambda_{11}}{2 \Lambda} \sum_{p, \alpha=2}^{k} \frac{\Lambda_{1 p} \Lambda_{1 q}}{\Lambda_{11}^{2}} a_{p q} \tag{3.2}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\frac{1}{\left(\frac{\rho^{2}}{1-\rho^{2}}\right)^{\frac{n-1}{2}} \Gamma\left(\frac{n-1}{2}\right)} \cdot \exp \left(-\frac{\lambda^{*}}{\frac{\rho^{2}}{1-\rho^{2}}}\right) \cdot\left(\lambda^{*}\right)^{\frac{n-1}{2}-1} \cdot d \lambda^{*} \tag{3.3}
\end{equation*}
$$

If we consider the conditional distribution of $x_{1}$ under the condition that the other variates $x_{2}, x_{3}, \cdots, x_{k}$ are fixed, then the variate

$$
\eta_{1}=x_{1}-\alpha_{1}-\beta_{12} x_{2} \cdots \cdots-\beta_{1 k} x_{k},
$$

where

$$
\boldsymbol{\alpha}_{1}=\left(m_{1} \cdots \beta_{12} m_{2} \cdots \cdots-\beta_{1 k} m_{k}\right) \cdot \mathbf{1}, \quad \mathbf{1}=\left(\begin{array}{c}
1 \\
1 \\
\vdots \\
\vdots \\
1
\end{array}\right],
$$

is a random sample of size $n$ from the population

$$
N\left(0, \sigma_{1 \cdot 23 \ldots, . . k}^{2}\right)
$$

The least-square estimate

$$
\boldsymbol{b}_{1}=\left(\begin{array}{c}
b_{12} \\
b_{13} \\
\vdots \\
\vdots \\
b_{1 k}
\end{array}\right) \text {, of } \quad \boldsymbol{\beta}_{1}=\left(\begin{array}{c}
\beta_{12} \\
\beta_{13} \\
\vdots \\
\vdots \\
\beta_{1 k}
\end{array}\right)
$$

is given by

$$
\boldsymbol{b}_{1}=\left(\tilde{X}_{1}^{\prime} \tilde{X}_{1}\right)^{-1} \tilde{X}_{1} \cdot\left(x_{1}-\bar{x}_{1}\right),
$$

were the matrix $\tilde{\boldsymbol{X}}_{1}$ is generated from $\tilde{\boldsymbol{X}}$ by omitting its first column. The conditional expected value of $\boldsymbol{A}_{11}^{\frac{1}{2}} \boldsymbol{b}_{1}$ is $\boldsymbol{A}_{11}^{\frac{1}{1}} \boldsymbol{\beta}_{1}$, and the variate

$$
\begin{equation*}
\left.q_{1}=\sigma_{1.23 \ldots,}^{-2} \ldots\left(\boldsymbol{A}_{11}^{\frac{1}{1}} \boldsymbol{b}_{1}\right)^{\prime}\left(\boldsymbol{A}_{11}^{\frac{1}{1}} \boldsymbol{b}_{1}\right)=\sigma_{1.22 \ldots k}^{-2}, \boldsymbol{x}_{1}-\overline{\boldsymbol{x}}_{1}\right)^{\prime} \cdot \tilde{\boldsymbol{X}}_{1}^{\prime} \boldsymbol{A}_{11} \tilde{\boldsymbol{X}}_{1} \cdot\left(\boldsymbol{x}_{1}-\overline{\boldsymbol{x}}_{1}\right) \tag{3.4}
\end{equation*}
$$

is distributed according to the non-central chi-square distribution of degrees of freedom of ( $k-1$ ) and with the parameter

$$
\begin{equation*}
\lambda^{*}=\frac{1}{2 \sigma_{123}^{2} \ldots k} \boldsymbol{\beta}_{1}^{\prime} \boldsymbol{A}_{11} \boldsymbol{\beta}_{1}=\frac{\Lambda_{11}}{2 \Lambda} \sum_{p, \alpha=2}^{k} \frac{\Lambda_{1 p} \Lambda_{1 g}}{\Lambda_{11}} a_{p q} . \tag{3.5}
\end{equation*}
$$

The variate

$$
q_{2}=\sigma_{1.23 . \ldots k}^{-2}\left(\boldsymbol{x}_{1}-\overline{\boldsymbol{x}}_{1}-\tilde{\boldsymbol{X}}_{1} \boldsymbol{b}_{1}\right)^{\prime}\left(\boldsymbol{x}_{1}-\overline{\boldsymbol{x}}_{1}-\tilde{\boldsymbol{X}}_{1} \boldsymbol{b}_{1}\right)
$$

is distributed according to the chi-square distribution of degrees of freedom of ( $n-k$ ), and further the two variates $q_{1}$ and $q_{2}$ are mutually independent in the stochastic sense. Consequently, the conditional distribution of the statistic

$$
\begin{equation*}
G=\frac{q_{1}}{q_{2}}=\frac{\left(\boldsymbol{x}_{1}-\overline{\boldsymbol{x}}_{1}\right)^{\prime} \cdot \tilde{\boldsymbol{X}}_{1}^{\prime} \boldsymbol{A}_{11} \tilde{\boldsymbol{X}}_{1}\left(\boldsymbol{x}_{1}-\overline{\boldsymbol{x}}_{1}\right)}{a_{11}+\left(\boldsymbol{x}_{1}-\overline{\boldsymbol{x}}_{1}\right)^{\prime} \tilde{\boldsymbol{X}}_{1}^{\prime} \tilde{\boldsymbol{X}}_{1} \cdot\left(\boldsymbol{x}_{1}-\overline{\boldsymbol{x}}_{1}\right)}=\frac{r^{2}}{1-r^{2}} \tag{3.6}
\end{equation*}
$$

is the $G$-distribution of degrees of freedom of $(k-1, n-k)$, and with the parameter $\lambda^{*}$ given by (3.5). Hence its conditional probability element is

The absolute probability element of $r^{2}$ is obtained by integrating out from the product of (3.7) and (3.3); i.e.,

$$
\begin{align*}
& \frac{\Gamma\left(\frac{n-1}{2}\right)}{\Gamma\left(\frac{n-k}{2}\right) \Gamma\left(\frac{k-1}{2}\right)}\left(1-\rho^{2}\right)^{\frac{n-1}{2}}\left(r^{2}\right)^{\frac{k-2}{2}}\left(1-r^{2}\right)^{\frac{n-k-2}{2}} \sum_{\nu=0}^{\infty} \frac{\Gamma^{2}\left(\frac{n-1}{2}+\nu\right) \Gamma\left(\frac{k-1}{2}\right)}{\nu!\Gamma^{2}\left(\frac{n-1}{2}\right) \Gamma\left(\frac{k-1}{2}+\nu\right)} \times \\
& \quad\left(\rho^{2} r^{2}\right)^{\nu} \cdot d r^{2} \tag{3.8}
\end{align*}
$$

which was to be proved.
If we put $k=2$ in (3.8), we get

$$
\begin{equation*}
\frac{2^{n-2}}{\pi \cdot \Gamma(n-2)}\left(1-\rho^{2}\right)^{\frac{n-1}{2}}\left(1-r^{2}\right)^{\frac{n-4}{2}} \cdot \sum_{\nu=0}^{\infty} \frac{\Gamma^{2}\left(\frac{n+2 \nu-1}{2}\right)}{(2 \nu)!}(2 \rho r)^{2 \nu} \cdot d r . \tag{3.9}
\end{equation*}
$$

which is the probability element for the absolute value of the interclass correlation coefficient. If we wish to get the probability element of the inter-class correlation coefficient itself, we must go as follows:

Let it be

$$
\begin{aligned}
& a_{11}=n s_{1}^{2}, a_{22}=n s_{2}^{2} \quad \text { and } \quad a_{12}=n m_{12} \\
& u_{2 \cdot 1}=s_{1}\left(b_{21}-\beta_{21}\right), \quad \beta_{21}=\rho \frac{\sigma_{2}}{\sigma_{1}},
\end{aligned}
$$

then consider the conditional distribution of $s_{1} b_{21} / u_{2 \cdot 1}$ under the condition that the first variate $x_{1}$ is fixed. The conditional distribution of the statistic

$$
\begin{equation*}
t=\frac{s_{1} b_{21}}{\sqrt{s_{2}^{2}\left(1-r^{2}\right)}} \sqrt{n-2}=\frac{r}{\sqrt{1-r^{2}}} \sqrt{n-2} \tag{3.10}
\end{equation*}
$$

is the non-central $t$-distribution of degrees of freedom of $(n-2)$ and with the parameter

$$
\begin{equation*}
\delta=\frac{s_{1}}{\sigma_{1}} \frac{\rho}{\sqrt{1-\rho^{2}}}, \tag{3.11}
\end{equation*}
$$

i.e.,

$$
\frac{\left(\frac{n-1}{2}\right)^{\frac{n-2}{2}} e^{-\frac{1}{2} \cdot \frac{\rho^{2}}{1-\rho^{2}}\left(\frac{s_{1}}{\sigma_{1}}\right)^{2}}}{\sqrt{2 \pi} \Gamma\left(\frac{n-2}{2}\right)} \sum_{\nu=0}^{\infty} \frac{\Gamma\left(\frac{n-1+\nu}{2}\right)}{\nu!}\left(\frac{s_{1}}{\sigma_{1}}\right)^{\nu}\left(\frac{\rho^{2}}{1-\rho^{2}}\right)^{\frac{\nu}{2}}\left(\frac{2}{n-2+t^{2}}\right)^{\frac{n-1+\nu}{2}} t^{\nu} d t .
$$

Since the probability element of $s_{1}^{2} / \sigma_{1}^{2}$ is

$$
\frac{1}{2^{\frac{n-1}{2}} \Gamma\left(\frac{n-1}{2}\right)} e^{-\frac{s_{1}^{2}}{2 \sigma_{1}^{2}}\left(\frac{s_{1}^{2}}{\sigma_{1}^{2}}\right)^{\frac{n-1}{2}-1} d\left(\frac{s_{1}^{2}}{\sigma_{1}^{2}}\right)}
$$

the absolute distribution of $r$ is given by

$$
\begin{align*}
& \frac{1}{\sqrt{\pi} \Gamma\left(\frac{n-1}{2}\right) \Gamma\left(\frac{n--2}{2}\right)}\left(1-\rho^{2}\right)^{\frac{n-1}{2}}\left(1-r^{2}\right)^{\frac{n-4}{2}} \sum_{\nu=0}^{\infty} \frac{\Gamma^{2}\left(\frac{n-1+\nu}{2}\right)}{\nu!}(2 \rho r)^{\nu} \cdot d r \\
& \quad=\frac{2^{n-3}}{\pi \cdot \Gamma(n-1)}\left(1-\rho^{2}\right)^{\frac{n-1}{2}}\left(1-r^{2}\right)^{\frac{n-4}{2}} \cdot \sum_{\nu=0}^{\infty} \frac{\Gamma^{2}\left(\frac{n+\nu-1}{2}\right)}{\nu!}(2 \rho r)^{\nu} \cdot d r, \tag{3.13}
\end{align*}
$$

which was to be derived.
§ 4. Hotelling's $\boldsymbol{T}^{2}{ }^{(18)}$ Let

$$
\boldsymbol{X}=\left(x_{1}, x_{2}, \cdots, x_{k}, 1\right), \quad X^{*}=\left(x_{1}, x_{2}, \cdots, x_{k}\right),
$$

and

$$
\boldsymbol{A}=\boldsymbol{X}^{\prime} \boldsymbol{X}, \quad \boldsymbol{A}^{*}=\boldsymbol{X}^{* \prime} \boldsymbol{X}^{*}
$$

then the corresponding determinants are

$$
A=n\left|\sum_{\alpha=1}^{n} x_{i \alpha} x_{j_{\alpha}}-n \bar{x}_{i} \bar{x}_{j}\right|, \quad A^{*}=\left|\sum_{\alpha=1}^{n} x_{i a} x_{j \alpha}\right|,
$$

As is well-known, Prof. H. Hotelling's square of the generalized Student's ratio $T^{2}$ is given by the equation

$$
\begin{equation*}
\frac{n}{1+\frac{T^{2}}{n-1}}=\frac{A}{A^{*}} \tag{4.1}
\end{equation*}
$$

hence we have

$$
T^{2}=n(n-1) \cdot \sum_{i, j=1}^{k} \frac{A_{i j}}{A} \bar{x}_{i} \bar{x}_{j}
$$

Decompose $A$ and $A^{*}$ into the products of residual variances, then we have

$$
\begin{align*}
& A=n^{k+1} s_{1 \cdot 23 \cdots k}^{2} \cdot s_{2 \cdot 34 \cdots k}^{2} \cdots \cdots \cdot s_{k-1 \cdot k}^{2} \cdot s_{k}^{2}, \tag{4.2}
\end{align*}
$$

where, for instance, $s_{1 \cdot 22 \ldots k}^{2}$ is sample residual variance of $x_{1}$ when the parameter $\alpha_{1}=m_{1}-\beta_{12} m_{2} \cdots-\beta_{1 k} m_{k}$ and $\beta_{12}, \cdots, \beta_{1 k}$ are all estimated, and $s_{1 \cdot 23 \cdots h}^{* 2}$ is the sample residual variance of $x_{1}$ under the statistical hypothesis $H_{1}: \alpha_{1}=0$. Hence we have

$$
\begin{align*}
& =n \cdot \frac{q_{1 \cdot 23 \cdots k}}{q_{1 \cdot 23 \cdots k}^{*}} \cdot \frac{q_{\cdot-33} \ldots k}{q_{2 \cdot 34 \cdots b}^{*}} \ldots \ldots \frac{q_{k-1 \cdot k}}{q_{k-1 \cdot k}^{*}} \cdot \frac{q_{k}}{q_{k}^{*}}, \quad \text { (say). } \tag{4.4}
\end{align*}
$$

4. 5. We shall first consider the special case when

$$
\begin{aligned}
& m_{1}=m_{2}=\cdots \cdots=m_{k-1}=0 \\
& \left.\lambda_{1 k}=\lambda_{2 k}=\cdots \cdots=\right\rangle_{k-1 \cdot k}=0
\end{aligned}
$$

i. e., the $k$-th variate $x_{k}$ is uncorrelated with others all of which have zero means.

If we consider the conditional distribution of $x_{1}$ under the condition that the other variates $x_{2}, \cdots \cdots, x_{k}$ are fixed, then

$$
E\left(x_{1}\right)=\beta_{12} x_{2}+\cdots+\beta_{1 k} x_{k}+\alpha_{1}, \quad \alpha_{1}=m_{1}-\beta_{12} m_{2} \cdots \cdots-\beta_{1 k} m_{k},
$$

and in this case it is clear that

$$
\beta_{1 k}=0, \quad \alpha_{1}=0
$$

hence the statistic

$$
\frac{q_{1-23 k \ldots k}^{*}-q_{1-23 \cdots k}}{q_{1 \cdot 23 \cdots k}}
$$

is distributed according to the $G$-distribution of degrees of freedom of ( $1, n--k$ ) and with the parameter

$$
\lambda_{1}=\frac{1}{2 \sigma_{12 \cdot 3 \cdots k}^{2}} \alpha_{1}\left(n-\left(n \bar{x}_{2} \cdots n \bar{x}_{k}\right) \boldsymbol{A}_{11}^{-1}\left(\begin{array}{c}
n \bar{x}_{2} \\
\vdots \\
\vdots \\
n \bar{x}_{k}
\end{array}\right)\right) \alpha_{1}=0
$$

i. e., for any $x>0$,

$$
P\left(\frac{q_{1 \cdot 23 \cdots k}^{*}-q_{1 \cdot 23 \cdots k}}{q_{1 \cdot 23 \cdots k}}<x\right)=\frac{\Gamma\left(\frac{n--k+1}{2}\right)}{\Gamma\left(\frac{n-k}{2}\right) \Gamma\left(\frac{1}{2}\right)} \int_{0}^{x}\left(\frac{u}{1+u}\right)^{\frac{1}{2}-1}\left(\frac{1}{1+u}\right)^{\frac{n-k+2}{2}} d u
$$

therefore, we have

$$
P\left(\frac{q_{1 \cdot 23 \cdots k}}{q_{1.23 \cdots k}^{*}}<x\right)=\frac{\Gamma\left(\frac{n-k+1}{2}\right)}{\Gamma\left(\frac{n-k}{2}\right) \Gamma\left(\frac{1}{2}\right)} \int_{\frac{1-x}{x}}^{\infty}\left(\frac{u}{1+u}\right)^{\frac{1}{2}-1}\left(\frac{1}{1+u}\right)^{\frac{n-k+3}{2}} d u
$$

and consequently we have the probability element

$$
\begin{equation*}
\frac{\Gamma\left(\frac{n-k+1}{2}\right)}{\Gamma\left(\frac{n-k}{2}\right) \Gamma\left(\frac{1}{2}\right)} x^{\frac{n-k}{2}-1}(1-x)^{\frac{1}{2}-1} d x \tag{4.5}
\end{equation*}
$$

for the statistic $q_{1 \cdot 23 \ldots k} / q_{1.23 \ldots k}^{*}$. It is evident from (4.5) that the distribution of the statistic $q_{12 \cdot 3 \ldots k} / q_{1 \cdot 23 \ldots k}^{*}$ is independent of the conditioning variates $x_{2}, \ldots \ldots, x_{k}$, and consequently $q_{1 \cdot 23 \ldots k} / q_{1.23 \ldots k}^{*}$ is independent of the other statistics

$$
\frac{q_{2 \cdot 34 \cdots k}}{q_{2.34 \cdots k}^{*}}, \cdots \cdots, \frac{q_{k-1 \cdot k}}{q_{k-1 \cdot k}^{*}}, \frac{q_{k}}{q_{k}^{*}}
$$

in the absolute sense.
If we denote the Beta-variate which has the density

$$
\frac{\Gamma(p+q)}{\Gamma(p) \Gamma(q)} \cdot x^{p-1}(1-x)^{q-1}, \text { for } 0<x<1
$$

by $\mathrm{B}_{p q}$, then the following lemma is obtained.
Lemma 4.1. If the two Beta-variates $\mathrm{B}_{\mu-k \cdot k}$ and $\mathrm{B}_{\mu \cdot \nu}$ are mutually independent in the stochastic sense, then

$$
\begin{equation*}
\mathbf{B}_{\mu-k \cdot k} \mathbf{B}_{\mu \cdot \nu}=\mathbf{B}_{\mu-k \cdot k+\nu} \tag{4.6}
\end{equation*}
$$

(4.5) is equivalent to the equation

$$
\begin{equation*}
\frac{q_{1 \cdot 23} \cdots k}{q_{1 \cdot 23 \cdots k}^{*}}=\mathrm{B}_{\frac{n-k}{}}^{2} \cdot \frac{1}{2} . \tag{4.7}
\end{equation*}
$$

Next, if we consider the conditional distribution of $x_{2}$ under the condition that $x_{3}, \ldots \ldots, x_{k}$ are fixed, then

$$
E\left(x_{2}\right)=\beta_{23} x_{3}+\cdots+\beta_{2 k} \hat{x}_{k}+\alpha_{2}, \quad \alpha_{2}=m_{2}-\beta_{23} m_{3} \cdots-\beta_{2 k} m_{k}
$$

and in this special case $\alpha_{2}=0$, because $m_{2}=m_{3}=\cdots=m_{k-1}=0$ and
$\beta_{2 k}=0$. Hence, in a completely similar manner as above, we have

$$
\frac{q_{2 \cdot 30 \cdots \cdots k}}{q_{2 \cdot 34}^{*} \cdots k}=\mathbf{B}_{\frac{n-k+1}{2} \cdot \frac{1}{2}} .
$$

and it is independent of all the remaining statistics in the stochastic sense.

We proceed as above and get

$$
\left.\begin{array}{c}
\frac{q_{3 \cdot 45 \cdots k}^{*}}{q_{3.45 \cdots k}^{*}}=\mathrm{B}_{\frac{n-k+2}{}} \cdot \frac{1}{2}  \tag{4.9}\\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\frac{q_{k-1} \cdot k}{q_{k-1 \cdot k}^{*}}=\mathrm{B}_{\frac{n-2}{2} \cdot \frac{1}{2}}
\end{array}\right\}
$$

Finally the statistic

$$
\left(q_{k}^{*}-\boldsymbol{q}_{k}\right) / q_{k}
$$

is distribution according to the $G$-distribution of degrees of freedom of ( $1, n-1$ ) and with the parameter

$$
\begin{equation*}
\lambda=\frac{1}{2 \lambda_{k k}} n m_{k}^{2} \tag{4.10}
\end{equation*}
$$

hence the probability element of $q_{k} / q_{k}^{*}$ is

$$
\begin{equation*}
\sum_{\nu=0}^{\infty} e^{-\lambda} \frac{\lambda^{\nu}}{\nu!} \cdot \frac{\Gamma\left(\frac{n}{2}+\nu\right)}{\Gamma\left(\frac{1}{2}+\nu\right) \Gamma\left(\frac{n-1}{2}\right)} x^{\frac{\beta-1}{2}-1}(1-x)^{\frac{1}{2}+\nu-1} d x \tag{4.11}
\end{equation*}
$$

we shall denote the statistic $q_{k} / q_{k}^{*}$ symbolically as follows:

$$
\begin{equation*}
\frac{q_{k}}{q_{k}^{*}}=\sum_{\nu=0}^{\infty} e^{-\lambda} \frac{\lambda^{\nu}}{\nu!} B_{\frac{n-1}{2} \cdot \frac{1}{2}+\nu} . \tag{4.12}
\end{equation*}
$$

It follows from (4.1), (4.4), (4.7), (4.8), (4.9) and (4.12) that

$$
\begin{align*}
\frac{1}{1+\frac{T^{2}}{n-1}} & =\mathrm{B}_{\frac{n-k}{2} \cdot \frac{1}{2}} \cdot \mathrm{~B}_{\frac{n-k+1}{2} \cdot \frac{1}{2}} \cdots \cdots \mathrm{~B}_{\frac{n-3}{2} \cdot \frac{1}{2}} \cdot \sum_{\nu=0}^{\infty} e^{-\lambda} \frac{\lambda^{\nu}}{\nu!} \mathrm{B}_{\frac{n-1}{2} \cdot \frac{1}{2}+\nu} \\
& =\sum_{\nu=0}^{\infty} e^{-\lambda} \frac{\lambda^{\nu}}{\nu!} \mathrm{B}_{\frac{n-k}{2} \cdot \frac{1}{2}} \cdots \cdots \mathrm{~B}_{\frac{n-k+1}{}}^{2} \cdot \frac{1}{2} \mathrm{~B}_{\frac{n-2}{2} \cdot \frac{1}{2}} \mathrm{~B}_{\frac{n-1}{2} \cdot \frac{1}{2}+\nu} . \tag{4.13}
\end{align*}
$$

The ( $\nu+1$ )-th term of (4.13) will be reduced by means of Lemma 4.1 to $\mathrm{B}_{\frac{n-k}{2} \cdot \frac{k}{2}+v}$, whence we get the probability element

$$
\begin{equation*}
\sum_{\nu=0}^{\infty} e^{-\lambda} \frac{\lambda^{\nu}}{\nu!} \frac{\Gamma\left(\frac{n}{2}+\nu\right)}{\Gamma\left(\frac{n-k}{2}\right) \Gamma\left(\frac{k}{2}+\nu\right)} \cdot\left(\frac{T^{2}}{n-1}\right)^{\frac{k}{2}+\nu-1}\left(1+\frac{T^{2}}{n-1}\right)^{-\frac{n}{2}-\nu} d\left(\frac{T^{2}}{n-1}\right) \tag{4.14}
\end{equation*}
$$

for the statistic $T^{2} /(n-1)$, where, of course,

$$
\lambda=\frac{n}{2 \lambda_{k k i}} \cdot m_{k}^{2}
$$

4.2. The general case. If we transform the original variate

$$
\mathfrak{x}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)
$$

into

$$
\mathfrak{y}=\left(y_{1}, y_{2}, \ldots, y_{k}\right)
$$

by the relation

$$
\begin{equation*}
\mathfrak{y}=\mathfrak{x} \Lambda^{-\frac{1}{2}}, \tag{4.15}
\end{equation*}
$$

then the mean value vector

$$
\overline{\mathfrak{m}}=\left(\bar{m}_{1}, \bar{m}_{2}, \ldots, \bar{m}_{k}\right)
$$

of $\mathfrak{y}$ is obtained by

$$
\begin{equation*}
\overline{\mathfrak{m}}=\mathfrak{m} \boldsymbol{\Lambda}^{-\frac{1}{2}} . \tag{4.16}
\end{equation*}
$$

and $k$ variates $y_{1}, y_{2}, \ldots, y_{k}$ are mutually independent in the stochastic sense.

Let it be
......... 0

$$
\frac{\bar{m}_{1}}{\sqrt{\overline{\bar{m}}_{1}^{2}+\cdots+\bar{m}_{k}^{2}}}
$$

........ 0

$$
\frac{\bar{m}_{2}}{\sqrt{\bar{m}_{1}^{2}+\cdots+\bar{m}_{k}^{2}}}
$$

0

$$
\text { ......... } 0
$$

$$
\begin{equation*}
\frac{\bar{m}_{3}}{\sqrt{\overline{\bar{m}}_{1}^{2}+\cdots+\bar{m}_{k}^{2}}} \tag{4.17}
\end{equation*}
$$

$$
\begin{gathered}
\frac{\vdots}{\sqrt{\overline{\bar{m}}_{k}^{2}}} \\
\frac{-\bar{m}_{k-1}^{2}+\bar{m}_{k}^{2}}{\bar{m}_{k}} \\
\sqrt{\left(\bar{m}_{k-1}^{2}+\bar{m}_{k}^{2}\right) \overline{m_{k}^{2}}}
\end{gathered}
$$

and put

$$
\begin{equation*}
\mathfrak{z}=\left(z_{1}, z_{2}, \ldots, z_{k}\right)=\mathfrak{y} \cdot \boldsymbol{W} \tag{4.18}
\end{equation*}
$$

then it is easily seen that

$$
E\left(z_{1}\right)=E\left(z_{2}\right)=\cdots=E\left(z_{k-1}\right)=0
$$

and since $\boldsymbol{W}$ is an orthogonal matrix, we have

$$
E\left\{(\mathfrak{z}-E(\mathfrak{z}))^{\prime}(\mathfrak{z}-E(\mathfrak{z}))\right\}=\boldsymbol{W}^{\prime} \cdot E\left\{(\mathfrak{y}-\overline{\mathfrak{m}})^{\prime} \cdot(\mathfrak{y}-\overline{\mathfrak{m}})\right\} \boldsymbol{W}=\boldsymbol{I},
$$

i. e., $k$ variates $z_{1}, \ldots, z_{k}$ are uncorrelated with each other.

Since

$$
\begin{gathered}
\boldsymbol{Z}^{*}=\left(\begin{array}{llll}
z_{11} & z_{21} & \cdots & z_{k 1} \\
z_{12} & z_{22} & \cdots & z_{k 2} \\
\vdots & \vdots & & \vdots \\
z_{1 n} & z_{2 n} & \cdots & z_{k n}
\end{array}\right)=\boldsymbol{X}^{*} \boldsymbol{\Lambda}^{-\frac{1}{2}} \boldsymbol{W}, \\
\boldsymbol{B}^{*}=\boldsymbol{Z}^{* \prime} \boldsymbol{Z}^{*}=\boldsymbol{W}^{\prime} \boldsymbol{\Lambda}^{-\frac{1}{2}} \boldsymbol{X}^{* \prime} \boldsymbol{X}^{*} \boldsymbol{\Lambda}^{-\frac{1}{2}} \boldsymbol{W}=\boldsymbol{W}^{\prime} \boldsymbol{\Lambda}^{-\frac{1}{2}} \boldsymbol{A}^{*} \boldsymbol{\Lambda}^{-\frac{1}{2}} \boldsymbol{W},
\end{gathered}
$$

it follows that

$$
B^{*}=A^{*} \Lambda^{-1}
$$

and since

$$
\left(\bar{z}_{1}, \bar{z}_{2}, \ldots, \bar{z}_{k}\right)=\left(\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{k}\right) \boldsymbol{\Lambda}^{-\frac{1}{2}} \boldsymbol{W}
$$

and

$$
\begin{aligned}
\boldsymbol{B}^{*}-n & \left(\begin{array}{c}
\bar{z}_{1} \\
\bar{z}_{2} \\
\vdots \\
\bar{z}_{k}
\end{array}\right)\left(\bar{z}_{1}, \bar{z}_{2} \cdots \bar{z}_{k}\right) \\
& =\boldsymbol{W}^{\prime} \boldsymbol{\Lambda}^{-\frac{1}{2}}\left[\boldsymbol{A}^{*}-n\left(\begin{array}{c}
\bar{x}_{1} \\
\bar{x}_{2} \\
\vdots \\
\bar{x}_{k}
\end{array}\right)\left(\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{k}\right)\right] \boldsymbol{\Lambda}^{-\frac{1}{2}} \boldsymbol{W},
\end{aligned}
$$

we have

$$
B=\operatorname{det}\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)=A \Lambda^{-1}
$$

where

$$
\boldsymbol{Z}=\left(Z^{*} \boldsymbol{1}\right)=\left(\begin{array}{ccccc}
z_{11} & z_{21} & \cdots & z_{k 1} & 1 \\
z_{12} & z_{22} & \cdots & z_{k 2} & 1 \\
\vdots & \vdots & & \vdots & \vdots \\
z_{1 n} & z_{2 n} & \cdots & z_{k n} & 1
\end{array}\right)
$$

Hence we get the relation

$$
\begin{equation*}
\frac{n}{1+\frac{T^{2}}{n-1}}=\frac{A}{A^{*}}=\frac{B}{B^{*}} \tag{4.19}
\end{equation*}
$$

Applying the arguments of the special case to the transformed
variate ${ }^{3}$, we have the probability element of $T^{2} /(n-1)$, which is given by (4.14) with the parameters

$$
\lambda_{k k}=\left(\boldsymbol{W}^{\prime} \boldsymbol{\Lambda}^{-\frac{1}{2}} \boldsymbol{\Lambda} \boldsymbol{\Lambda}^{-\frac{1}{2}} \boldsymbol{W}\right)_{k k}=1
$$

and

$$
m_{k}^{2}=\mathfrak{m} \boldsymbol{\Lambda}^{-\frac{1}{2}} \boldsymbol{W}^{\prime} \boldsymbol{W} \boldsymbol{\Lambda}^{-\frac{1}{2}} \mathfrak{m}^{\prime}=\mathfrak{m} \boldsymbol{\Lambda}^{-1} \mathfrak{m}^{\prime}=\sum_{i, j=1}^{k} \frac{\boldsymbol{\Lambda}_{i j}}{\boldsymbol{\Lambda}} m_{i} m_{\rho}
$$

If we use the notation

$$
\begin{equation*}
\psi^{2}=\frac{n}{2} \cdot \sum_{i, j=1}^{k} \frac{\Lambda_{i j}}{\Lambda} m_{i} m_{j} \tag{4.20}
\end{equation*}
$$

the probability element of the statistic $T^{2} /(n-1)$ becomes

$$
\begin{equation*}
e^{-\psi^{2}} \sum_{\nu=0}^{\infty} \frac{\left(\psi^{2}\right)^{\nu}}{\nu!} \frac{\Gamma\left(\frac{n}{2}+\nu\right)}{\Gamma\left(\frac{n-k}{2}\right) \Gamma\left(\frac{k}{2}+\nu\right)} \cdot\left(\frac{T^{2}}{n-1}\right)^{\frac{k}{2}+\nu-1}\left(1+\frac{T^{2}}{n-1}\right)^{-\frac{n}{2}-\nu} d\left(\frac{T^{2}}{n-1}\right) \tag{4.12}
\end{equation*}
$$

as was to be proved.
§ 5. Normal Regression Theory in Multivariate Case. In this section, we shall consider the normal regression theory in the multivariate case.

Let

$$
\boldsymbol{Z}=\left(\begin{array}{cccc}
z_{11} & z_{21} & \cdots & z_{s 1}  \tag{5.1}\\
z_{12} & z_{22} & \cdots & z_{s 2} \\
\vdots & \vdots & & \vdots \\
z_{1 n} & z_{2 n} & \cdots & z_{s n}
\end{array}\right)
$$

be a $n \times s$ matrix of fixed variables of rank $s$, and

$$
\boldsymbol{B}=\left(\begin{array}{cccc}
\beta_{11} & \beta_{21} & \cdots & \beta_{k 1}  \tag{5.2}\\
\beta_{12} & \beta_{22} & \cdots & \beta_{k 2} \\
\vdots & \vdots & & \vdots \\
\beta_{1 s} & \beta_{2 s} & \cdots & \boldsymbol{\beta}_{k s}
\end{array}\right) \equiv\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \ldots, \boldsymbol{\beta}_{k}\right)
$$

be a $s \times k$ matrix of unknown parameters. Further let it be

$$
\begin{equation*}
\left(E\left(\boldsymbol{x}_{1}\right), E\left(\boldsymbol{x}_{2}\right), \cdots, E\left(\boldsymbol{x}_{k}\right)\right)=\boldsymbol{Z} \mathrm{B} \tag{5.3}
\end{equation*}
$$

and $k$ vector variates

$$
\begin{equation*}
\boldsymbol{\eta}_{i}=\boldsymbol{x}_{i}-\boldsymbol{Z} \cdot \boldsymbol{\beta}_{i}, \quad i=1,2, \cdots, k \tag{5.4}
\end{equation*}
$$

are distributed according to yhe non-singular $k$-dimensional normal distribution of mean vector 0 and with variance-covariance matrix $\boldsymbol{\Lambda}$.

Denote the least-square estimate of $\beta_{i}$, which minimizes

$$
\begin{equation*}
S_{i}=\boldsymbol{\eta}_{i}^{\prime} \boldsymbol{\eta}_{i}=\left(\boldsymbol{x}_{i}-\boldsymbol{Z} \boldsymbol{\beta}_{i}\right)^{\prime}\left(\boldsymbol{x}_{i}-\boldsymbol{Z} \boldsymbol{\beta}_{i}\right), \quad i=1,2, \ldots, k \tag{5.5}
\end{equation*}
$$

by $b_{i}, i=1,2, \ldots, k$, then it is seen that

$$
\boldsymbol{b}_{i}=\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-1} \boldsymbol{Z}^{\prime} \cdot \boldsymbol{x}_{i}, \quad i=1,2, \ldots, k
$$

or represented in terms of the error variates, we have

$$
\begin{equation*}
\boldsymbol{b}_{i}-\boldsymbol{\beta}_{i}=\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-1} \boldsymbol{Z}^{\prime} \cdot \boldsymbol{\eta}_{i}, \quad i=1,2, \ldots, k \tag{5.6}
\end{equation*}
$$

The residual $\boldsymbol{y}_{i}$ for $\boldsymbol{\eta}_{i}$ is

$$
\begin{gather*}
\boldsymbol{y}_{i}=\boldsymbol{x}_{i}-\boldsymbol{Z}_{i} \boldsymbol{b}_{i}=\left(\boldsymbol{I}-\boldsymbol{Z}\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-1} \boldsymbol{Z}^{\prime}\right) \cdot \boldsymbol{x}_{i}=\left(\boldsymbol{I}-\boldsymbol{Z}\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-1} \boldsymbol{Z}^{\prime}\right) \cdot \boldsymbol{\eta}_{i} \\
i=1,2, \ldots, k \tag{5.7}
\end{gather*}
$$

Hence $\boldsymbol{b}_{i}$ and $\boldsymbol{y}_{i}$ are mutually independent in the stochastic sense.
Rows of the $s \times n$ matrix $\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-\frac{1}{2}} \boldsymbol{Z}^{\prime}$ satisfy the orthogonality relations, and therefore we can choose a $(n-s) \times n$ matrix $\boldsymbol{U}$ so that the square matrix

$$
\begin{equation*}
\boldsymbol{P}=\binom{\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-\frac{1}{2}} \boldsymbol{Z}^{\prime}}{\boldsymbol{U}} \tag{5.8}
\end{equation*}
$$

becomes an orthogonal one. Let it be

$$
\boldsymbol{\xi}_{i}=\binom{\boldsymbol{1}_{\boldsymbol{i}}}{{ }_{2} \boldsymbol{\xi}_{i}} \equiv\left(\begin{array}{c}
\xi_{i 1}  \tag{5.9}\\
\vdots \\
\xi_{i s} \\
\xi_{i, s+1} \\
\vdots \\
\xi_{i n}
\end{array}\right)=\boldsymbol{P}_{\boldsymbol{\eta}_{i}}, \quad i=1,2, \ldots, k
$$

then it follows that

$$
\boldsymbol{\eta}_{i}=\boldsymbol{P}^{\prime} \boldsymbol{\xi}_{i}=\boldsymbol{Z}\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-\frac{1}{2}} \cdot{ }_{1} \boldsymbol{\xi}_{i}+\boldsymbol{U}^{\prime} \cdot{ }_{2} \xi_{i}
$$

Since $\left(\boldsymbol{Z}^{\prime} \boldsymbol{Z}\right)^{-\frac{1}{2}} \boldsymbol{Z}^{\prime} \cdot \boldsymbol{U}^{\prime}=\boldsymbol{O}$, it is easily seen that

$$
\begin{equation*}
\boldsymbol{y}_{i}=\boldsymbol{U}^{\prime} \cdot{ }_{2} \boldsymbol{\xi}_{i}, \quad i=1,2, \ldots, k \tag{5.10}
\end{equation*}
$$

The variance-covariance matrix of vector variates

$$
\left(\xi_{1 p}, \xi_{2 p}, \ldots \xi_{k p}\right), \quad p=s+1, s+2, \ldots, n,
$$

can be calculated as follows: Let

$$
\boldsymbol{U}=\left(u_{p v}\right),
$$

then we have

$$
\begin{aligned}
E\left(\xi_{i p} \xi_{j p}\right) & =E\left\{\left(\sum_{\nu=1}^{n} u_{p \nu} \eta_{i \nu}\right)\left(\sum_{\mu=1}^{n} u_{p \mu} \eta_{j \mu}\right)\right\} \\
& =\sum_{\nu=1}^{n} \sum_{\mu=1}^{n} u_{p \nu} u_{j \mu} \cdot E\left(\eta_{i \nu} \eta_{j \mu}\right)=\lambda_{i j} \delta_{\nu \mu} \sum_{\nu, \mu} u_{p \nu} u_{p \mu}=\lambda_{i j}
\end{aligned}
$$

therefore the required variance-covariance matrix is $\boldsymbol{\Lambda}$ for all p. Hence, if the condition

$$
n-s>k
$$

is satisfied, then the joint distribution of

$$
\begin{equation*}
\boldsymbol{Y}=\left(\boldsymbol{y}_{i}{ }^{\prime} \boldsymbol{y}_{j}\right)=\left({ }_{2} \boldsymbol{\xi}_{i}{ }_{2} \boldsymbol{\xi}_{j}\right) \tag{5.11}
\end{equation*}
$$

has the probability element

$$
\begin{gather*}
\frac{1}{2^{\frac{k(n-s)}{2} \pi^{\frac{k(k-1)}{4}} \Gamma\left(\frac{n-s}{2}\right) \Gamma\left(\frac{n-s-1}{2}\right) \cdots \Gamma\left(\frac{n-s-k+1}{2}\right)} \Lambda^{-\frac{n-s}{2}} Y^{\frac{n-s-k-1}{2}}} \\
\quad \exp \left(-\frac{1}{2} \Lambda^{-1} \cdots \boldsymbol{Y}\right) \cdot d \boldsymbol{Y} \tag{5.12}
\end{gather*}
$$

§ 6. Partial Correlation Coefficient. We shall consider a $k$-dimensional non-singular normal distribution with means $m_{1}, \ldots, m_{k}$ and variance-covariance matrix $\Lambda$, and denote the residuals of $x_{1}$ and $x_{2}$ when the other variates $x_{3}, \ldots, x_{k}$ are fixed by $\eta_{1 \cdot 34 \cdots k}$ and $\eta_{2 \cdot 34 \cdots k}$ respectively, then

$$
\left.\begin{array}{l}
\eta_{1 \cdot 34 \cdots k} \doteq x_{1}-\alpha_{1}-\beta_{13} x_{3} \cdots-\beta_{1 k} x_{k}, \beta_{1 i}=-\frac{\Lambda_{22 \cdot 1 i}}{\Lambda_{22} 11}, \alpha_{1}=m_{1}+\sum_{i=3}^{k} \frac{\Lambda_{22 \cdot 1 i}}{\Lambda_{22 \cdot 11}} m_{i} \\
\eta_{2 \cdot 36 \cdot \cdots k}=x_{2}-\alpha_{2}-\beta_{23} x_{3} \cdots-\beta_{2 k} x_{k}, \beta_{-i}=-\frac{\Lambda_{11 \cdot 2 i}}{\Lambda_{11 \cdot 22}}, \alpha_{2}=m_{2}+\sum_{i=3}^{k} \frac{\Lambda_{11 \cdot 2 i}}{\Lambda_{11 \cdot 22}} m_{i} \tag{6.1}
\end{array}\right\}
$$

The correlation coefficient $\rho_{12 \cdot 34 \cdots k}$ is the partial correlation coefficient of $x_{1}$ and $x_{2}$, and it is given as follows:

$$
\begin{equation*}
\rho_{12 \cdot 34 \cdots k}=\frac{E\left(\eta_{1 \cdot 34 \ldots, \ldots k} \cdot \eta_{2 \cdot 34 \ldots k}\right)}{\sqrt{E\left(\eta_{1 \cdot 34 \cdots k}^{2}\right) E\left(\eta_{2 \cdot 34 \ldots k}^{2}\right)}}=-\frac{\Lambda_{12}}{\sqrt{\Lambda_{11} \Lambda_{22}}}, \tag{6.2}
\end{equation*}
$$

because

$$
\begin{aligned}
& E\left(\eta_{1 \cdot 34 \cdots k}^{2}\right)=\sigma_{1 \cdot 34 \cdots k}^{3}=\frac{\Lambda_{22}}{\Lambda_{22 \cdot 11}}, \\
& E\left(\eta_{2 \cdot 34 \cdots k}^{2}\right)=\sigma_{2 \cdot 34 \cdots k}^{2}=\frac{\Lambda_{11}}{\Lambda_{11 \cdot 22}} .
\end{aligned}
$$

The conditional distribution of $\eta_{1 \cdot 34 \cdots k}$ and $\eta_{2 \cdot 34 \ldots k}$, when $x_{3}, \ldots, x_{k}$ are fixed, has the probability element

$$
\begin{equation*}
\frac{1}{2 \pi \sigma_{1 \cdot 34 \ldots k} \sigma_{2 \cdot 34 \cdots k} / \overline{1-\rho_{12 \cdot 36 \cdots k}^{2}}} \exp \left(-\frac{1}{2\left(1--\rho_{12 \cdot 34 \cdots k}^{2}\right)} Q\right) \cdot d \eta_{1_{1 \cdot 34} \ldots k} d \eta_{2 \cdot 34 \ldots k}, \tag{6.3}
\end{equation*}
$$

where

$$
\begin{align*}
Q= & \frac{\left(x_{1}-\alpha_{1}-\beta_{13} x_{3} \cdots-\beta_{1 k} x_{k}\right)^{2}}{\sigma_{1 \cdot 34}^{2} \cdots k} \\
& -2 \rho_{12 \cdot 34 \cdots k} \frac{\left(x_{1}-\alpha_{1}-\beta_{13} x_{3} \cdots-\beta_{1 k} x_{k}\right)\left(x_{2}-\alpha_{2}-\beta_{23} x_{3} \cdots-\beta_{1 k} x_{k}\right)}{\left.\sigma_{1 \cdot 34 \cdots k} \sigma_{2 \cdot 34}\right)} \\
& +\frac{\left(x_{2}-\alpha_{2}-\beta_{23} x_{3} \cdots-\beta_{2 k} x_{k}\right)^{2}}{\sigma_{2 \cdot 34 \cdots k}^{2}} . \tag{6.4}
\end{align*}
$$

If we denote the least-square estimates of

$$
\alpha_{p}, \beta_{p 3}, \ldots, \beta_{p k}, \quad p=1,2,
$$

which minimizes

$$
S_{p}=\sum_{\nu=1}^{n}\left(x_{p \nu}-\alpha_{p}-\beta_{p z} x_{3 \nu}-\cdots-\beta_{p k} x_{k \nu}\right)^{2}, \quad p=1,2
$$

respectively, by

$$
a_{p}, b_{p 3}, \ldots, b_{p k}, \quad p=1,2,
$$

then by the arguments given in $\S 5$, the variates

$$
\begin{gathered}
y_{p \cdot 34 \cdots k, \nu}=x_{p \nu}-\bar{x}_{p}-b_{p 3}\left(x_{3 \nu}-\bar{x}_{3}\right) \cdots-b_{p k}\left(x_{k \nu}-\bar{x}_{k}\right), \\
p=1,2 ; \nu=1,2 \ldots, n
\end{gathered}
$$

are independent of $\left(b_{p 3}, \ldots, b_{p k}\right), p=1,2$, in the stochastic sense.
Let

$$
\tilde{X}_{12}=\left(x_{3}-\bar{x}_{3}, x_{4}-\bar{x}_{4}, \ldots, x_{k}-\bar{x}_{k}\right),
$$

then it follows that
and

$$
\begin{equation*}
\boldsymbol{b}_{p}-\boldsymbol{\beta}_{p}=\left(\tilde{\boldsymbol{X}}_{12}^{\prime} \tilde{\boldsymbol{X}}_{12}\right)^{-1} \tilde{\boldsymbol{X}}_{12}^{\prime} \cdot \boldsymbol{\eta}_{p \cdot 34 \cdots k}, \quad p=1,2, \tag{6.5}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{y}_{p \cdot 34 \cdots k}=\left(\boldsymbol{I}-\tilde{\boldsymbol{X}}_{12}\left(\tilde{\boldsymbol{X}}_{12}^{\prime} \tilde{\boldsymbol{X}}_{12}\right)^{-1} \tilde{\boldsymbol{X}}_{12}^{\prime}\right) \cdot \boldsymbol{\eta}_{p \cdot 34 \cdots k}, \quad p=1,2 \tag{6.6}
\end{equation*}
$$

If we choose $(n-k-2) \times n$ matrix $\boldsymbol{U}$ such that the square matrix

$$
\boldsymbol{P}=\binom{\left(\tilde{\boldsymbol{X}}_{12}^{\prime} \tilde{\boldsymbol{X}}_{12}\right)^{-\frac{1}{2}} \tilde{\boldsymbol{X}}_{12}^{\prime}}{\boldsymbol{U}}
$$

is an orthogonal matrix, and let it be

$$
\begin{align*}
& { }_{1} \zeta_{p}=\left(\tilde{\boldsymbol{X}}_{12}^{\prime} \tilde{\boldsymbol{X}}_{12}^{\prime}\right)^{-\frac{1}{2}} \tilde{\boldsymbol{X}}_{12} \cdot \boldsymbol{\eta}_{p \cdot 34 \cdots k}, \\
& { }_{2} \boldsymbol{\zeta}_{p}=\boldsymbol{U} \cdot \boldsymbol{\eta}_{p \cdot 34 \cdots k}, \quad p=1,2, \tag{6.7}
\end{align*}
$$

then the matrix

$$
\left({ }_{2} \zeta_{1},{ }_{2} \zeta_{2}\right)
$$

is a random sample of size $(n-k-2)$ from a two-dimensional normal population (6.3), and it is clear that

$$
\begin{aligned}
& \boldsymbol{y}_{1 \cdot 34 \cdots k}^{\prime} \cdot \boldsymbol{y}_{1 \cdot 24 \cdots k}={ }_{2} \zeta_{1}{ }^{\prime} \cdot{ }_{2} \boldsymbol{\zeta}_{1}, \\
& \boldsymbol{y}_{1 \cdot 34 \cdots k}^{\prime}, \boldsymbol{y}_{2 \cdot 34 \cdots k}={ }_{2} \zeta_{1}{ }^{\prime} \cdot{ }_{2} \zeta_{2}, \\
& \boldsymbol{y}_{2 \cdot 34 \cdots k}^{\prime} \cdot \boldsymbol{y}_{2 \cdot 34 \cdots k}={ }_{2} \zeta_{2}{ }^{\prime} \cdot{ }_{2} \boldsymbol{\zeta}_{2} .
\end{aligned}
$$

Now, by easy calculations, it is seen that

$$
\begin{gather*}
r_{1 ? \cdot 34 \cdots k}=-\frac{A_{12}}{\sqrt{A_{11} A_{22}}}=\frac{\boldsymbol{y}_{1.34 \cdots k}^{\prime} \cdot \boldsymbol{y}_{2 \cdot 33 \ldots k}}{\sqrt{\left(\boldsymbol{y}_{1 \cdot 34 \cdots k}^{\prime} \boldsymbol{y}_{1 \cdot 34 \cdots k}\right)\left(\boldsymbol{y}_{2 \cdot 34 \cdots k}^{\prime} \boldsymbol{y}_{2 \cdot 34 \cdots k}\right)}} \\
=\frac{{ }_{2} \zeta_{1}^{\prime} \cdot{ }_{2} \zeta_{2}}{\sqrt{\left({ }_{2} \zeta_{1}^{\prime} \cdot{ }_{2} \zeta_{1}\right) \cdot\left({ }_{2} \zeta_{2}{ }^{\prime} \cdot{ }_{2} \zeta_{2}\right)}} . \tag{6.8}
\end{gather*}
$$

Whence we get the probability element of $r_{12: 34 \ldots k}$ as that of the interclass correlation coefficient calculated from the sample of size ( $n-k-2$ ); i.e.,

$$
\begin{gather*}
f_{n}\left(r_{12 \cdot 34+\cdots k}\right) d r_{12 \cdot 34 \cdots k} \\
=\frac{2^{n-k-1}}{\pi \cdot(n-k-1)!}\left(1-\rho_{12 \cdot 34 \cdots \cdots k}^{2}\right)^{\frac{n-k+1}{2}}\left(1-r_{2 \cdot 334 \cdots k k}^{2}\right)^{\frac{n-k-2}{2}} \sum_{\nu=0}^{\infty} \frac{\Gamma^{2}\left(\frac{n-k+\nu+1}{2}\right)}{\nu!} \\
\left(2 \rho_{12 \cdot 34 \cdot \ldots k} r_{12 \cdot 34 \cdots \cdots k}\right)^{2} \cdot d r_{12 \cdot 34 \cdots k} \tag{6.9}
\end{gather*}
$$

or

$$
\begin{gather*}
\frac{n-k}{2 \pi}\left(1-\rho_{12 \cdot 34 \cdots k}^{2}\right)^{\frac{n-k+1}{2}}\left(1-r_{1: 344 \cdots k}^{2}\right)^{\frac{n-k-2}{2}} \int_{-\infty}^{\infty} \frac{d z}{\cdot\left(\cosh z-\rho_{12 \cdot 34 \cdots k} r_{12 \cdot 34 \cdots k}\right)^{n-k+1}}(6.10) \\
\cdot d r_{12 \cdot 34 \ldots k} . \tag{6.10}
\end{gather*}
$$

§ 7. Bartlett's Dacomposition Theorem. In 1933, Prof. M. S. Bartlett ${ }^{(20)}$ gave the so-called "Bartlett's Decomposition Theorem" of the Wishart distribution. In this section, we shall derive this theorem by means of the normal regression theory in the multivariate case.

We shall first explain the theorem in spacial cases.
7.1. (i) Two variates case. In this case, the joint distribution of $m_{11}, m_{12}, m_{22}$, are given by

$$
\begin{gather*}
W_{2}\left(m_{11} m_{12} m_{22} ;\left(\begin{array}{c}
\sigma_{1}^{2} \rho \sigma_{1} \sigma_{2} \\
\rho \sigma_{1} \sigma_{2} \\
\sigma_{2}^{2}
\end{array}\right) ; n-1\right) \\
\frac{\left(m_{11} m_{22}-m_{12}^{2}\right)^{n-4} e^{-\frac{n}{2}} e^{-\frac{1}{21-\rho^{2} 2}\left(m_{11}-2 \rho_{1_{12}}-2 m_{12}+\frac{m_{22}}{\sigma_{2} 2}\right)} d m_{11} d m_{12} d m_{22}}{2^{n-1} \pi^{2}\left(\sigma_{1} \sigma_{2} / 1-\cdot \rho^{2}\right)^{n-1} \Gamma\left(\frac{n-1}{2}\right) \cdot \Gamma\left(\frac{n-2}{2}\right)} . \tag{7.1}
\end{gather*}
$$

If we put

$$
\begin{align*}
& b_{12}=\frac{m_{12}}{m_{22}} \\
& m_{11 \cdot 2}=\sum_{\alpha=1}^{n}\left[\left(x_{1 \alpha}-\bar{x}_{1}\right)-b_{12}\left(x_{2 \alpha}-\bar{x}_{2}\right)\right]^{2}=m_{11}-2 b_{12} m_{12}+b_{12}^{2} \cdot m_{22} \\
&=m_{11}-\frac{m_{12}^{2}}{m_{22}}=\frac{m_{11} m_{22}-m_{12}^{2}}{m_{22}}=\frac{M}{m_{22}}  \tag{7.2}\\
& u_{12}=\sqrt{m_{22}} \cdot\left(b_{12}-\beta_{12}\right), \quad \quad \beta_{12}=\rho \frac{\sigma_{1}}{\sigma_{2}}
\end{align*}
$$

then we get by easy calculations

$$
\begin{equation*}
\frac{\partial\left(m_{11 \cdot 2}, u_{1 \cdot 2}, m_{22}\right)}{\partial\left(m_{11}, m_{12}, m_{22}\right)}=\frac{1}{\sqrt{m_{22}}} \tag{7.3}
\end{equation*}
$$

Since

$$
\begin{aligned}
& \frac{1}{1-\rho^{2}}\left(\frac{m_{11}}{\sigma_{1}^{2}}-2 \rho \frac{m_{12}}{\sigma_{1} \sigma_{2}}+\frac{m_{22}}{\sigma_{2}^{2}}\right)=\frac{1}{1-\rho^{2}}\left(\frac{m_{11}}{\sigma_{1}^{2}}-2 \rho \frac{m_{12}}{\sigma_{1} \sigma_{2}}+\rho^{2} \frac{m_{22}}{\sigma_{2}^{2}}\right)+\frac{m_{22}}{\sigma_{2}^{2}} \\
& \quad=\frac{1}{\sigma_{1}^{2}\left(1--\rho^{2}\right)} \sum_{\alpha=1}^{n}\left[\left(x_{1 \alpha}-\bar{x}_{1}\right)-\beta_{12}\left(x_{2 \alpha}-\bar{x}_{2}\right)\right]^{2}+\frac{m_{22}}{\sigma_{2}^{2}} \\
& \quad=\frac{1}{\sigma_{1 \cdot 2}^{2}} \sum_{\alpha=1}^{n}\left[\left(x_{1 \alpha}-\bar{x}_{1}\right)-b_{12}\left(x_{2 \alpha}-\bar{x}_{2}\right)+\left(b_{12}-\beta_{12}\right)\left(x_{2 \alpha}-\bar{x}_{2}\right)\right]^{2}+\frac{m_{22}}{\sigma_{2}^{2}} \\
& \quad=\frac{u_{1 \cdot 2}^{2}}{\sigma_{1 \cdot 2}^{2}}+\frac{m_{11 \cdot 2}}{\sigma_{1 \cdot 2}^{2}}+\frac{m_{22}}{\sigma_{2}^{2}}
\end{aligned}
$$

the joint distribution of $u_{1 \cdot 2}, m_{11 \cdot 2}, m_{22}$ has the probability element

$$
\begin{align*}
& \frac{e^{-\frac{u_{1 \cdot 2}^{2}}{2 \sigma_{1 \cdot 2}^{2}}} d u_{1 \cdot 2}}{\sqrt{2 \pi \sigma_{1 \cdot 2}^{2}}} \cdot \frac{m_{11 \cdot 2} \frac{1}{2}(n-4)}{\left(2 \sigma_{1 \cdot 2}^{2}\right)^{-\frac{m_{11}-2}{2}} \Gamma\left(\frac{n-2}{2}\right)} \cdot \frac{m_{11 \cdot 2}}{2} d m_{11 \cdot 2} \\
& \quad=N_{1}\left(u_{1 \cdot 2} ; \sigma_{1 \cdot 2}^{2}\right) \cdot W_{1}\left(m_{11 \cdot 2} ; \sigma_{1 \cdot 2}^{2} ; n-2\right) \cdot W_{1}\left(m_{22} ; \sigma_{2}^{2} ; n-1\right) . \tag{7.4}
\end{align*}
$$

That is, that $u_{1 \cdot 2}, m_{11 \cdot 2}, m_{22}$ are mutually independent in the stochastic sense, and $u_{1 \cdot 2}$ is distributed according to $N\left(0, \sigma_{1 \cdot 2}^{2}\right), m_{11 \cdot 2} / \sigma_{1 \cdot 2}^{2}$ is distributed rccording to the chi-square distribution of degrees of freedom of ( $n-2$ ), and $m_{22} / \sigma_{2}^{2}$ is distributed according to the chi-square distribution of degrees of freedom of ( $n-1$ ). (7.4) is the Bartlett's decomposition of the 2 -dimensional Wishart distribution.
(ii) Three variates case. In this case the joint distribution of $m_{11}$, $m_{12}, m_{13}, m_{22}, m_{23}, m_{33}$ has the probability element

$$
\begin{gather*}
W_{3}\left(m_{11}, m_{12}, m_{13}, m_{22}, m_{23}, m_{33} ; \Lambda ; n-1\right) \\
=\frac{M^{\frac{n-5}{2}} \exp \left(-\frac{1}{2 \Lambda} \sum_{\mu \nu=1}^{3} \Lambda_{\mu \nu} m_{\mu \nu}\right)}{2^{\frac{3(n-1)}{2}} \pi^{\frac{3}{2}} \Gamma\left(\frac{n-1}{2}\right) \Gamma\left(\frac{n-2}{2}\right) \Gamma\left(\frac{n-3}{2}\right)} d m_{11} d m_{12} d m_{13} d m_{22} d m_{23} d m_{33} \tag{7.5}
\end{gather*}
$$

If we put

$$
\begin{gathered}
b_{13}=\frac{m_{13}}{m_{33}}, \quad b_{23}=\frac{m_{23}}{m_{33}}, \\
x_{1 \cdot 3 \alpha}=x_{1 \alpha}-\bar{x}_{1}-b_{13}\left(x_{3 \alpha}-\bar{x}_{3}\right) \quad \alpha=1,2, \cdots, n
\end{gathered}
$$

and

$$
\begin{gathered}
m_{11 \cdot 3}=\sum_{\alpha=1}^{n} x_{1 \cdot 3 \alpha}^{2}=m_{11}-2 b_{13} m_{13}+b_{13}^{2} \cdot m_{33}=\frac{m_{11} m_{33}-m_{13}^{2}}{m_{33}}=\frac{M_{22}}{m_{33}}, \\
m_{12 \cdot 3}=\sum_{\alpha=1}^{n} x_{1 \cdot 3 \alpha} x_{2 \cdot 3 \alpha}=m_{12}-b_{13} \cdot m_{23}-\cdots b_{23} \cdot m_{13}+b_{12} b_{13} \cdot m_{33} \\
=\frac{m_{12} m_{33}-m_{13} m_{23}}{m_{33}}=-\frac{M_{12}}{m_{33}}, \\
m_{22 \cdot 3}=\sum_{\alpha=1}^{n} x_{2 \cdot 3 \alpha}^{2}=m_{22}-2 b_{23} m_{23}+b_{23}^{2} m_{33}=\frac{M_{33}}{m_{33}}, \\
u_{1 \cdot 3}=\sqrt{m_{33}}\left(b_{13}-\beta_{13}\right), \quad u_{2 \cdot 3}=\sqrt{m_{33}}\left(b_{23}-\beta_{23}\right),
\end{gathered}
$$

then it follows that

$$
\begin{equation*}
d m_{11} d m_{12} d m_{13} d m_{22} d m_{23} d m_{33}=m_{33} d u_{1 \cdot 3} d u_{2 \cdot 3} d m_{11 \cdot 3} d m_{12 \cdot 3} d m_{22 \cdot 3} d m_{33} . \tag{7.6}
\end{equation*}
$$

Since

$$
\begin{aligned}
& \lambda_{13} \Lambda_{11}+\lambda_{23} \Lambda_{21}+\lambda_{33} \Lambda_{31}=0, \\
& \lambda_{13} \Lambda_{12}+\lambda_{23} \Lambda_{22}+\lambda_{33} \Lambda_{32}=0,
\end{aligned}
$$

multiply the first by $\lambda_{13}$, the second by $\lambda_{23}$, and add up, then we get

$$
\lambda_{13}^{2} \Lambda_{11}+2 \lambda_{13} \lambda_{23} \Lambda_{12}+\lambda_{23}^{2} \Lambda_{22}+\lambda_{33}\left(\lambda_{13} \Lambda_{13}+\lambda_{23} \Lambda_{23}\right)=0,
$$

or

$$
\lambda_{13}^{2} \Lambda_{11}+2 \lambda_{13} \lambda_{23} \Lambda_{12}+\lambda_{22}^{2} \Lambda_{22}+\lambda_{33}\left(\Lambda-\lambda_{33} \Lambda_{33}\right)=0,
$$

because $\lambda_{13} \Lambda_{13}+\lambda_{23} \Lambda_{23}+\lambda_{33} \Lambda_{33}=0$. Therefore, we have

$$
\begin{aligned}
\frac{\Lambda_{33}}{\Lambda} & =\left(\frac{\lambda_{13}}{\lambda_{33}}\right)^{2} \frac{\Lambda_{11}}{\Lambda}+2 \frac{\lambda_{13}}{\lambda_{33}} \frac{\lambda_{23}}{\lambda_{33}} \frac{\Lambda_{12}}{\Lambda}+\left(\frac{\lambda_{23}}{\lambda_{33}}\right)^{2} \frac{\Lambda_{22}}{\Lambda}+\frac{1}{\lambda_{33}} \\
& =\beta_{13}^{2} \frac{\Lambda_{11}}{\Lambda}+2 \beta_{13} \beta_{23} \frac{\Lambda_{12}}{\Lambda}+\beta_{23}^{2} \frac{\Lambda_{22}}{\Lambda}+\frac{1}{\lambda_{33}},
\end{aligned}
$$

where it follows that

$$
\begin{aligned}
Q= & \sum_{\mu \nu=1}^{3} \frac{\Lambda_{\mu \nu}}{\Lambda} m_{\mu \nu}=\frac{\Lambda_{11}}{\Lambda}\left(m_{11}+\beta_{13}^{2} m_{33}\right)+2 \frac{\Lambda_{12}}{\Lambda}\left(m_{12}+\beta_{13} \beta_{23} m_{33}\right) \\
& +\frac{\Lambda_{22}}{\Lambda}\left(m_{22}+\beta_{23}^{2} m_{3}\right)+2 \frac{\Lambda_{13}}{\Lambda} m_{13}+2 \frac{\Lambda_{23}}{\Lambda} m_{23}+\frac{m_{33}}{\lambda_{33}} \\
= & \frac{\Lambda_{11}}{\Lambda}\left(m_{11}-2 \beta_{13} m_{14}+\beta_{13}^{2} m_{33}\right)+2 \frac{\Lambda_{12}}{\Lambda}\left(m_{12}-\beta_{13} m_{23}-\beta_{23} m_{13}+\beta_{13} \beta_{23} m_{23}\right)
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\Lambda_{22}}{\Lambda}\left(m_{22}-2 \beta_{23} m_{23}+\beta_{23}^{2} m_{33}\right)+2 m_{13}\left(\beta_{13} \frac{\Lambda_{11}}{\Lambda}+\beta_{23} \frac{\Lambda_{12}}{\Lambda}+\frac{\Lambda_{13}}{\Lambda}\right) \\
& +2 m_{23}\left(\beta_{13} \frac{\Lambda_{21}}{\Lambda}+\beta_{23} \frac{\Lambda_{22}}{\Lambda}+\frac{\Lambda_{23}}{\Lambda}\right)+\frac{m_{33}}{\lambda_{33}} \\
& =\frac{\Lambda_{11}}{\Lambda} m_{11 \cdot 3}+2 \frac{\Lambda_{12}}{\Lambda} m_{12 \cdot 3}+\frac{\Lambda_{22}}{\Lambda} m_{22 \cdot 2}+\frac{\Lambda_{11}}{\Lambda} u_{1 \cdot 3}^{2}+2 \frac{\Lambda_{12}}{\Lambda} u_{1 \cdot 3} \cdot u_{2 \cdot 3} \\
& +\frac{\Lambda_{23}}{\Lambda} u_{2 \cdot 3}^{2}+\frac{m_{33}}{\lambda_{33}} \tag{7.7}
\end{align*}
$$

On the other hand, we have

$$
\begin{aligned}
M & =\left|\begin{array}{lll}
m_{11} & m_{12} & m_{13} \\
m_{12} & m_{22} & m_{23} \\
m_{13} & m_{23} & m_{33}
\end{array}\right|=\left|\begin{array}{cc}
m_{11}-\frac{m_{13} m_{13}}{m_{33}} & m_{12}-\frac{m_{13} m_{23}}{m_{33}} \\
m_{12}-\frac{m_{13} m_{23}}{m_{33}} & m_{22}-\frac{m_{23} m_{23}}{m_{33}}
\end{array}\right| \cdot m_{33} \\
& =\left|\begin{array}{ll}
m_{11 \cdot 3} & m_{12 \cdot 3} \\
m_{12 \cdot 3} & m_{22 \cdot 3}
\end{array}\right| m_{33}
\end{aligned}
$$

Consequently, we have the decomposition

$$
\begin{gather*}
W_{3}(\boldsymbol{M} ; \Lambda ; n-1)=\frac{e^{-\frac{1}{2 \Lambda}\left(\Lambda_{11} u_{1 \cdot 3}^{2}+2 \Lambda_{28} u_{1 \cdot 3} u_{2 \cdot 3}+\Lambda_{22} u_{2 \cdot 3}^{2}\right)} d u_{1 \cdot 3} d u_{2 \cdot 3}}{2 \pi \cdot\left|\begin{array}{|cc|}
\lambda_{11 \cdot 3} & \lambda_{12 \cdot 3} \\
\lambda_{12 \cdot 3} & \lambda_{22 \cdot 3}
\end{array}\right|^{\frac{1}{2}}} \times \\
\frac{\left|\begin{array}{lll}
m_{11 \cdot 3} & m_{12 \cdot 3} \\
m_{12 \cdot 3} & m_{22 \cdot 3}
\end{array}\right|^{\frac{n-5}{2}} e^{-\frac{1}{2 \Lambda}\left(\Lambda_{11} m_{11 \cdot 3}+2 \Lambda_{12} m_{12 \cdot 3}+\Lambda_{22} m_{22 \cdot 3}\right)} d m_{11 \cdot 3} d m_{12 \cdot 3} d m_{22 \cdot 3}}{2^{\frac{2(n-2)}{2}} \pi^{\frac{1}{2}}\left|\begin{array}{cc}
\lambda_{11 \cdot 3} & \lambda_{12 \cdot 3} \\
\lambda_{12 \cdot 3} & \lambda_{22 \cdot 3}
\end{array}\right|^{\frac{n-2}{2}} \Gamma\left(\frac{n-2}{2}\right) \Gamma\left(\frac{n-3}{2}\right)} \times \\
\frac{m_{33}{ }^{\frac{n-3}{2}} e^{-\frac{m_{33}}{2 \lambda_{33}} d m_{33}}}{\left(2 \lambda_{33}\right)^{\frac{n-1}{2}} \cdot \Gamma\left(\frac{n-1}{2}\right)} \tag{7.8}
\end{gather*}
$$

where, of course,

$$
\left(\begin{array}{ll}
\lambda_{11 \cdot 3} & \lambda_{12 \cdot 3} \\
\lambda_{12 \cdot 3} & \lambda_{22 \cdot 3}
\end{array}\right)=\left(\begin{array}{cc}
\lambda_{11}-\frac{\lambda_{13} \lambda_{13}}{\lambda_{33}} & \lambda_{12}-\frac{\lambda_{13} \lambda_{23}}{\lambda_{33}} \\
\lambda_{12}-\frac{\lambda_{13} \lambda_{23}}{\lambda_{33}} & \lambda_{12}-\frac{\lambda_{13} \lambda_{23}}{\lambda_{33}}
\end{array}\right)
$$

The formula (7.8) may be written in the form

$$
\begin{gather*}
\boldsymbol{W}_{3}(\boldsymbol{M} ; \Lambda ; n-1)=N_{2}\left(u_{1 \cdot 3}, u_{2 \cdot 3} ;\left(\begin{array}{cc}
\lambda_{11 \cdot 3} & \lambda_{12 \cdot 3} \\
\lambda_{12 \cdot 3} & \lambda_{22 \cdot 3}
\end{array}\right)\right) \times \\
W_{2}\left(m_{11 \cdot 3}, m_{12 \cdot 3}, m_{22 \cdot 3} ;\left(\begin{array}{cc}
\lambda_{11 \cdot 3} & \lambda_{12 \cdot 3} \\
\lambda_{12 \cdot 3} & \lambda_{22 \cdot 3}
\end{array}\right) ; n-2\right) \cdot W_{1}\left(m_{33} ; \lambda_{33} ; n-1\right), \tag{7.9}
\end{gather*}
$$

symbolically.
Next, if we put

$$
\begin{aligned}
m_{11 \cdot 23} & =\sum_{\alpha=1}^{n}\left(x_{1 \cdot 3 \alpha}-b_{12 \cdot 3} x_{2 \cdot 3 \alpha}\right)^{2} \\
& =\sum_{\alpha=1}^{n}\left\{x_{1 \alpha}-\bar{x}_{1}-b_{12 \cdot 3}\left(x_{2 \alpha}-\bar{x}_{2}\right)-\left(b_{13}-b_{12 \cdot 3} b_{23}\right)\left(x_{3 \alpha}-\bar{x}_{3}\right)\right\}^{2} \\
& =\sum_{\alpha=1}^{n}\left\{x_{1 \alpha}-\bar{x}_{1}-b_{12 \cdot 3}\left(x_{3 \alpha}-\bar{x}_{2}\right)-b_{13 \cdot 2}\left(x_{3 \alpha}-\bar{x}_{3}\right)\right\}^{2}=\frac{M}{M_{33}},
\end{aligned}
$$

because

$$
b_{13}-b_{12 \cdot 3} b_{23}=b_{13}-\frac{b_{12}-b_{13} b_{32}}{1-b_{23} b_{32}} b_{23}=\frac{b_{13}-b_{12} b_{23}}{1-b_{23} b_{32}}=b_{13 \cdot 2},
$$

and

$$
u_{1 \cdot 23}=\sqrt{m_{22 \cdot 3}}\left(b_{12 \cdot 3}-\beta_{12 \cdot 3}\right)
$$

then the probability element

$$
W_{2}\left(m_{11 \cdot 3}, m_{12 \cdot 3}, m_{22 \cdot 3} ;\left(\begin{array}{ll}
\lambda_{11 \cdot 3} & \lambda_{12 \cdot 3} \\
\lambda_{12 \cdot 3} & \lambda_{22 \cdot 3}
\end{array}\right) ; n-2\right)
$$

can be decomposed into the product

$$
\begin{equation*}
N_{1}\left(u_{1 \cdot 23} ; \sigma_{1 \cdot 23}^{2}\right) \cdot W_{1}\left(m_{11 \cdot 23} ; \sigma_{1 \cdot 23}^{2} ; n-2\right) \cdot W_{1}\left(m_{22 \cdot 3} ; \sigma_{2 \cdot 3}^{2} ; n-2\right), \tag{7.10}
\end{equation*}
$$

where

$$
\begin{aligned}
\sigma_{1 \cdot 23}^{2} & =\lambda_{11 \cdot 23}=\lambda_{11 \cdot 3}-\frac{\lambda_{12 \cdot 3}^{2}}{\lambda_{22 \cdot 3}} \\
\sigma_{2 \cdot 3}^{2} & =\lambda_{22 \cdot 3}
\end{aligned}
$$

Finally we have the decomposition

$$
\begin{array}{r}
W_{3}(\boldsymbol{M} ; \boldsymbol{\Lambda} ; n-1)=N_{2}\left(u_{1 \cdot 3}, u_{2 \cdot 3} ;\left(\begin{array}{cc}
\lambda_{11 \cdot 3} & \lambda_{12 \cdot 3} \\
\lambda_{12 \cdot 3} & \lambda_{12 \cdot 3}
\end{array}\right)\right) \cdot N_{1}\left(u_{1 \cdot 23} ; \sigma_{1 \cdot 23}^{2}\right) \times \\
W_{1}\left(m_{11 \cdot 33}, \sigma_{1 \cdot 23}^{2} ; n-2\right) W_{1}\left(m_{22 \cdot 3} ; \sigma_{2 \cdot 3}^{2} ; n-2\right) \cdot W_{2}\left(m_{11 \cdot 3}, m_{12 \cdot 3}, m_{22 \cdot 3} ;\left(\begin{array}{cc}
\lambda_{11 \cdot 3} & \lambda_{12 \cdot 3} \\
\lambda_{12 \cdot 3} & \lambda_{22 \cdot 3}
\end{array}\right) ;\right. \\
n-2) \cdot W_{1}\left(m_{33} ; \lambda_{33} ; n-1\right),(711)
\end{array}
$$

which is the Bartlett's decomposition of the Wishart distribution in three-varites case.
7.2. Bartlett's decomposition theorem in the general case. We shall derive the Bartlett's decomposition theorem for $k$-dimensional Wishart distribution by means of the normal regression theory in multivariate case described in section 6.

The population considered here has the probability element

$$
p(\mathfrak{x}) d \mathfrak{x}=(2 \pi)^{-\frac{k}{2}} \Lambda^{-\frac{1}{2}} \exp \left[-\frac{1}{2}(\mathfrak{x}-\mathfrak{m}) \Lambda^{-1}(\mathfrak{x}-\mathfrak{m})^{\prime}\right] d \mathfrak{x}
$$

and the conditional probability distribution of ( $x_{1}, \cdots, x_{k-1}$ ) under the condition that $x_{k}$ is fixed is the ( $k-1$ )-dimensional normal distribution whose probability element is

$$
\begin{gather*}
p\left(x_{1}, \cdots, x_{i k-1} \mid x_{k}\right) d x_{1} \cdots d x_{k-1} \\
=(2 \pi)^{-\frac{k-1}{2}} \Lambda^{(1)-\frac{1}{2}} \exp \left[-\frac{1}{2 \Lambda^{(1)}} \sum_{i, j=1}^{k-1} \Lambda_{i j}^{(1)} \eta_{i}^{(1)} \eta_{j}^{(1)}\right] d x_{1} \cdots d x_{k-1}, \tag{7.12}
\end{gather*}
$$

where

$$
\begin{gathered}
\alpha_{i}^{(1)}=m_{i}-\beta_{i k} \cdot m_{k}, \quad \beta_{i k}=\frac{\lambda_{i k}}{\lambda_{i k k}}, \\
\eta_{i}^{(1)}=x_{i}-\alpha_{i}^{(1)}-\beta_{i k} \lambda_{k} \\
\quad i=1,2, \cdots, k-1
\end{gathered}
$$

The least-square estimates $a_{i}^{(1)}, b_{i k}, i=1,2, \cdots, k-1$ of $\alpha_{i}^{(1)}, \beta_{i k}, i=1,2$, $\cdots, k-1$ and the residual variates

$$
\boldsymbol{y}_{i \cdot k}=\left(\begin{array}{c}
x_{i 1}-\bar{x}_{i}-b_{i k}\left(x_{k 1}-\bar{x}_{k}\right) \\
x_{i 2}-\bar{x}_{i}-b_{i k}\left(x_{k 2}-\bar{x}_{k}\right) \\
\vdots \\
x_{i n}-\bar{x}_{i}-b_{i k}\left(x_{k n}-\bar{x}_{k}\right)
\end{array}\right), \quad i=1,2, \cdots, k-1
$$

are independent in the stochastic sense.
Since

$$
b_{i k}-\beta_{i k}=\frac{1}{\sum_{\alpha=1}^{n}\left(x_{k \alpha}-\bar{x}_{k}\right)^{2}} \sum_{\alpha=1}^{n}\left(x_{k \alpha}-\bar{x}_{k}\right) \cdot \eta_{i \alpha}^{(1)}, \quad i=1,2, \cdots, k-1
$$

the conditional joint distribution of the variates

$$
\begin{gather*}
u_{i \cdot k}=\sqrt{m_{k k}}\left(b_{i k}-\beta_{i k}\right)=\frac{1}{\sqrt{\sum_{\alpha=1}^{n}\left(x_{k \alpha}-\bar{x}_{k}\right)^{2}}} \sum_{\alpha=1}^{n}\left(x_{k \alpha}-\bar{x}_{k}\right) \eta_{i \alpha}^{(1)} \\
i=1,2, \cdots, k-1 \tag{7.13}
\end{gather*}
$$

is the ( $k-1$ )-dimensional normal distribution of zero means and variance-covariance matrix

$$
\Lambda^{(1)}=\left(\lambda_{i j}-\frac{\lambda_{i k} \lambda_{f_{k}}}{\lambda_{k k}}\right), \quad i, j=1,0, \cdots, k-1
$$

The joint distribution of the elements of the matrix

$$
\boldsymbol{Y}_{k}=\left(\boldsymbol{y}_{i \cdot k}^{\prime} \boldsymbol{y}_{j \cdot k}\right), \quad i, j=1,2, \ldots, k-1
$$

is the Wishart distribution of $(k-1)$-dimensions

$$
\begin{equation*}
W_{k-1}\left(\boldsymbol{Y}_{k} ; \mathbf{\Lambda}^{(1)} ; n--2\right) \tag{7.14}
\end{equation*}
$$

All the distributions of the variates above considered are independent of the conditioning variate $x_{k}$, so we have the following decomposition; i. e.,

$$
\begin{gather*}
W_{k}(\boldsymbol{M} ; \Lambda ; n-1)=N_{k-1}\left(u_{1 \cdot k}, \cdots, u_{k-1} ; \boldsymbol{\Lambda}^{(1)}\right) \cdot W_{k-1}\left(\boldsymbol{Y}_{k} ; \boldsymbol{\Lambda}^{(1)} ; n-1\right) \\
\cdot W_{1}\left(m_{k s} ; \lambda_{k k} ; n-1\right) \tag{7.15}
\end{gather*}
$$

The variates can be written in the form

$$
\boldsymbol{y}_{i \cdot k}=\boldsymbol{P}_{k} \cdot\left(\begin{array}{c}
\xi_{i 1} \\
\xi_{i 2} \\
\vdots \\
\vdots \\
\xi_{i, n-2}
\end{array}\right), \quad i=1,2, \cdots, k-1
$$

where the system of vectors

$$
\xi_{\alpha}=\left(\xi_{1 \alpha}, \xi_{2 \alpha}, \cdots, \xi_{k-1}, \alpha\right), \quad \alpha=1,2, \cdots, n-2
$$

are the random sample of size $(n-2)$ from the ( $k-1$ )-dimensional normal distribution whose probability element was given by (7.10), and $\boldsymbol{P}_{k}$ is a $n \times(n-2)$-matrix depending only on the $k$-th variate $x_{k}$ and of which the rows satisfy the orthogonality conditions. Hence it follows that, since

$$
\boldsymbol{y}_{i \cdot k}^{\prime} \boldsymbol{y}_{j \cdot k}=\sum_{\alpha=1}^{n-2} \xi_{i \alpha} \xi_{j \alpha}, \quad i, j=1,2, \cdots, k-1
$$

the joint distribution of $\boldsymbol{Y}_{k}$ is determined completely by the joint distribution of $\xi_{1}, \xi_{2}, \cdots, \xi_{n-2}$.

If we apply the above arguments to the joint distribution of $\xi_{1}, \xi_{2}, \cdots, \xi_{n-2}$, then the following decomposition can be obtained; i.e.,

$$
\left.\left.\begin{array}{c}
W_{k-1}\left(\boldsymbol{Y}_{k} ; \boldsymbol{\Lambda}^{(1)} ; n-2\right) \\
=N_{k-2}\left(u_{1 \cdot k-1}, k, \cdots, u_{k-2 \cdot k-1}, k^{\prime} ; \boldsymbol{\Lambda}^{(2)}\right) \cdot W_{k-2}\left(\boldsymbol{Y}_{k-1} ; \boldsymbol{\Lambda}^{(2)} ; n-3\right) \\
\cdot W_{1}\left(m_{k-1}, k-1 \cdot k ; \lambda_{k-1}, k_{k-1} \cdot k\right. \tag{7.16}
\end{array}\right) n--2\right), ~ \$
$$

where

$$
\begin{aligned}
u_{i \cdot k-1}, k & =\sqrt{m_{\kappa-1}, k-1 \cdot k} \cdot\left(b_{i \cdot k-1}, k-\beta_{i \cdot k-1}, k\right) \\
& =\frac{1}{\sqrt{\sum_{\alpha=1}^{n-2} \xi_{k-1}^{2}}} \sum_{\alpha=1}^{n-2} \xi_{k-1}, \alpha \eta_{i \alpha}^{(2)}, \quad i=1,2, \cdots, k-2, \\
\eta_{i \alpha}^{(2)} & =\xi_{i \alpha}-\alpha_{i}^{(2)}-\beta_{i \cdot k-1}, k \cdot \xi_{k-1, \alpha}, \quad i=1,2, \cdots, k-2,
\end{aligned}
$$

and

$$
\Lambda^{(1)}=\left(\lambda_{i j \cdot k}-\frac{\lambda_{i, k-1} \cdot \lambda_{j s k-1} \lambda_{k-k}}{\lambda_{k-1}, k_{-1} \cdot k}\right), i, j=1,2, \cdots, k-2,
$$

Thus we can obtain successively the decomposition of the Wishart distribution into the product of the normal variates, chi-sqnare variate, and Wishart distribution of reduced dimensions by one, and all of them are mutually independent in the stochastic sense absolutely. The Bartlett's decomposition of the Wishart distribution can be easily obtained in this manner.
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